The Impact of Bandwidth on Through-the-wall Radar Imaging
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Abstract: An electromagnetic model is simulated using finite difference time domain for through-the-wall radar imaging. In the numerical simulation narrow-, wide-, and ultra-wide-band signals are used as emission sources. The back projection algorithm is applied to image square and rectangular ideal metal bodies based on a refraction model. The results demonstrate that there is obvious refraction in the through-the-wall propagation of electromagnetic waves. For the calculation of propagation delay, the variation in propagation path and time must be taken into account. Then the actual refractive point is found accurately and rapidly according to Fermat's principle. For imaging, all three signal sources can be used to acquire the image. The image result is best for the ultra-wide band and worst for the narrow-wide band. For the azimuth, synthetic aperture technique is adopted to achieve high resolution. For the range, there is a positive proportional relationship between the resolution and signal bandwidth. The wide band signal significantly increases the range resolution. Therefore, ultra-wide band SAR radar has more precise imaging and positioning capabilities.
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1. Introduction

Through-the-wall imaging is a novel non-destructive detection technology that can quickly and accurately locate objects behind obstacles and analyze their states. It plays a very important role in military operations, antiterrorism, firefighting, and rescue missions after earthquakes, drawing ever more attention from the scientific community, local and foreign governments, and the public [1-3].

Most previous radar imaging techniques have used large-distance space-borne radar or aircraft-borne radar with distances between the radar and targets of over 1000 km, or at least several km. In these cases, the target is located in the far field range of the radar antenna, which satisfies the far field condition. In addition, the spherical wave can be approximated as a plane wave, and there is a relatively clear correspondence between the phase of the target echo and the location of the target. For near-field-like through-the-wall imaging, the distance between the radar and the target is only several to tens of meters. The target is located in the near field of the antenna; thus, the spherical wave cannot be approximated as a planar wave. The distribution of the electromagnetic field is also very complicated. As a result, the near-field problem cannot be resolved by the methods used for far field. Therefore, we must find a new approach to analyze near-field radar.

For near-field radar imaging, most studies have imaged ideal point targets using Synthetic Aperture Radar (SAR). This method of analysis is based on signal processing. It implements two-dimensional Fourier transform and an inverse transform for the
signals after matched filtering. However, the velocity of the signal changes during through-the-wall propagation. Thus, it is difficult to determine the propagation path, which makes imaging difficult. Moreover, this model cannot truly reflect the actual model and cannot effectively simulate a non-ideal point target. Therefore, we have adopted the finite difference time domain (FDTD) method to establish a simulation model for the full electromagnetic field and apply the coherent time-domain method, i.e., the back projection (BP) algorithm, for imaging [4-8]. The advantages of the BP algorithm in comparison with other traditional frequency-domain methods are that it does not need to consider the Doppler shift and that it uses a simple time-delay computation to replace the complicated Fourier transform.

The quality of through-the-wall radar imaging is related to the selection of the signal source. Signal sources can be roughly divided into three classes: narrow band (NB) signals, wide band (WB) signals, and ultra-wide band (UWB) signals. According to the definition of percentage bandwidth:

\[ BW = 2(f_u - f_l) / (f_u + f_l) \]  

The narrow band occurs when \( BW < 1 \% \), the wide band occurs when \( 1 \% < BW < 25 \% \), and the ultra-wide band occurs when \( BW > 25 \% \). There is a proportional relationship between the range resolution and the bandwidth of the signal. More specifically, the range resolution is higher when the bandwidth of the signal is wider and lower when the bandwidth is narrower. Owing to their relatively high range resolution and relatively good recognition performance, WB and UWB signals are being implemented in an increasing number of applications [9].

In this paper, we use NB, WB, and UWB signals as emission sources and analyze the scattering mechanism of the targets and the refraction phenomenon of the electromagnetic waves used to image and determine the positions of targets.

2. Imaging Algorithm

Most imaging algorithms perform signal processing based on the frequency-domain Fourier transform and inverse transform. For through-the-wall radar, the signal must propagate through different media. As a result, it is difficult to implement the Fourier transform and inverse transform. The BP algorithm [4, 7] is a time-domain algorithm that is not related to the frequency domain. It can eliminate the effect of the Doppler shift through the time delay, which significantly simplifies the calculation. In addition, the accuracy of the BP algorithm is high. Therefore, the BP algorithm is cost-effective for analyzing through-the-wall radar signals.

The BP algorithm is based on computed-tomography technology. It uses the data of the imaging process from the antenna array. In the process of forward modeling, we derive the temporal variation of the field intensity in the imaging region. By subtracting the field values with the targets from the field values without the targets, we can derive the scattering echo data for the targets. We can then derive an image of the targets through the BP calculation of the scattered echo waves.

The procedure for imaging using the BP algorithm is as follows:

1) Divide the entire imaging domain into spatial grids;
2) For each grid, calculate the round-trip delay from the transmitter to the grid and from the grid to the receiver;
3) Record the electric field value at the location of the receiver;
4) For each grid, sum the distance of the electric fields.
5) On each grid, repeat steps 2 and 3;

3. Propagation Refraction Model

Due to the presence of a wall, the velocity of electromagnetic waves will change, as will the direction of propagation, resulting in refraction. This phenomenon causes considerable difficulties for precise imaging. Therefore, we must find the exact refractive point and add a compensation value to the time [4, 10]. Precise compensation plays a very important role in the imaging result. Without proper compensation, there will be deviation in the imaging. Some studies have determined the refractive point by solving the quartic equation with one unknown. This principle is easy to understand, but the process is very time-consuming. According to Fermat's principle, the time is shortest for the electromagnetic wave to propagate along the actual path. Therefore, we look for the shortest time to find the refractive point, which is easy to achieve and can substantially simplify the calculation. The detailed procedures are described below.
Let us first consider that there are not multiple reflections between the interfaces and establish the refraction model of electromagnetic wave propagation shown in Fig. 1. The propagation time from the transmission antenna to the target is calculated. Then the location of the transmitting antenna, target, and two refractive points to be \((x_t, y_t)\), \((x, y)\), \((x_1, -d_w)\), and \((x_2, 0)\) are set respectively, giving the model shown in Fig. 1.

\[
I(x,y) = \sum_{n}E(t_{xyn} + t_{yn})
\]  

4. Simulation Model

4.1. Room Model

The simulation model for a single wall is shown in Fig. 2. The room is 3.2 m long and 3 m wide. To simplify the model, we presume that the wall is a uniform non-dispersive medium made of 0.1 m-thick concrete. At 1 GHz, the relative dielectric constant \((\varepsilon_r)\) of the wall is 6, and the conductivity \((\sigma)\) is 0.00195. When \(\sigma/\varepsilon_r = 0.0058 << 1\), we can use the conclusion of section 3 for analysis. The excitation source is placed at the center of the long side at a distance of 0.05 m from the wall.

The imaging function at this time is as follows,

\[
I(x,y) = \sum_{n}E(t_{xyn} + t_{yn})
\]  

4.2. NB Signal, WB Signal, and UWB Signal

The NB signal is a modulated sine wave. The central frequency is 1 GHz, the 3 dB bandwidth is 2 MHz and the percentage of the bandwidth is 0.2 %, making it a NB signal.
The WB signal is a modulated Gaussian pulse wave. The central frequency is 1 GHz, the pulse width is 9 ns, the 3 dB bandwidth is 180 MHz and the percentage of the bandwidth is 18 %, making it a WB signal.

The UWB signal is a modulated Gaussian pulse wave. The central frequency is 1 GHz, the pulse width is 1.2 ns, the 3 dB bandwidth is 1.25 GHz and the percentage of the bandwidth is 125 %, which makes it an UWB signal.

5. BP Imaging and Discussion

To achieve high resolution in the azimuth, we adopt the SAR technique. On two sides of the signal source, we symmetrically arrange 120 receivers, which are separated by 0.02 m. We use square and rectangular metal bodies as the targets for imaging. The square metal body is 0.11 m wide. Its central location is at (1.9 m, 1.9 m). The rectangular metal body is 0.8 m long and 0.1 m wide. Its central location is at (2 m, 1.9 m). Because imaging of the square body is similar as imaging of the rectangular body, only the results of the latter is given below in order to save the length.

5.1. Imaging Results for the NB Source

When the NB signal is used as a signal source, the result is shown in Fig. 3.

As shown in Fig. 3, the imaging only sees the tip location of the targets. In addition, the defocusing phenomenon is very serious behind the target.

Fig. 4 shows the distribution of the normalized magnitude for the azimuth and range.

From Fig. 4(a), the position of the target and the length of azimuth are generally consistent with the actual target, because in the azimuth, we adopt multiple receivers to form the SAR. Therefore, the resolution in the azimuth is relatively high. There is only a defocusing phenomenon and diffusion of part of the signal energy. Fig. 4(b) shows that the resolution in the range direction is very low because of the NB signal. The defocusing phenomenon is significant, and further signal energy is lost. Therefore, during through-the-wall imaging, we must enhance the emission energy. However, through-the-wall imaging is a near-field detection technique, and the target to be detected could also be human. Therefore, it is desirable to employ smaller transmission energies. Based on these criteria, the NB technique is not suitable for near-distance detection and imaging of targets.

5.2. Imaging Results for the WB Source

Fig. 5 shows the results using the WB signal as the signal source.

As shown in Fig. 5, there are multiple ripples in the imaging position, which are caused by the multiple peak points of the WB signal. It is thus
difficult to use this mode for the precise positioning of targets.

We can see the level of resolution from the beam width. In Figs. 6(a), not only can we determine the position of the targets in the azimuth, but we can also determine their length. From Fig. 6(b), we know that because of the WB signal, the multiple peaks significantly reduce the range resolution. Thus, this method generally cannot determine the position and shape of the targets in the range.

5.3. Imaging Results for the UWB Source

For the UWB signal, the results are shown in Fig. 7.

According to Fig. 7, the imaging position is in good agreement with the actual position of metal body. The imaging shape is also essentially consistent with the target.

Fig. 8 shows the distribution of the normalized magnitude for the azimuth and range.

According to the magnitude distribution in Fig. 8, for the range and azimuth of the rectangular metal body, the imaging position is in good agreement with the position of the target. The size of the image is also consistent with the actual size of the target. Moreover, the energy of the signal is almost completely concentrated at the target. There is essentially no defocusing phenomenon in the azimuth. The defocusing phenomenon is also not significant for the range and does not affect the positioning of the targets.

In comparison with the NB through-the-wall radar, the WB radar can significantly reduce the transmission power. In comparison with WB radar, the UWB radar can achieve high-resolution imaging not only for the azimuth but also for the range. Therefore, the UWB radar efficiently images and determines the positioning of targets.
To more intuitively reflect the impact of the signal bandwidth on through-the-wall imaging, we give the percentage of signal energy of the square metal body and the rectangular metal body at the location of the target in the range relative to the total energy, as shown in Table 1.

Table 1. Percentage of the signal energy at the target location in the range relative to the total energy.

<table>
<thead>
<tr>
<th></th>
<th>NB signal</th>
<th>WB signal</th>
<th>UWB signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square body</td>
<td>9.3 %</td>
<td>9.0 %</td>
<td>50.4 %</td>
</tr>
<tr>
<td>Rectangular body</td>
<td>7.8 %</td>
<td>6.1 %</td>
<td>46.2 %</td>
</tr>
</tbody>
</table>

From Table 1, we can clearly see that if the bandwidth of the signal is wider, the percentage of the signal energy at the target location relative to the total energy is higher. This phenomenon indicates that if the bandwidth is wider, the signal energy is more concentrated at the target, which provides the possibility for low-power transmission, thus reducing the electromagnetic radiation toward the target to allow non-destructive detection.

Meanwhile, we also give the percentage of the signal energy of signal energy of the square metal body and the rectangular metal body at the target location in the azimuth relative to the total energy, as shown in Table 2.

Table 2. Percentage of signal energy at the target location in the azimuth relative to the total energy.

<table>
<thead>
<tr>
<th></th>
<th>NB signal</th>
<th>WB signal</th>
<th>UWB signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square body</td>
<td>23.2 %</td>
<td>33.0 %</td>
<td>34.6 %</td>
</tr>
<tr>
<td>Rectangular body</td>
<td>83.7 %</td>
<td>90.1 %</td>
<td>87.8 %</td>
</tr>
</tbody>
</table>

As shown in Table 2, the percentage of signal energy at the target position in the azimuth direction relative to the total energy is not only related to the signal bandwidth but also depends considerably on the size of the targets. When there is a WB or UWB signal, there is no significant difference in the energy concentration and it is much higher than the degree of energy concentration for NB. Whatever the signal is, the energy concentration for large targets is much higher than for small targets, which indicates that the large targets are more easily detected.

Moreover, although the bandwidth of the three signals is different, the algorithm is consistent, and thus the cost of the calculation is the same.

By comparing Figs. 4, 6, and 8, we can see that in comparison with the NB, WB and UWB signals, the range resolution using the UWB signal is significantly greater. That is, the range resolution is higher if the bandwidth of the signal is wider. The UWB signal has higher range resolution due to its wider bandwidth. The resolution of the azimuth is related to the length of the synthetic aperture. If the length of the aperture is longer, the resolution of the azimuth is higher. In this paper, we adopt a technique for deploying multiple receivers to simulate the SAR, which can achieve the requirement for a high resolution of the azimuth.

Therefore, the UWB signal has the advantage of a wider bandwidth. By combining the UWB signal with the SAR technique, we can achieve very high 2D resolution, which enables precise positioning and imaging. As a result, UWB imaging radar has been applied to an increasing number of applications in both the military and civilian domains.

6. Conclusions

For through-the-wall radar imaging, we applied the FDTD method to simulate the full-electromagnetic field in the near-field model. We used NB, WB, and UWB signals as the transmission
sources and analyzed the imaging results for square metal bodies and rectangular metal bodies. By comparing the imaging results, we found that, with the inclusion of a wall, the UWB, NB, and WB sources can achieve satisfactory imaging results. The results for the UWB source were best, followed by the WB source and the NB source. In the azimuth, we can achieve very high resolution using the SAR technique. Due to the different signal bandwidths, the resolution range is varied. Due to its very broad bandwidth, the UWB signal had a higher resolution for the range than the NB and WB signals. Thus, the UWB signal can efficiently determine the position and shape of targets. In conclusion, UWB SAR radar is more suitable for precise near-distance positioning and imaging than other techniques.
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