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Abstract: An approach of multisensor signals processing at microprocessor or 8 bit microcontrollers is showed in this paper. This approach is based on multisensor individual conversion function or individual characteristic curve identification method with using of neural networks. It allow to reduce an amount of calibration points and increase the precision of identification with comparatively to well known methods. The realization of this approach was made on developed system for ultraviolet level measurement based on 8-bit microcontrollers. Copyright © 2013 IFSA.
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1. Introduction

Multiparameter sensors or multisensors (MS) have a widespread application in such industry branches as chemistry, security systems, environment monitoring etc [1]. The MS however have still some imperfections like complexity of output signal processing [2], a significant deviation of the characteristic curve from nominal one [3].

To improve the accuracy, it is recommended to use the individual conversion function or individual characteristic curve (ICC) of MS which can be determined by the MS calibration in real exploitation conditions [4]. But its usage requires some extra work and leads to additional expenses. Just one-parameter sensor (for example, resistance temperature detector) requires the 3 … 4 calibration points at small deviations of the ICC from nominal one, and this number of the calibration points...
increases up to 5 ... 7 at significant deviations of the ICC, for example, for semiconductor and film sensors. In such case the two-parameter film sensor requires N2 ≈ 25 ... 49 calibration points, and the three-parameter sensor requires about 125 ... 343 calibration points correspondingly.

To avoid this situation MS calibration results are processed by methods of artificial intelligence [5, 6] for separating the measurable values as well as for reducing the number of calibration points. To reduce the number of calibration points with a purpose of the MS ICC recognition (Fig. 1), it is recommended to use neural networks methods.

The analysis has shown neural networks methods [7] give better results in comparison with existing ones because of its ability of generalization and self-learning. Although it’s so not easy to implement the neural networks methods on the computer architectures with limited resources such as microcontrollers (MC) we should note the Neural Networks (NN) require the large computational power at the training stage only. Because according to [8] the computational power reduces in approximately 10^4 times at the NN operating stage, so it is possible to use NN with implementation on MC. In this case the NN training stage can be done on high level of the system with necessary computational power, and the MC of low level is used by the trained NN already.

Therefore a goal of this paper is the microprocessor MS output signals processing with a limited number of the calibration points and the NN training or an adjusting the NN weight coefficients by MC itself.

2. The Neural Processing Method for Identification of Multisensors Individual Characteristic Curve

A proposed method is aimed to reduce a number of MS calibration points. For this purpose in the approximation procedure is added the additional information regarding a character (details) of the MS ICC characteristic curve which are contained in the results of calibration for the MS group of the same type for a large amount of points, for example 49. These above group results are united with the calibration results of MS in the reduced number of points and then, based on these data, it is performed the predicting of calibration results in those points, where the calibration of a given MS wasn’t performed. A separate NN is used per each of these points and it is trained to predict the calibration result for a given point based on the results of calibration of the MS group of the same type in a large amount of points [9-11]. For training this separate NN it is used only those calibration points (of the MS group of the same type) which belong to the strictly specified set of points of the calibration regarding a point for which the result of calibration is predicted. In particular it’s expedient to use the set of points of the calibration belonging to all lines which could be drawn across the given calibration point and the adjacent ones. An example is shown on Fig. 1 where the four lines are drawn across a given point 33.

Moreover it is expedient to use the point’s sets that belong to the groups of calibration points adjacent to a predictable point, for example a square around the point 33 (see Fig. 1).

To improve the prediction accuracy for points in which the calibration has not been executed all prediction results of these points are merged by NNs (which have been trained on the calibration results of MS group of the same type for the same given set of calibration points).

As a result we have a significant reduction in the required number of calibration points. This value of decreasing is about 82 % and it is shown on Fig. 1, the actual calibration was carried out in 9 points ICC instead of 49 points.

![Fig. 1. ICC of MC and placement of real calibration points and recoverable calibration points.](image)

In studies of the method, the MS individual characteristic curve is described as the product of polynomials [12]:

\[ Y_{NOM} = (A \times (X_1 + B)^k + C \times (X_1 + B)) \times (D \times (X_2 + E)^l + F \times (X_2 + E)) \times G, \] (1)

where \( Y_{NOM} \) is the nominal output signal of MS; \( A \ldots G, k, l \) is the coefficients and exponents respectively; \( X_1, X_2 \) is the measurable physical quantities \( A \) and \( B \), respectively.

Obviously, the additive and multiplicative errors of the MS can be corrected without using the neural networks. Therefore, the main objective of this work is studying the influence of the nonlinear component
for MS error on the result correction by using the proposed method.

Therefore, to study the residual (non-corrected) error let's describe this nonlinear component by polynomials of different degree. Since the MS error for the various physical quantities can differ quantitatively as well as qualitatively, it's logically to study the errors various combinations using the equation:

\[ Y = Y_{\text{NOM}} \pm n\Delta \left( \pm K_1(i-4)^p \pm K_2(j-4)^p \right), \] (2)

where \( Y \) is the output signal of MS; \( Y_{\text{NOM}} \) is the nominal output signal of MS; \( n \) is the number of variants for research, it is taken as \( n = 100 \) (i.e. 50 experiments for each polarity); \( \Delta \) is the quantization step of MS error, it is taken 0.1 % (i.e. maximum error MS for each physical quantity gives 5 %); \( K_1, K_2 \) are the coefficients that characterize the nonlinearity error function MS, and equal to 1 %.

The output signal of MS is very sensitive to random errors. To study the resistance to such errors let's introduce the following random error (which is distorting the MS output signal)

\[ Y_N = Y + \text{Rnd}(K_3), \] (3)

where \( K_3 \) is the coefficient, which determines the random error amplitude.

The coefficient \( K_3 \) is chosen so that the random error does not exceed 0.5 % of the MS nominal output signal. The results of imitation modeling [10] for error prediction of ICC where the real calibration has not been executed are shown in Table 1.

### Table 1. Values for point 34 with level of random error 0.5 %.

<table>
<thead>
<tr>
<th>FV B</th>
<th>FV A</th>
<th>+x^2</th>
<th>-x^2</th>
<th>+x^3</th>
<th>-x^3</th>
<th>+x^4</th>
<th>-x^4</th>
</tr>
</thead>
<tbody>
<tr>
<td>+x^2</td>
<td>0.016 % / 0.010 %</td>
<td>0.015 % / 0.01 %</td>
<td>0.016 % / 0.007 %</td>
<td>0.018 % / 0.013 %</td>
<td>0.012 % / 0.002 %</td>
<td>0.021 % / 0.013 %</td>
<td></td>
</tr>
<tr>
<td>-x^2</td>
<td>0.015 % / 0.005 %</td>
<td>0.016 % / 0.009 %</td>
<td>0.016 % / 0.007 %</td>
<td>0.028 % / 0.005 %</td>
<td>0.017 % / 0.007 %</td>
<td>0.016 % / 0.01 %</td>
<td></td>
</tr>
<tr>
<td>+x^3</td>
<td>0.016 % / 0.007 %</td>
<td>0.016 % / 0.007 %</td>
<td>0.12 % / 0.009 %</td>
<td>0.014 % / 0.01 %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-x^3</td>
<td>0.018 % / 0.013 %</td>
<td>0.028 % / 0.005 %</td>
<td>0.027 % / 0.005 %</td>
<td>0.019 % / 0.008 %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+x^4</td>
<td>0.012 % / 0.002 %</td>
<td>0.017 % / 0.007 %</td>
<td>0.016 % / 0.01 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-x^4</td>
<td>0.021 % / 0.013 %</td>
<td>0.016 % / 0.01 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3. Data Processing at Microcontrollers Using Neural Networks

The NN implementation on MC PIC Microchip was described in [13]. It uses the hyperbolic tangent as the activation function and pseudo-floating point format for proceedings 16-bit numbers. Taking an approach [13] as basic one, the authors developed a modified algorithm for MS data processing. It’s implemented on MC AVR Atmel with reasonable performance and extended set of instructions.

A proposed algorithm can be divided into two major phases: first phase – MS data processing at the top level (Software), and the second phase – MS data processing on the low level (Hardware). At the first phase the description of NN architecture in MATLAB environment was made, then a transformation of NN architecture into C or Assembler code was reached. In the second phase all calculations were carried out in MC. Here each neuron is calculated sequentially, one after another, and then calculation results are stored in the memory and passed in the processing unit of the activation function.

The algorithm has two main modes: teaching mode and operating mode. The operating mode sets as default, which means the NN has already been taught and weights coefficients have been adapted for input signal correction. On the output of NN we have a recalibrated sensor signal.

The teaching mode includes the procedure of Feed Forward algorithm and procedure of weights coefficients adaptation (Back Propagation algorithm) [14] with using teaching pairs which are stored in MC data memory.

As the activation function is used the sigmoid activation function (with optimization for MC [15])

\[ \text{OUT} = \frac{1}{1 + e^{-\text{NET}}}, \] (4)

where NET is the neuron summed signal that is fed to the unit of the activation function.

The AVR Atmel as well as PIC MC has no tools for calculation of the exponent, and the MC ATMega8 uses the one byte fixed numbers only. So it is necessary to create the subroutines for floating point numbers processing and apply the Taylor series for calculation of the exponent with using tools of the
AVR Assembler language. A number of 3 bytes (Fig. 2) is assigned for floating point numbers.

The normalization of the mantissa is done by setting a comma previous to the first information units. Six bits are assigned for the order of the number \( X \) so this number can be located in the range of \( 2^{-64} \) to \( 2^{+64} \).

To run the floating point numbers the functions of addition, subtraction, multiplication and division are created. For this purpose all operations are performed on variables \( \text{Float1} \) and \( \text{Float2} \) and the calculation result is stored in variable \( \text{Float2} \).

![Fig. 2. The floating number format of variable Float.](image)

The operating mode (the fine-tuning of the weight coefficients) is similar to training mode but as input data it is chosen the weight coefficients that were calculated in training mode.

The Fig. 3 is illustrated the location vectors of the output signals of layers \( L \), the matrixes of weight coefficients \( W \), the adaptation vectors of weights \( D \) and training pairs.

As the data input in the training mode are used the training pairs \( X \) and \( Y \) which are orderly written in the MC data memory (starting from the address 138) in the following format:

\[
X_1^{n_1}, X_2^{n_2}, \ldots, X_m^{n_m}, Y_1^{n_1}, Y_2^{n_2}, \ldots, Y_k^{n_k}, \quad (5)
\]

where \( m \) – inputs quantity of NN, \( k \) – outputs quantity of NN, \( n \) – quantity of training pairs.

The data input of NN in operating mode are the \( X \) vectors which are the output values of the converted sensors signals, and weight coefficients that were adjusted in training mode. The output data in training mode are arrays of weight coefficients, and in operating mode – the calibrated sensor signals.

![Fig. 3. AVR microcontroller data memory.](image)

4. Experimental Research

In PROTEUS visual simulation environment the NN and ADC were simulated. As the sensors, the potentiometers were connected to the MC that provided the output voltage control in the range of 0 to 5 V.

Training of the three layer perceptron (with two inputs and five neurons per each hidden layer) is run by MC’s program.

Previously the 15 test training pairs are loaded in the memory. During the NN training the gradual adaptation of the weight coefficients is run up to achieve a given accuracy of the output signal or unless the training approaches up to the final epoch. Taking into account the large numbers of epochs that
pass up to achieve the required accuracy and changing state of weight matrixes so the important part of an observation are the boundary cycles of the training algorithm as well as the changes of the adaptation of the weights coefficients.

Matrixes of weight coefficients are stored in the random access memory from the address 90 till 107 (Fig. 4), the addresses are shown in hexadecimal view.

Fig. 4. Changes (highlighted) of weighting coefficients values matrixes in data memory within VSM Proteus.

A proposed approach has implemented in the developed system for measuring the level of ultraviolet radiation (Fig. 5) with the following components: multisensor which generates photocurrent for both a first (I_{photo 1}) and second (I_{photo 2}) channels and it measures temperature of these channels (t_1^° and t_2^°); temperature and photocurrent-to-voltage conversion unit (VCU) (U_{photo 1}, U_{photo 2}) and (U t_1^°, U t_2^°) respectively; analog to digital converter (16 bit sigma delta ADC) (ADC) and other components. The MC controls all connected units, and MS signals that come to ADC through Values Convertor Unit. Then the digitized data are transferred to the calculation unit of NN which calculates the values for both channels and stores weight coefficients in Database and then data are transferred to the unit updating of the calibration coefficients (UUCC). Finally the Display indicates the measured and calculated values.

5. Conclusions

A multisensors signal processing approach based on the novel method of the multisensor individual characteristic identification using neural networks and microcontroller was proposed. It allows reducing a number of calibration points and increasing the identification accuracy of the individual characteristic. This approach has implemented in the developed system for measurement the level of the ultraviolet radiation using 8-bit microcontrollers.

Experimental research confirmed the prediction accuracy of multisensor testing results is improved in about 10 times in a comparison with existing methods.
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