A Discrete Geese Swarm Algorithm for Spectrum Assignment of Cognitive Radio
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Abstract: In order to solve spectrum assignment problem, this paper proposes a discrete geese swarm algorithm (DGSA) based on particle swarm optimization and quantum particle swarm optimization, and we evaluate the performance of the DGSA through some classical benchmark functions. The proposed DGSA algorithm applies the quantum computing theory to particle swarm optimization, and thus has the advantages of both quantum computing theory and particle swarm optimization. We also use it to solve cognitive radio spectrum assignment problem. The new spectrum allocation method has the ability to search global optimal solution under different network utility functions. Simulation results for cognitive radio system are provided to show that the designed spectrum allocation algorithm is superior to some previous spectrum allocation algorithms.

Keywords: Geese Swarm Algorithm, Spectrum Assignment, Quantum Particle Swarm Optimization, Network Utility Function, Cognitive Radio.

1. Introduction

With the development of radio communication technology, spectrum resources have been more widely employed, but the scarceness of wireless spectrum prevents the continual development of wireless communication. In order to fully utilize the scarce spectrum resources, dynamic spectrum access becomes a promising approach to improve the efficiency of spectrum usage. This new networking paradigm is also referred to as next generation networks as well as cognitive radio networks [1]. This new wireless technology can sense the wireless environment, search for available spectrum resources and allocate spectrum dynamically, so that the efficiency of spectrum usage is improved and the capacity of wireless communication system is increased. Cognitive radio has the ability to sense, to learn, and to adapt to the outside world [2]. Assuming that the environmental conditions are static during the time it takes to perform spectrum assignment, an allocation model is proposed in [3], and color sensitive graph coloring (CSGC) is used to solve the allocation problem.

Cognitive radio (CR) provides a feasible solution for dynamic spectrum access. It solves the contradiction between the scarcity of spectrum resources and increasing radio access demands through letting the secondary users use the available spectrum while avoiding interference with the primary users and their neighbors. This new wireless technology can sense the wireless environment, search for available spectrum resources and allocate spectrum dynamically, so that the efficiency of spectrum usage is improved and the capacity of wireless communication system is increased.
Cognitive radio has the ability to sense, to learn, and to adapt to the outside world. Based on its interaction with the environment, cognitive radio enables the users to communicate over the most appropriate spectrum bands through four main functionalities: spectrum sensing, spectrum management, spectrum mobility and spectrum sharing. Spectrum sharing, i.e. spectrum allocation, one important part of the cognitive radio technology, which decides the network reward or the throughput of the secondary users directly, plays a vital role in cognitive radio system performance. This paper focuses on how to share the available spectrum bands which are not occupied by primary users between all the secondary users. There exist a lot of research efforts on the problem of spectrum sharing in cognitive radio networks. Based on centralized or distributed architecture, cooperative or non-cooperative spectrum allocation behavior, overlay or underlay spectrum access technique, lots of models have been proposed for dynamic spectrum access, including game theory [7], pricing and auction mechanisms [8], local bargaining [9], and graph coloring [10]. Assuming that the environmental conditions are static during the time it takes to perform spectrum assignment, an allocation model is proposed in [11-13], and color sensitive graph coloring (CSGC) is used to solve the allocation problem.

As the spectrum assignment problem can be inherently seen as an optimization problem, and exact and analytical methods do not produce optimal solution within a reasonable computation time, we may use evolutionary algorithms, which are capable of finding near-optimal solutions to the problem of cognitive radio spectrum allocation. Evolutionary algorithms are stochastic search methods that mimic natural evolution and the social behavior of species. The first evolutionary-based technique introduced in the literature is genetic algorithm (GA), which attempts to simulate the phenomenon of natural evolution [14-17]. Quantum genetic algorithm (QGA) combines quantum computation with genetic algorithm [18], while particle swarm optimization (PSO) [19] is inspired by the social behavior of bird flocking. The above three intelligent algorithms are representatives of classic evolutionary algorithms, which have disadvantages of local convergence for spectrum assignment [18-19].

Swarm intelligence and quantum information are the rich sources of inspiration for inventing new intelligent algorithms. Swarm intelligence is a population-based stochastic optimization technique and well adapted to the optimization of nonlinear functions in multi-dimensional space. Swarm intelligence algorithms are important scientific fields that are closely related to physical and biological phenomenon existing in nature, and some algorithms are widely studied for application. At present, particle swarm optimization [20-21] and ant colony optimization [22] were successfully applied to solve engineering problem. In the quantum information theory, we must broaden definition of information as merely a string of 0s and 1s and examine the consequence of the quantum nature of media for information, such as its uncertainty and entanglement of states [23]. The researches on the combing of quantum mechanism with other classical methods focus on two respects, one is designing new quantum algorithm in the classical computer [24]; the other is introducing the quantum idea into classical algorithm and modifying the conventional algorithms to get a better performance [25-26]. Now, much attention is paid to quantum computing and swarm intelligence because it has the characteristics of strong searching capability, rapid convergence, short computing time, and small population size [27]. But it is complexity algorithm which using quantum individuals. All quantum evolutionary use quantum bit and quantum gate in quantum domain. A simple evolutionary algorithm with high performance is vital for function optimization and engineering application.

In order to design the simple discrete geese swarm algorithm to solve optimization problem, quantum bee swarm optimization [22] is improved by good evolutionary equations and simple updating equations. A simple evolutionary algorithm with high performance is vital for function optimization and engineering application. Our method, discrete geese swarm algorithm (DGSA), which is based on PSO and simulating of quantum computing theory, has the advantages of both PSO and quantum computing.

2. Description of Cognitive Spectrum Assignment Model

The general spectrum assignment model consists of channel availability matrix, channel reward matrix, interference constraint matrix and conflict free channel assignment matrix. Assume a network of secondary users indexed from 1 to \( N \) competing for spectrum channels indexed from 1 to \( M \) which are non-overlapping orthogonal. Each secondary user can be a transmission link or a broadcast access point. The channel availability matrix \( \mathbf{L} = \{ l_{n,m} \mid l_{n,m} \in \{0,1\} \}_{N \times M} \) is a \( N \) by \( M \) binary matrix, representing the channel availability. Secondary user \( n \) determines whether channel \( m \) is available by detecting the signals of primary users, and if it is not occupied by primary users, which means channel \( m \) is available to user \( n \), then \( l_{n,m} = 1 \), and \( l_{n,m} = 0 \) otherwise. The channel reward matrix \( \mathbf{B} = \{ b_{n,m} \}_{N \times M} \) is an \( N \) by \( M \) matrix, representing the channel reward, where \( b_{n,m} \) represents the reward that can be obtained by user \( n \) using channel \( m \). As two or more secondary users may use the same channel at the same time, they may interfere with each other. The interference constraint matrix \( \mathbf{C} = \{ c_{n,k,m} \mid c_{n,k,m} \in \{0,1\} \}_{N \times N \times M} \) is a \( N \) by \( N \) by \( M \) matrix representing the interference constraint among secondary users, where \( c_{n,k,m} = 1 \) if users \( n \) and \( k \)
would interfere with each other if they use channel \( m \) simultaneously, and \( c_{n,k,m} = 0 \) otherwise. In particular, \( c_{n,k,m} = 1 - l_{n,m} \) if \( n = k \), which is only decided by the channel availability matrix.

In real applications, the spectrum environment varies slowly while users quickly perform network-wide spectrum assignment. We assume that the location, available spectrum, etc. are static during the spectrum allocation, thus \( L, B \) and \( C \) are constants in an allocation period.

The conflict free channel assignment matrix \( A = [a_{n,m}]_{n \leq N, m \leq M} \) represents the channel assignment, where \( a_{n,m} = 1 \) if channel \( m \) is allocated to secondary user \( n \), and \( a_{n,m} = 0 \) otherwise. \( A \) must satisfy the interference constraints defined by \( C : a_{n,m} \cdot a_{k,m} = 0 \) if \( c_{n,k,m} = 1 \), \( \forall 1 \leq n, k \leq N, 1 \leq m \leq M \). Given a conflict free channel assignment, the reward user \( n \) gets is defined as \( r_n = \sum_{m=1}^{M} a_{n,m} \cdot b_{n,m} \). We use \( R = \{r_n = \sum_{m=1}^{M} a_{n,m} \cdot b_{n,m} \}_{n \leq N} \) to represent the reward vector that each user gets for a given channel assignment. Let \( \Lambda(L, C)_{N \times M} \) be the set of conflict free channel assignment for a given \( L \) and \( C \). The spectrum allocation is to maximize network utilization \( U(R) \). Given the model above, the spectrum allocation problem can be defined as the following optimization problem:

\[
A^* = \arg \max_{A \in \Lambda(L, C)} U(R),
\]

(1)

where \( A^* \) is the optimal conflict free channel assignment matrix. In this paper, we consider the objective functions proposed by [8]:

Max-Sum-Reward (MSR):

\[
U_{MSR}(R) = \frac{1}{N} \sum_{n=1}^{N} r_n,
\]

(2)

Max-Min-Reward (MMR):

\[
U_{MMR}(R) = \min_{1 \leq n < N} \sum_{m=1}^{M} a_{n,m} \cdot b_{n,m},
\]

(3)

Max-Proportional-Fair (MPF):

\[
U_{MPF}(R) = \left( \prod_{n=1}^{N} \left( r_n + 1 - e^{-6} \right) \right)^{\frac{1}{N}} = \left( \prod_{n=1}^{N} \left( \sum_{m=1}^{M} a_{n,m} \cdot b_{n,m} + 1 - e^{-6} \right) \right)^{\frac{1}{N}},
\]

(4)

In this model, we assume that environmental conditions such as user location, available spectrum bands are static during the time it takes to perform spectrum assignment. This corresponds to a slow varying spectrum environment where users quickly adapt to environmental changes by re-performing network-wide spectrum allocation.

3. Spectrum Assignment Based Discrete Geese Swarm Algorithm

3.1. Discrete Geese Swarm Algorithm

Discrete geese swarm algorithm is a novel multi-agent optimization system inspired by social behavior metaphor of agents. Each agent, called goose, flies in an \( l \)-dimensional space according to the historical experiences of its own and its colleagues. There are \( h \) geese that are in a space of \( l \) dimensions in a geese swarm, the \( i \)th goose’s position in the space is \( \mathbf{x}_i = [x_{i1}, x_{i2}, \ldots, x_{il}] \), \((i = 1, 2, \cdots, h)\), which is a latent solution. The \( i \)th goose’s velocity is \( \mathbf{v}_i = [v_{i1}, v_{i2}, \ldots, v_{il}] \) and until now the best position (the local optimal position) of the \( i \)th goose is \( \mathbf{p}_i = [p_{i1}, p_{i2}, \ldots, p_{il}] \). \( \mathbf{P}_g = [p_{g1}, p_{g2}, \ldots, p_{gl}] \) is the global optimal position discovered by the whole geese swarm until now. At each generation, the \( i \)th goose is updated by the following moving equations:

\[
\mathbf{g}_i^{t+1} = \begin{cases} 
\mathbf{p}_i, & \text{if } \gamma_{id}^{t+1} = 1 \\
\mathbf{x}_i^t + \Delta (\mathbf{p}_i^{t+1} - \mathbf{x}_i^t), & \text{if } \gamma_{id}^{t+1} = 0 \text{ and } r < c_i; \\
\mathbf{x}_i^t + \Delta (\mathbf{x}_i^{t+1} - \mathbf{p}_i^{t+1}), & \text{otherwise},
\end{cases}
\]

(5)

\[
\mathbf{v}_i^{t+1} = \begin{cases} 
0, & \text{if } \gamma_{id}^{t+1} > (v_{id}^{t+1})^2 \\
\mathbf{v}_i^{t+1}, & \text{if } \gamma_{id}^{t+1} \leq (v_{id}^{t+1})^2,
\end{cases}
\]

(6)

where \((i = 1, 2, \cdots, h)\), \((d = 1, 2, \cdots, l)\), \(r \) is uniform random number between 0 and 1, \( c_i \) is mutation probability which is a constant among \([0, 1/l]\), \( \gamma_{id}^{t+1} \in [0, 1] \) is uniform random number, superscript \( t+1 \) and \( t \) represent number of iterations, \((v_{id}^{t+1})^2 \) represents the selection probability of bit position state in the \((t+1)\)th generation. The value of \( \epsilon_1 \), \( \epsilon_2 \) and \( \epsilon_3 \) expresses the relative important degree of \( p_i \), \( p_g \) and \( p_{g-1} \) in the flying process.

3.2. Spectrum Assignment Using Discrete Geese Swarm Algorithm

The initial position population of geese swarm is randomly chosen from the solution space. All
velocity may be initialized as $1/\sqrt{2}$. The goal of the objective function is to evaluate the status of each goose. In the spectrum allocation of cognitive radio, the target of position optimization is the maximization of network utilization function.

The proposed DGSA applies the quantum computing theory to the geese swarm optimization. In this algorithm, every velocity is updated by geese swarm theory. The particle swarm optimization is able to locate the appropriate regions for a solution in the search space, but fairly slow to find the near-optimal solution using the moving equations that are random in nature. It has the disadvantage of local convergence. However, the proposed DGSA has the advantages of both swarm theory and the swarm optimization and can find the near-optimal solution compared to other algorithms. Summarizing, the proposed new algorithm can overcome the disadvantages of the previous intelligence algorithm.

According to the above analysis, the work processes of discrete geese swarm algorithm for spectrum allocation are shown below:

Step 1: Given $L = \{l_{n,m}\}_{n,m \in \{0,1\}^{N \times M}}$, $C = \{c_{n, 1, m, k}\}_{n, 1, m, k \in \{0,1\}^{N \times N \times V \times S}}$ and $B = \{b_{l, 1, n, m}\}_{M \times M}$, set the length of the position and velocity as $l = \sum_{n=1}^{N} \sum_{m=1}^{M} l_{n,m}$, and set $L_i = \{(n,m)\}_{n,m = 1}$ such that elements in $L_i$ are arranged increasingly in $n$ and $m$. Therefore, the number of elements in $L_i$ is equal to the value of $l$.

Step 2: Randomly generate an initial geese swarm.

Step 3: For all geese positions, map the $j^{th}$ bit of the position to $a_{n,m}$, where $(n,m)$ is the $j^{th}$ element in $L_i$ and $1 \leq j \leq l$. For all $m$, search all $(n,k)$ that satisfies $c_{n,1,m,k} = 1$ and $n \neq k$, and check whether both of the two bits corresponding to the element in the $n^{th}$ line and $m^{th}$ column of $A$ and the element in the $k^{th}$ line and $m^{th}$ column of $A$ are equal to 1; if so, randomly set one of them to 0.

Step 4: Compute the fitness of each goose.

Step 5: Renew each goose’s local optimal position. Update the global optimal position as evolutionary objective of the whole geese population.

Step 6: Update velocities and positions of geese swarm.

Step 7: If it reaches the predefined maximum generation, stop and output outcome; if not, go to step 3.

4. Experiment Results of Spectrum Assignment Based on Discrete Geese Swarm Algorithm

The commonly used algorithm to solve the spectrum allocation problem is color sensitive graph coloring algorithm (CSGC). For more information of CSGC, please refer to paper [11]. In order to evaluate the performance of the proposed DGSA-based spectrum allocation method, we compare it with CSGC and other evolutionary algorithms in our simulations.

In this paper, we set initial population and maximum generation of the four evolutionary algorithms identical. For GA[18], PSO[18] and QGA[19], the parameters are set according to reference. For DGSA, we set $e_1 = 0.06$, $e_2 = 0.03$, $e_3 = 0.01$, and $c_t = 0.001/1$. For GA, QGA, PSO and DGSA, the population size is set to 20. All intelligence algorithms will be terminated at the same maximal iterations (1000).

During the simulation, B, L, C are generated by the pseudo code for modeling network conflict graph in the paper [11]. CSGC used the non-collaborative labeling rule.

For Fig. 1, we set the number of secondary users ($N$) to 18, the number of channels ($M$) available to 16, the number of primary users($K$) to 14, and see the performance of the five algorithms. For Fig. 1, we set the number of secondary users to 14, the number of channels available to 13. Figs. 1-3 illustrate the performance gain offered by the DGSA approaches using Max-Sum-Reward utility function and Max-Min-Reward respectively. When all simulation conditions are identical, and CSGC, QGA, PSO and GA are also included, they show the target gap of performance.

We can see that the average reward obtained by GA, QGA,PSO and DGSA after 200 generations are better than CSGC, which validates the effectiveness of the proposed evolutionary algorithms-based spectrum allocation methods. DGSA performs the best under objectives MSR, MMR and MPF in terms of convergence value, while QGA and GA has similar performance under objectives MSR, MMR and MPF. Even though GA and QGA perform better than CSGC, the convergence values after 400 generations by DGSA are still higher than those obtained by GA, PSO and QGA. For both two simulations, DGSA performs better than GA, PSO and QGA in terms of convergence value.
We set that the number of secondary users increases while the number of primary users and the number of channels available remain 14 and 16 respectively. Increasing the number of secondary users in one area, thus increases the user density, and then creates additional interference constraints. So from Tables 1-3, we can see that the average reward degrades as the number of secondary users increases. Also, we can see that our method is better than other methods. Tables 4-6 show the DGSA is superior to GA, QGA, PSO and CSGC.

**Table 1.** Reward values of five spectrum allocation methods using MSR utility function as the number of secondary users increases ($K=14, M=16$).

<table>
<thead>
<tr>
<th>Alg.</th>
<th>The number of secondary users</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>CSGC</td>
<td>39.21</td>
</tr>
<tr>
<td>GA</td>
<td>45.63</td>
</tr>
<tr>
<td>QGA</td>
<td>46.17</td>
</tr>
<tr>
<td>PSO</td>
<td>46.58</td>
</tr>
<tr>
<td>DGSA</td>
<td>46.69</td>
</tr>
</tbody>
</table>

**Table 2.** Reward values of five spectrum allocation methods using MMR utility function as the number of secondary users increases ($K=14, M=16$).

<table>
<thead>
<tr>
<th>Alg.</th>
<th>The number of secondary users</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>CSGC</td>
<td>17.26</td>
</tr>
<tr>
<td>GA</td>
<td>21.90</td>
</tr>
<tr>
<td>QGA</td>
<td>21.00</td>
</tr>
<tr>
<td>PSO</td>
<td>22.93</td>
</tr>
<tr>
<td>DGSA</td>
<td>23.29</td>
</tr>
</tbody>
</table>

**Table 3.** Reward values of five spectrum allocation methods using MPF utility function as the number of secondary users increases ($K=16, M=18$).

<table>
<thead>
<tr>
<th>Alg.</th>
<th>The number of secondary users</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>CSGC</td>
<td>37.41</td>
</tr>
<tr>
<td>GA</td>
<td>39.88</td>
</tr>
<tr>
<td>QGA</td>
<td>40.16</td>
</tr>
<tr>
<td>PSO</td>
<td>40.50</td>
</tr>
<tr>
<td>DGSA</td>
<td>40.55</td>
</tr>
</tbody>
</table>

**Table 4.** Reward values of five spectrum allocation methods using MSR utility function as the number of channels available increases ($K=24, N=22$).

<table>
<thead>
<tr>
<th>Alg.</th>
<th>The number of channels available</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>CSGC</td>
<td>11.38</td>
</tr>
<tr>
<td>GA</td>
<td>12.81</td>
</tr>
<tr>
<td>QGA</td>
<td>12.91</td>
</tr>
<tr>
<td>PSO</td>
<td>13.03</td>
</tr>
<tr>
<td>DGSA</td>
<td>13.07</td>
</tr>
</tbody>
</table>

**Table 5.** Reward values of five spectrum allocation methods using MMR utility function as the number of channels available increases ($K=10, N=10$).

<table>
<thead>
<tr>
<th>Alg.</th>
<th>The number of channels available</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>CSGC</td>
<td>6.05</td>
</tr>
<tr>
<td>GA</td>
<td>12.53</td>
</tr>
<tr>
<td>QGA</td>
<td>12.74</td>
</tr>
<tr>
<td>PSO</td>
<td>13.99</td>
</tr>
<tr>
<td>DGSA</td>
<td>13.90</td>
</tr>
</tbody>
</table>
Table 6. Reward values of five spectrum allocation methods using MPF utility function as the number of channels available increases ($K=24, N=20$). 

<table>
<thead>
<tr>
<th>Alg.</th>
<th>10</th>
<th>14</th>
<th>18</th>
<th>22</th>
<th>26</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSGC</td>
<td>0.37</td>
<td>3.53</td>
<td>11.90</td>
<td>22.03</td>
<td>30.22</td>
<td>35.06</td>
</tr>
<tr>
<td>GA</td>
<td>4.78</td>
<td>12.17</td>
<td>18.79</td>
<td>25.20</td>
<td>31.32</td>
<td>35.62</td>
</tr>
<tr>
<td>QGA</td>
<td>5.41</td>
<td>12.44</td>
<td>19.13</td>
<td>25.31</td>
<td>31.72</td>
<td>36.40</td>
</tr>
<tr>
<td>PSO</td>
<td>5.00</td>
<td>12.43</td>
<td>19.17</td>
<td>25.61</td>
<td>31.94</td>
<td>36.42</td>
</tr>
<tr>
<td>DGSA</td>
<td>5.31</td>
<td>12.41</td>
<td>19.16</td>
<td>25.54</td>
<td>32.07</td>
<td>36.94</td>
</tr>
</tbody>
</table>

5. Conclusion and Future Work

This paper has proposed a DGSA algorithm which is a novel algorithm for discrete optimization problems. Based on DGSA, we have proposed a spectrum allocation method. Experimental results show that our method not only improves the reward gotten by the secondary users, but also has better convergence rate. In the simulation, we also assume that available spectra are static during the time it takes to perform spectrum assignment. But if we consider a dynamic network, spectrum allocation becomes a more complex problem, and all of the algorithms need to compute spectrum allocations again. So, an adaptive approach should be developed to adapt the environment change and the change of spectrum availability.
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