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Abstract: The unavailability of an end-to-end path poses great challenges in routing algorithms for delay 
tolerant networks (DTNs). Meanwhile, routing protocols for the traditional Ad-hoc or Mobile Ad hoc 
NETworks (MANETs) cannot work well due to the failure of assumption that network connections are available 
in most of time. In this article, we put forward a hybrid routing algorithm to combine the classical Spray&Wait 
and PRoPHETalgorithms. The proposed protocol essentially bases on an unsymmetrical Spray&Wait at the first 
stage, and then adaptively allocates the message copy count on demand by using the delivery probability used in 
PRoPHETalgorithm for the purpose of making forwarding decision more sensible. Finally, each node takes the 
real time inter-contact interval and average inter-contact interval with the message destination into consideration 
in order to dynamically adjust its message copy count, thus making timely and rational routing decision based 
on the real time network condition. Extensive simulations have been conducted to verify the effectiveness and 
efficiency of our algorithm and the results demonstrate that our algorithm achieves a higher delivery probability 
and lower average message latency under Random Walk and Random Waypoint mobility models, as compared 
to Spray&Wait, PRoPHET, Epidemic and FirstContact. Copyright © 2013 IFSA. 
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1. Introduction 
 

In recent years, delay tolerant network as a new 
emerging network has received extensive attentions. 
It is originally applied in military battlefield networks 
and emergency rescue networks. Now the concept of 
DTN has been applied in various fields, such as 
internet access service networks [1], Vehicular Ad 
Hoc Networks [2-4], Habitat Monitoring Networks 
[5], and underwater sensor networks [6], etc. These 
special application networks deployed in challenging 
environments are characterized by intermittent 
connectivity [7-9], frequent partitions, high node 
mobility and low node density, etc. So there may 
never be a complete end to end path between the 
sender and the receiver. In this case, the existing 

routing protocols based traditional TCP/IP are 
difficult to get satisfying routing performance. 
Consequently, the successful message transmissions 
in such networks face great challenges. Now, the 
routing design for delay tolerant networks has 
become the focus of wireless network research fields. 

Delay Tolerant Network first originated from 
Interplanetary Networks (IPN [10]), which was used 
to solve the communication problems between 
planets. In 2003, Kevin Fall proposed the concept of 
DTN. Soon afterwards, the DTN Research Group 
(DTNRG) put forward the DTN network architecture, 
which introduced a bundle layer to cope with 
heterogeneous networks. And with the help of the 
bundle layer, DTN routing adopts the store-carry and 
forward strategy to relay messages hop by hop for 
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the, thus it can be able to cope with frequent network 
topology partitions to some extent. But in most DTN 
application scenarios, it may be very difficult to 
capture the global network topology knowledge. In 
this case, DTN routing is still difficult to make the 
right routing selection for the purpose of getting a 
satisfying routing performance. 

A simple and direct approach is to increase the 
number of message copies, which can increase the 
chance of encountering the final destination node, but 
also inevitably consume a large number of network 
resource. But in most DTN application scenarios, the 
buffer resource is extremely limited. So the desirable 
way is to get a good balance between the higher 
delivery rate and less consumption of resources. 

In this paper, we first propose to limit the number 
of message copies for the purpose of getting a 
balance between higher message delivery ratio and 
less resource consumption. And then we take full use 
of the delivery probability between two nodes to 
distribute message copies reasonably. Besides, we 
also propose to dynamically adjust the number of 
message copies based on the real time network 
condition. Finally, a hybrid routing algorithm for 
delay tolerant networks is proposed to improve 
routing performance. 

The rest of this paper is organized as follows. We 
discuss some related works in Section 2. In section 3, 
we give a detailed description of the proposed 
algorithm. The performance evaluations and 
comparisons among the proposed algorithm, First 
Contact, Spray&Wait, Epidemic and PRoPHET are 
presented in Section 4. Finally, section 5 summarizes 
this paper and gives future research directions. 
 
 
2. Related Work 
 

After the DTN architecture was presented, a lot of 
researches have proposed many typical DTN  
routing algorithms. 

The early DTN routing algorithms are based on 
single copy strategy. For example, Direct Delivery 
[11] and First Contact [12].They only deliver one 
single copy of the message in the entire network. The 
big advantages of this kind of routing algorithms are 
that they only need to consume little resource and can 
lower the network overhead ratio. But due to the 
frequent network topology partitions, they are 
difficult to get satisfying message delivery ratios. 

In order to improve message delivery ratio, many 
multi-copy based routing algorithms have been 
proposed. Epidemic [13] is the typical algorithm, 
which tries to replicate all carried message to all 
encountered nodes without evaluating these nodes. It 
can lower the message delivery latency to some 
extent, but it also leads to a high network overhead 
ratio. Besides, it will create a lot of redundant 
message copies, so it is still difficult to get a 
satisfying routing performance when the buffer 
resource is insufficient. Based on this condition, 
Spraty&Wait [14] and Spray&Focus [15] make 

improvements by limiting the number of message 
copies. Only in spray period can they replicate L 
message copies to L different intermediate relay 
nodes. In wait period or focus period, they do not 
replicate message copies any more. By limiting the 
number of message copies, they can control the 
network overhead ratio and reduce the consumption 
of network resource. But they also do not evaluate 
the encountered nodes when distributing the message 
copies. So their message distribution strategies are 
not sensible enough. 

PROPHET [16] a typical routing algorithm based 
on history utility, which takes full use of the regular 
mobility patterns of nodes and uses the captured 
encounter history information and transitive property 
to predict and update the delivery probability 
between two nodes. And then it takes into account the 
delivery probability when selecting next hop relay 
nodes. By evaluating every encountered node, it only 
selects the neighbor with a bigger delivery 
probability as the next hop relay node. So in this 
case, its routing selection is more accurate than that 
of Epidemic, thus improving the message  
delivery ratio.  

In [17], several knowledge oracle based routing 
protocols are proposed. By abstracting a weighted 
graph from the captured global network topology 
information, they apply different modified Dijkstra 
algorithms on the graph to seek the shortest path. 
However the potential dependence on the pre-known 
knowledge oracle highly constrained the practicality 
of these protocols. 

[18-19] propose some typical routing protocols 
based fixed infrastructures. And [20-22] put forward 
to some mobile infrastructures assistant routing 
schemes. These routing schemes can improve 
network routing performance by introducing the extra 
infrastructures. Besides, [23-25] present some coding 
based routing schemes, which can compensate the 
degraded routing performance to some extent. 

Most DTN routing protocols more or less rely on 
extra assistant information or some assumption of the 
network topology so as to enhance the routing 
performance, while sacrificing the practicality  
and simplicity. 
 
 
3. Routing Framework 
 

Inmost DTN application scenarios, the buffer 
resource is extremely limited. So in this case, 
controlling the number of message copies is a 
desirable scheme to improve routing performance. 
But the classical Spray&Waitis not sensible enough 
when distributing message copies. So in this article, 
by taking full use of the delivery probability used in 
PRoPHET, we reasonably allocate message copies 
and finally put forward a hybrid routing algorithm to 
implement unsymmetrical spray routing. Besides, in 
order to make timely and rational routing decision 
based on the real time network condition, we also 
dynamically adjust message copy count on relay 
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nodes by taking the real time inter-contact interval 
and average inter-contact interval with the message 
destination into consideration. 
 
 
3.1. Delivery Predictability Calculation 
 

In order to distribute message copies more 
sensible, we propose to allocate message copies 
according to delivery predictability. Here, we use the 
three proposed equations in PROPHET [16] to 
predict and update the probability of encountering a 
certain node. 

When two nodes a and b encounter, the 
equation (1) is used to predict the delivery 
predictability that node a has for node b, where 

]1,0[initP  is an initialization constant. 

 

initoldbaoldbaba PPPP  )1( ),(),(),(  (1) 

 
When two nodes do not encounter each other for 

a period of time, the delivery predictability should be 
reduced in the process. The equation(2) is the aging 

function, where k  is the aging constant, and k is the 

number of time units that have elapsed since the last 
time the predictability was aged. 
 

k
oldbaba PP  ),(),(  (2) 

 
The delivery predictability between two nodes 

also has the transitive property. So if node a 
encounters node b very frequently, and node b also 
encounters node c very frequently, then node a may 
also be a good forwarder to relay messages destined 
for node c. 
 

 ),(),(),(),(),( )1( cbbaoldcaoldcaca PPPPP  (3) 

 
 
3.2. Message Copies Distribution 
 

In most DTN application scenarios, nodes do not 
move around completely randomly. On the contrary, 
the two nodes which encountered each other very 
frequently in the past are more likely to encounter 
each other again in the near future. So in this case, we 
take into account the delivery probability when 
distributing message copies. The intermediate relay 
node with a bigger delivery probability is more likely 
to finish message transmission successfully, so the 
node should be distributed more message copies. 
When two nodes encounter, we re-allocate the 
number of message copies they should carry 
according to the total number of message copies they 
carry now. The detailed process are shown in 
equations (4) and (5), where 

dm  is the message for 

node d , )( da mL
old

 is the number of message copies 

that node a  is carrying, and )( da mL
new

 is the number 

of message copies that we re-allocate to node a . 
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3.3. Inter-Contact Interval 

 
In order to timely and rationally adjust the 

number of message copies based on the real time 
network condition, every node needs to record the 

two time interval ),( ba  and ),( bam , where ),( ba  

represents the time that have elapsed since the last 

time they encountered, and ),( bam  denotes the 

average encounter time interval which is updated 
according to the equation (6). Their detailed update 
processes are shown in Fig. 1. 
 
 

Algorithm 1. Update   and m value 
 
Require: 
When connection between a  and b is up 
Ensure: 
1. = currentTime - lastUpdateTime; 

2. lastUpdateTime  currentTime; 
3. )1(),(),( 

oldnew baba amm  

 
Fig. 1. Update   and m value. 

 
 

),(),(),( )1( bababa oldnew
mm    (6) 

 
Finally after updating the two encounter time 

interval, we can dynamically adjust the number of 
message copies according to the following  
equation (7). 
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da
dada m
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
  (7) 

 

 
3.4. Detailed Routing Algorithm 
 

Based on the above schemes, we can finally 
implement the proposed routing algorithm as shown 
in Fig. 2. Here, we define the message set of node a 
as the follows. 



Sensors & Transducers, Vol. 161, Issue 12, December 2013, pp. 510-517 

 513

 |)(|1|)( aMimaM i   (8) 

 
As shown in algorithm 2, when two nodes 

encounter, line 1 first exchanges some essential 
information which are used to update the numbers of 
message copies on the two nodes. Lines 4-5 
recalculate the numbers of message copies that the 
two nodes should respectively carry according to the 
total number of message copies they are carrying and 
the delivery probabilities for destination node. Then 
line 6 adjusts the number of message copies based on 
the real time network condition. Lines 7-10 update 
the number of message copies in the buffer according 
to the calculated )( ka mL

new
. Lines 11-16 forward 

message copies to the encountered node. 
 
 

Algorithm 2. The proposed routing protocol 
Require: 
When node a encounters node b 
Ensure: 
1. exchange P, m and   with each other; 

2. for  message Nmk  do 

3. d  destination node of km ; 

4.     compute )( ka mL
new

 with equation (4); 

5. compute )( kb mL
new

 with equation (5); 

6.     update )( ka mL
new

 with equation (7); 

7. buffer.get(
km ).update( )( ka mL

new
); 

8. if 0)( ka mL
new

then 

9. buffer.deleteMessage(
km ); 

10. end if 
11. if )( kb mL

new
&& )( kb mL

old
then 

12.        add 
km  into forwardList; 

13. forwardList.get(
km ).update( )( kb mL

new
); 

14. forwardList.sort(ascending, TTL); 
15. forwardList.sendTo(b); 
16. end if 
17. end for 

 
Fig. 2. The proposed routing protocol. 

 
 
4. Simulation 
 

In this section, we use the most popular network 
simulator ONE (the Opportunistic Network 
Environment evaluator) to implement our proposed 
routing protocol. And extensive simulations have 
been conducted respectively based on Random Walk 
mobility model and Random Waypoint mobility 
model. We compare the routing performance of our 
proposed algorithm, First Contact, Spray and Wait, 
Epidemic and PROPHET in terms of message 
delivery ratio, network overhead ratio, average 
delivery latency and average hop count. We mostly 
focus on their different routing performance 

indifferent buffer sizes and message time-to-live. The 
detailed simulation settings are shown in Table 1. 

 
 

Table 1. Simulation settings. 
 

Parameter Default value 
Area size 
Number of nodes 
Tickets 
Initial topology 
Transmit radius 
Message size 
Message interval 
Transmit speed 
Moving speed 
Node buffer size 
Time-To-Live(TTL) 
Simulation time 
Movement model 

1000 m x 1000 m 
120 
18 
Uniform 
100 m 
500 K 
40 s 
250 Kbps 
0.5 (m/s) 
5 M 
300 min 
5 hours 
RandomWalk and 
RandomWaypoint 

 
 

4.1. Vary Buffer Size in Random Walk Model 
 

Fig. 3 shows the different simulation results of 
varying node’s buffer size in the Random Walk 
model. As shown in the figure, the proposed 
algorithm can get obvious advantages in terms of 
delivery probability and average latency, which can 
verify that the proposed routing scheme can greatly 
improve the transmission performance of the entire 
network. 

First Contact only delivers one single message 
copy in the entire network, thus it needs more time to 
finish message transmission. As shown in the figure, 
the average latency of First Contact is the biggest 
among the five routing algorithms, and its average 
hop count is also the most compared to others. But its 
network overhead ratio is significantly lower than 
those of Epidemic and Prophet. So in a conclusion, 
First Contact is applicable to the application scenario 
whose load capacity is low and buffer resource is 
extremely limited. 

Epidemic does not take any measures to control 
message redundancy, so it will inevitably create 
numerous redundant messages in whole network and 
consume more network resource. When node’s buffer 
resource is insufficient, Epidemic will drop a large 
number of message packets, so its message delivery 
probability is the lowest in this case. Besides, these 
redundant messages also increase the network 
overhead ratio. However, Epidemic can reduce the 
average latency and average hop count compared to 
First Contact.  

Spray and Wait limits the number of message 
copies, so its overhead ratio can be kept at a very low 
level. And its average hop count is also the lowest 
because that it does not forward message in the wait 
period. But it does not evaluate nodes when 
distributing message copies, so its message delivery 
probability is lower than that of our proposed 
algorithm and its average latency is also bigger than 
that of the proposed algorithm. 
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Prophet uses the delivery probability to evaluate 
every encountered node, so it can great improve the 
message delivery probability and control overhead 
ratio compared to Epidemic. Besides, it can also 
improve the accuracy of routing selection by using 
the deliver probability as the metric, thus reducing 
the cost of message transmission. 

 
 

 
 

Our proposed routing algorithm dynamically 
distributes message copies according the delivery 
probability, which is more sensible and can greatly 
improve message delivery probability. So as shown 
in the figure, it can get the highest message delivery 
probability and the lowest average latency. Besides, 

the overhead ratio of our proposed algorithm is much 
lower than those of Epidemic and Prophet. 

Finally from the whole figure, we can make a 
conclusion that our proposed routing algorithm can 
outperform the other four algorithms in terms of 
message delivery probability and delivery latency in 
the Random Walk model based network, thus 
providing a higher message delivery probability. 
 
 
4.2. Vary Message time-to-live in Random 

Walk Model 
 
Fig. 4 describes the different simulation results of 

varying message’s TTL in the Random Walk model. 
As shown in figure, our proposed routing algorithm 
can still get the highest message delivery probability 
and the lowest average delivery latency among the 
five algorithms, which proves once again that our 
proposed algorithm can greatly improve network 
routing performance. 

When message TTL is more than 250, the 
message delivery probabilities of the five algorithms 
can remain stable, but the delivery probability of our 
proposed algorithm is obviously higher than that of 
the other four algorithms. Besides, Epidemic still gets 
the lowest message delivery probability in this case. 

When increasing different message TTL 
constantly, the overhead ratio of our proposed 
algorithm can be kept a low level compared to 
Epidemic and Prophet. 

Finally from the whole figure, we can see that our 
proposed routing algorithm can outperform the other 
four algorithms in different message TTL in Random 
Walk model based network, thus providing a good 
routing performance. 

 
 

4.3. Vary Buffer Size in Random Waypoint 
Model 

 
Fig. 9 describes the different simulation results of 

varying buffer size in the Random Waypoint model. 
As shown in the figure, our proposed routing 
algorithm can still outperform the other four 
algorithms in terms of message delivery probability 
and average delivery latency, and Epidemic is still 
unacceptable  

In a Random Waypoint model based network, 
node mobility can help to improve message delivery 
probability. So in this case, the message delivery 
probabilities of our proposed algorithm, First Contact 
and Spray and Wait are much higher than that of 
Epidemic and Prophet. First Contact still gets the 
most average hop count and the biggest average 
delivery latency, but also it gets a very low network 
overhead ratio. In addition, when node mobility is 
enhanced, our proposed routing algorithm can still 
get the highest message delivery probability and the 
lowest delivery latency, which can prove that our 
proposed routing algorithm can also improve routing 

 

 

 
Fig. 3. Deliveryprobability, overheadratio, 

averagelatency, average hop count vs. buffer size 
in Random Walk model. 
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performance in the Random Waypoint model based 
network. 

Finally from the whole Fig. 5, we can see that our 
proposed routing algorithm can efficiently improve 
routing performance, thus providing a higher 
message delivery probability. 

 
 

 
 
 

4.4. Vary Message time-to-live in Random 
Waypoint Model 

 
Fig. 6 shows the different simulation results of 

varying message TTL in the Random Waypoint 
model. As shown in the figure, our proposed 

algorithm still get the highest message delivery 
probability and the lowest average delivery latency, 
and Epidemic is still unacceptable in terms of 
message delivery probability and network overhead 
ratio. 
 
 

 
 
When varying message TTL, the message 

delivery probabilities of our proposed algorithm, First 
Contact and Spray and Wait are still bigger than that 
of Epidemic and Prophet, and their network overhead 

 
 

 
 

 
 

 

Fig. 5. Deliveryprobability, overheadratio, 
averagelatency, average hop count vs. buffer size in 

Random Waypoint model. 

 

 

 

 

Fig. 4. Delivery probability, overhead ratio, 
average latency, average hop count vs. TTL   

in Random Walk model. 
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ratios are also lower than that of Epidemic and 
Prophet. This can indicate that node mobility can 
improve routing performance. So in this case, we 
recommend choosing our proposed routing 
algorithm, First Contact or Spray and Wait. 
 
 

 
 

5. Conclusion and Future Work 
 

In most DTNs, the buffer resource is extremely 
limited. So in this case, uncontrolled flooding 
schemes are unacceptable. On the contrary, 
controlling the number of message copies tends to be 
more acceptable. And it is more sensible that we 
distribute these message copies according to the 
delivery probability, thus implementing efficient 

unsymmetrical spray routing. Besides, based on the 
real time network condition, we can dynamically 
adjust the number of message copies to get a better 
routing performance. 

Extensive simulations have been conducted in 
both Random Walk model based network and 
Random Waypoint model based network, and the 
results demonstrate that our proposed routing 
algorithm can outperform First Contact, Spary and 
Wait, Epidemic and Prophet in terms of message 
delivery probability and average delivery latency, 
thus providing a better routing performance. 

Our future work will focus on the social 
networks. In recent years, DTN model is increasingly 
used in civilian areas, and the social networks are 
closely related with the public life. So DTN model in 
such network tends to have broad application 
prospects. Our future work will focus on this, and we 
will also try to find the opportunity to deployment 
our proposed routing algorithm in this paper. 
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