The Intelligent Pipe-Routing Layout for the Aero-engine Based on Improved Artificial Fish Swarm Algorithm
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Abstract: The pipe-routing layout directly impacts the performance, the reliability, the cost as well as the lifecycle of the aero-engine. With the rapid development of aerospace industries, how to realize the intelligent pipe-routing layout for the aero-engine has become a hot issue to be urgently to be solved. Facing the complexity of the pipe-routing layout and the characteristic of its layout space for the aero-engine, a novel intelligent pipe-routing layout method based on the improved artificial fish swarm algorithm (IAFSA) is put forward in this paper. The method consists of two parts: the build of the local searching space and the searching of the optimized pipe-routing. The build of the local layout space is used to reduce the complexity of the problem solving. The searching of the optimized pipe-routing is used to find out an optimal trajectory in the solution space by the IAFSA which is involved in chaos mutation and gradient setting. At the end, the feasibility and effectiveness of the proposed method is verified by a case study.
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1. Introduction

Simply speaking, the pipe-routing layout is to design the appropriate pipe path connecting the starting and goal points in an environment with scattered obstacles, meeting certain engineering rules. It is commonly involved in numerous fields such as aircraft, ship building and robotics. Moreover, it plays an important role in product design (especially for complex products such as aero-engines and ships) because of affecting the reliability, the performance, the maintainability and the life cycle of products.

Because a large number of pipes, diverse design constraints and many complex-shaped accessories considered as obstacles are involved with the pipe-routing layout for the aero-engine, the pipe-routing layout becomes one of the most difficult works in the aero-engine design. At present, it is mainly done by hand with the aid of the computer in practice. This design mode depends on the experience of the designer to a great extent, which results in many problems such as complex operation, long design cycle and high cost. To solve above issues, the research about the pipe-routing layout for the aero-engine was done. As an earlier research, Chen et al. [1] put forward a human-machine interaction method to realize the pipe-routing layout in aero-engine. The method requires that designers have a strong professional background and knowledge. Subsequently, Li [2] proposed a knowledge-based intelligent pipe-routing layout approach. Based on the approach, the aircraft engine routing system which
mainly consists of knowledge base, intelligent reference machine, data base and computing function set was developed using Visual C++ programming language. However, the knowledge is difficult to be acquired. In 2001, Huang and Chen [3] presented twenty-seven path patterns to support the two-dimensional pipe-routing layout. Because these path patterns are limited, it is hard to comprehensively reflect the actual pipe-routing. Later, Fan et al. [4] adopted the improved Lee algorithm and the least generative method of Stanner tree to implement the three-dimensional pipe-routing layout and developed the aero-engine grid based routing system (AEGRS). However, the computation of this method is exponentially added with the number of grids increasing. At the same year, genetic algorithm was applied to the pipe-routing planning by Fan [5]. In 2009, Liu et al. [6] proposed a new method based on particle swarm optimization algorithm. In the method, a fixed-length encoding mechanism was designed instead of the variable-length one to overcome bad generality. All the above-mentioned research concerns the pipe-routing layout of the single pipe. For the pipe-routing layout of the branch pipe, Bai et al. [7] came up with an automatic pipe-routing layout method based on maze algorithm. When the number of pipeline terminals is over three, the method can’t be used. In addition, some scholars [8-14] engaged in the corresponding work for ship and electromechanical products, etc. Because there are numerous unique constraints and highly complex layout space involved in the design of the aero-engine pipe-routing, these methods for other products are hard to be applied to solve the pipe-routing layout for the aero-engine. Based on the above discussion, it is concluded that there is still no a set of mature theories and methods for the aero-engine pipe-routing layout. Therefore, a novel intelligent pipe-routing method for the aero-engine layout based on the improved artificial fish swarm algorithm is proposed in this paper.

The remainder of this paper is organized as follows. The mathematical model of the pipe-routing layout for the aero-engine is established in Section 2. In Section 3, a novel intelligent pipe-routing method for the aero-engine layout based on the improved artificial fish swarm algorithm is proposed and discussed. A case is studied in Section 4. In Section 5, conclusions and future works are given.

2. Description of the Pipe-routing Layout Problem for the Aero-engine

2.1. The Mathematical Description of the Pipe-routing Layout Space

Fig. 1 shows the simplified pipe-routing layout space in the aero-engine. It is a rotary space with obstacles between the casing and the nacelle of the aero-engine.

Both the surface of the casing and the surface of the nacelle can be considered as the approximate rotatory surface which is generated by rotating a curve around a straight line. Therefore, the pipe-routing layout space in the aero-engine can be easily expressed in the cylindrical coordinate system. Its mathematical expression is described as follows.

\[
l_c: \begin{cases}
F_c(\rho, z) = 0 & (0 \leq z \leq h_c), \\
\theta = 0
\end{cases}
\]  \tag{1}

\[
l_n: \begin{cases}
F_n(\rho, z) = 0 & (0 \leq z \leq h_n), \\
\theta = 0
\end{cases}
\]  \tag{2}

where \( l_c \) means the generatrix of the surface of the casing, \( l_n \) means the generatrix of the surface of the nacelle, \( h_c \) is the axial length of the casing.

For more convenient description, \( l_c \) and \( l_n \) is replaced by \( \rho_c = f_c(z) \) and \( \rho_n = f_n(z) \), respectively. Thus, the layout space in the aero-engine can be expressed as follows.

\[
f_c(z) < \rho < f_n(z) \\
0 \leq \theta < 2\pi \\
0 < z < h_n
\]  \tag{3}

In addition, according to the principle of the minimum containing box, the obstacle in the layout space can be represented as follows.

\[
\rho_{\text{min}} < \rho < \rho_{\text{max}} \\
\theta_{\text{min}} \leq \theta < \theta_{\text{max}} \\
z_{\text{min}} < z < z_{\text{max}}
\]  \tag{4}

where \([\rho_{\text{min}}, \rho_{\text{max}}] \times [\theta_{\text{min}}, \theta_{\text{max}}] \times [z_{\text{min}}, z_{\text{max}}]\) mean the range of the minimum containing box corresponding to the obstacle.
2.2. The Description of the Engineering Rules

The engineering rules are various and complex. Some important rules are listed in the following, which are taken into consideration in this paper.

Rule 1: The obstacles should be avoided.

Rule 2: The gap between pipes or between pipes and other accessories should be no less than 3 mm in order to avoid the vibration of the piping system.

Rule 3: To meet the requirement of the assembly process, the tie-in of the pipe can not be bended and the pipe needs to be extended for a distance which is no less than 2.5 times the bending radius of the pipe.

Rule 4: The baseline length of the pipe should be no less than 2.5 times the bending radius of the pipe.

Rule 5: Considering the pipe’s manufacturability, the number of elbows should be as few as possible.

Rule 6: The pipe should be across the top of accessories as little as possible in order to maintain the accessories conveniently.

Rule 7: The pipe should be laid as close as possible to the surface of the casing so as to obtain better vibration performance and smaller profile.

Rule 8: For the convenience of the clamping of pipes as well as beautiful appearance, the pipe should be laid along the axial and circumferential direction as possible

Rule 9: Pipes should be laid in the half of aero-engine as possible so as to facilitate the maintenance.

2.3. The Mathematical Model of the Pipe-routing Layout for the Aero-engine

The mathematic model of the pipe-routing layout for the aero-engine is involved in two aspects: the objective function and constraint conditions.

2.3.1. The objective Function

In the layout space, the pipe-routing can be regarded as comprised of multiple polygonal lines. Therefore, by means of the variable-length encoding mechanism, the pipe-routing can be expressed in the following.

\[ \text{path} = \left( \{x_1, y_1, z_1\}, \ldots, \{x_j, y_j, z_j\}, \ldots, \{x_p, y_p, z_p\} \right) \]

where \((x_j, y_j, z_j)\) means the coordinate of the starting point, \((x_j, y_j, z_j)\) means the coordinate of the j point, \((x_p, y_p, z_p)\) means the coordinate of the destination.

Considering the shortest pipe-routing as the optimal object, the objective function can be formulated as follows:

\[ f(l_1, \ldots, l_i, \ldots, l_n) = \sum_{i=1}^{n} l_i \]

where \(l_i\) means the length of the i\(^{th}\) pipe, \(l_i = \sqrt{(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 + (z_i - z_{i-1})^2} \), \(0 < i < n + 1, n\) means the number of pipes.

2.3.2. Constraint Conditions

In this section, constraint conditions corresponding to the engineering rules summarized in Section 2.2 will be taken into account. Corresponding to the engineering rules, constraint conditions can be formulated as follows:

\[ n\_\text{elbow} \leq P, \]

\[ r\_\text{elbow} \geq R \]

\[ i\_\text{angle} \geq \pi / 2 \]

\[ e\_\text{length} \geq 2.5r\_\text{elbow} \]

\[ s\_\text{length} \geq 2.5r\_\text{elbow} \]

\[ g\_\text{length} \geq \lambda_1L_1 + \lambda_2L_2 + \lambda_3L_3 \]

\[ c\_\text{span} < \pi \]

where \(n\_\text{elbow}\) means the number of elbows, \(P\) is the constant, which is assigned by the engineer; \(r\_\text{elbow}\) means the radius of the elbow, \(R\) is the constant. When \(D \geq 22\text{mm} \), \(R = 3D\); when \(D \leq 20\text{mm} \), \(R = 2D \), \(D\) means the outer diameter of the pipe; \(i\_\text{angle}\) means the included angle between two adjacent pipes; \(e\_\text{length}\) means the extended length; \(s\_\text{length}\) means the length of the straight pipe; \(g\_\text{length}\) means the gap between pipes or between the pipe and other accessories, \(L_i\) means the smallest gap between pipes or between pipes and general accessories, \(L_2\) means the smallest gap between pipes and special accessories, \(L_3\) means the smallest gap between pipes and rigid fixtures, \(L_1, L_2\) and \(L_3\) are constants which are assigned by the engineer, \(\lambda_1, \lambda_2\), and \(\lambda_3\) mean the weight. When the pipe is next to other pipes or general accessories, \(\lambda_1 = 1, \lambda_2 = 0, \lambda_3 = 0\); When the pipe is next to special accessories, \(\lambda_1 = 0, \lambda_2 = 1, \lambda_3 = 0\); When the pipe is next to rigid fixtures, \(\lambda_1 = 0, \lambda_2 = 0, \lambda_3 = 1\); \(c\_\text{span}\) means the circumferential span of laid pipes.

Based on the above discussion, regarding the coordinate of the endpoint as the variable and the shortest pipe-routing as the optimized object, the mathematic model of the pipe-routing layout is shown as follows.
3. The Method for the Intelligent Pipe-routing Layout

Facing the complexity of the pipe-routing layout problem and the characteristic of the layout space for the aero-engine, a novel intelligent pipe-routing layout method based on improved artificial fish swarm algorithm is put forward in this section. The method consists of two parts: the build of the local searching space and the searching of the optimized pipe-routing.

3.1. The Local Searching Space

To improve the efficiency of the pipe-routing layout, the local searching space including the starting point, the destination and the minimum containing boxes of corresponding obstacles is built, as shown in Fig. 2.

![Fig. 2. The local searching space.](image)

The local searching space can be formulated in the following.

\[ K = \{S\} \cup \{D\} \cup \{B_1\} \cup \{B_2\} \cup \cdots \cup \{B_N\}, \]  

where \( S \) means the starting point, \( D \) means the destination, \( B_N \) means the \( N^{th} \) minimum containing box corresponding to the \( N \)th obstacle.

Further, the local searching space can be expressed as follows.

\[
\min f(l, \cdots, l, \cdots, l) = \min \sum_{i=1}^{N} l_i
\]

subject to \( n_{\_\text{elbow}} \leq P \),

\[ r_{\_\text{elbow}} \geq R, \]

\[ i_{\_\text{angle}} \geq \pi / 2, \]

\[ e_{\_\text{length}} \geq 2.5r_{\_\text{elbow}}, \]

\[ s_{\_\text{length}} \geq 2.5r_{\_\text{elbow}}, \]

\[ g_{\_\text{length}} \geq \lambda_1 L_1 + \lambda_2 L_2 + \lambda_3 L_3, \]

\[ c_{\_\text{span}} < \pi; \]

\[
\left[ \begin{array}{c}
\rho_1 \\
\rho_2 \\
\theta_1 \\
\theta_2 \\
 z_1 \\
z_2
\end{array} \right] = \left[ \begin{array}{c}
\max \{\rho_1, \rho_2, \rho_3, \cdots, \rho_N\} \\
\min \{\rho_1, \rho_2, \rho_3, \cdots, \rho_N\} \\
\max \{\theta_1, \theta_2, \theta_3, \cdots, \theta_N\} \\
\min \{\theta_1, \theta_2, \theta_3, \cdots, \theta_N\} \\
\max \{z_1, z_2, z_3, \cdots, z_N\} \\
\min \{z_1, z_2, z_3, \cdots, z_N\}
\end{array} \right],
\]

3.2. The Searching of the Optimized Pipe-routing

The searching of the optimized pipe-routing is to find an optimal trajectory in the solution space by an improved artificial fish swarm algorithm.

3.2.1. Artificial Fish Swarm Algorithm (AFSA)

AFSA is a novel swarm intelligence optimization method inspired by fish swarm behaviors, which was proposed in 2002 by Li [15]. The basic idea of the AFSA is to imitate fish swarm behaviors such as praying behavior, swarming behavior, and following behavior with local search of fish individual for reaching the global optimum. Because the algorithm has many advantages such as good robustness and global search ability, it has been applied to many fields [16-17].

In the algorithm, the state of the artificial fish can be denoted as the vector \( X = (x_1, x_2, \cdots, x_n) \), where \( x_i (i = 1, \cdots, n) \) means the \( i^{th} \) variable that needs to be optimized; the food consistence of the artificial fish can be denoted as \( Y = f(X) \), where \( Y \) means the food consistence (objective function value); the distance between two artificial fishes can be denoted as \( d = \|X_i - X\| \); \( \delta \) means the vision distance of the artificial fish; \( \delta \) stands for the crowded factor; \( \text{Step} \) is the maximum step length to move on for the artificial fish; \( \text{Try}\_\text{number} \) shows the largest trying number of each movement of the artificial fish. In addition, the basic behaviors of the artificial fish can be defined as follows.

1) Preying behavior.

It is a basic biological behavior that tends to the food. Suppose that the \( i^{th} \) artificial fish’s current state
is \( X \) and its corresponding food consistence is \( Y \). By Eq. 18, a new state \( X \) is randomly chosen in the vision distance and its corresponding food consistence is \( Y \). If \( Y < Y \) in the minimum problem, it goes forward a step in this direction. Further, a new state \( X \) can be obtained by Eq. 19; otherwise, select a state \( X \) randomly again by Eq. 18 and judge whether it satisfies the forward condition. If it can’t satisfy after \( \text{Try\_number} \) times, it will randomly move a step according to Eq. 20.

\[
X_{\text{next}} = X + \text{Rand()} \times \text{Visual}, \quad \text{(18)}
\]

\[
X_{\text{next}} = X + \text{Rand()} \times \text{Step} \times \frac{X - X}{X - X}, \quad \text{(19)}
\]

\[
X_{\text{next}} = X + \text{Rand()} \times \text{Step}, \quad \text{(20)}
\]

where \( \text{Rand()} \) produces random numbers between 0 and 1.

2) Swarming behavior.

The fish will assemble in groups naturally in the moving process, which is a kind of living habit to guarantee the existence of the colony and avoid dangers. Suppose that the \( i \)th artificial fish’s current state is \( X \) and its corresponding food consistence is \( Y \). Taking the \( X \) as the center, the number of artificial fishes in the vision distance is \( N \) and these artificial fishes can be denoted as the set \( S = \{ X, X, X \ldots, X \} \).

If \( Y < Y \) and \( N \cdot Y < Y \) ( \( Y \) is the food consistence corresponding to \( X \) which means there is more food (higher fitness function value) in the center position and it is not very crowded around the center position, the artificial fish \( X \) goes forward a step to the center position according to Eq. 22. Otherwise, the artificial fish executes the preying behavior.

\[
X_{\text{next}} = X + \text{Rand()} \times \text{Step} \times \frac{X - X}{X - X}, \quad \text{(22)}
\]

b) When \( N = 0 \) ( \( S = \emptyset \) ) which means no companions exist in the area, the artificial fish executes the preying behavior.

3) Following behavior.

In the moving process of the fish swarm, when a fish or several ones find food, the neighboring partners will trail and reach the food quickly. Suppose that the \( i \)th artificial fish’s current state is \( X \) and its corresponding food consistence is \( Y \); in the current area, the artificial fish’s state with minimum food consistence is \( X_{\text{min}} \) and its corresponding food consistence is \( Y_{\text{min}} \). Taking the \( X \) as the center, the number of artificial fishes in the vision distance is \( N \).

a) When \( N \geq 1 \) : if \( Y_{\text{min}} \geq Y \), the artificial fish executes the preying behavior; if \( Y_{\text{min}} < Y \) and \( N \cdot Y_{\text{min}} < Y \) which means the artificial fish \( X_{\text{min}} \) has more food (higher fitness function value) and it is not very crowded near the \( X_{\text{min}} \), the artificial fish \( X \) goes forward a step to the \( X_{\text{min}} \) according to Eq. 23. Otherwise, the artificial fish \( X \) executes the preying behavior.

\[
X_{\text{next}} = X + \text{Rand()} \times \text{Step} \times \frac{X_{\text{min}} - X}{X_{\text{min}} - X}, \quad \text{(23)}
\]

b) When \( N = 0 \) which means no companions exist in the area, the artificial fish executes the preying behavior.

3.2.2. Improved Artificial Fish Swarm Algorithm (IAFSA)

The original AFSA has many advantages such as the intelligence, robustness and global search ability. However, it has also some weaknesses such as low precision and slow convergence speed in the later period of the optimization. Moreover, it is insensitive to initial values. To overcome the above-mentioned deficiencies, some improvements to the algorithm are done.

1) Chaos mutation.

Chaos optimization algorithm (COA) [18] is a novel method of global optimization. Because it has the characteristics of ergodicity, stochasticity and sensitive dependence on initial conditions, COA can carry out easy and rapid searching as well as robust escape from the local optimum. Therefore, it can be used to mutate the state of the artificial fish so as to make up for the deficiencies of the original AFSA. The process of chaos mutation of the artificial fish is described as follows.

Step 1: Suppose that the state of the \( k \)th generation artificial fish can be denoted as \( X = (x_1, x_2, \ldots, x_k) \) and corresponding chaos variable is \( z = (z_1, z_2, \ldots, z_k) \). The mapping relationship between them can be denoted as follows.

\[
z_i = \frac{x_i - a_i}{b_i - a_i}, \quad \text{(24)}
\]
where \( a_i \) and \( b_i \) are the minimum and maximum of the \( i \)th variable of \( X^i \), respectively.

Step 2: Calculate the new chaos variable \( Z^{i+1} \) by the Logistic Map Equation (25), and the new variables by the linear mapping equation (26).

\[
Z_i^{i+1} = 4z_i (1 - z_i), \quad (25)
\]

\[
X_i^{i+1} = a_i + z_i^{i+1}(b_i - a_i), \quad (26)
\]

Step 3: If \( k \leq M \), then

If \( f(X^{i+1}) \leq f^{'} \), then \( X^{'} = X^{i+1} \), \( f^{'} = f(X^{i+1}) \)

Set \( k = k + 1 \), \( Z^{'} = Z^{i+1} \), and go to Step 2.

Else if \( k > M \) is satisfied, then stop.

Where \( K \) means the current iterative number, \( M \) means the number of chaos search, \( f \) means the objective function, \( X^{'} \) and \( f^{'} \) are the current optimal variable and function value, respectively.

2) Gradient \( Visual \) and \( Step \).

In the original AFSA, there are two important parameters: \( Visual \) and \( Step \) which are constants and largely impact on the final result. For the \( Visual \) parameter, when the value of the \( Visual \) is larger, the algorithm has better global search ability and faster convergence speed. On the contrary, when the value of the \( Visual \) is smaller, the algorithm has better local search ability. For the \( Step \) parameter, when the value of the \( Step \) is larger, the convergence speed of the algorithm is faster. In contrast, when the value of the \( Step \) is smaller, the convergence speed of the algorithm is slower, whereas the solving accuracy is higher. Therefore, in order to overcome the above-mentioned drawbacks in the original AFSA, larger values of \( Visual \) and \( Step \) are taken in the prior period of the optimization; smaller values of \( Visual \) and \( Step \) are taken in the later period of the optimization. Corresponding equations are given as follows.

\[
Visual_{\text{step}} = Visual / w, \quad (27)
\]

\[
Step_{\text{step}} = Step / w, \quad (28)
\]

where \( Visual \), and \( Step \), respectively stand for the current vision distance and step length, \( Visual_{\text{step}} \) and \( Step_{\text{step}} \) respectively mean the next vision distance and step length, \( w = 1, 2, \ldots, n \).

Based on the above discussion, the procedure of the improved AFSA is described as follows:

Step 1: Initialize the number of artificial fishes \( N \), the maximum of the vision distance \( Visual_{\text{max}} \), the maximum of the step length \( Step_{\text{max}} \), the crowded factor \( \delta \), the largest trying number of each movement of the artificial fish \( \text{Try\_number} \), the iterations \( Q \) and the number of chaos search \( M \).

Step 2: Generate initial artificial fishes randomly in the search space and perform chaos mutation to them.

Step 3: Create the fitness function using sequential unconstrained minimization technique which is described in the Eq. 29. Based on it, calculate the fitness value of each artificial fish in the initial artificial fish swarm. By comparing these fitness values, record the current best artificial fish in the bulletin board.

\[
P(x,M) = F(x) - \frac{1}{M} \sum_{j=1}^{M} \max \left[ 0, g_j(x) \right] + \frac{1}{M} \sum_{j=1}^{M} \left[ h_j(x) \right]^2, \quad (29)
\]

where \( F(x) \) means the original objective function, \( h_j(x) \) means the \( i \)th equality constraint, \( g_j(x) \) means the \( j \)th non-equality constraint, \( M \) means the penalty factor and \( M_0 < M < M_1 < \cdots \rightarrow \infty \), \( i, j = 1, 2, \ldots, n \).

Step 4: Each artificial fish implements the preying behavior, swarming behavior and following behavior, respectively. Select the best behavior to execute by comparing the function values and perform chaos mutation to the artificial fish after executing the best behavior.

Step 5: Compare the current optimal state of the artificial fish with the one of the artificial fish in the bulletin board. Further, update the bulletin board by the better result.

Step 6: Judge whether the preset iterations have been reached or a satisfactory optimum solution has been obtained. If not satisfied, go to Step 4. Otherwise go to Step 7;

Step 7: Output the optimum solution.

3) Experiment and analysis.

In order to test the effectiveness of the IAFSA, a typical function (see Eq. 30) is utilized and 50 times simulation experiments are done using it for the original AFSA and IAFSA under the same testing software and hardware.

\[
\min f(x_1, x_2) = x_1^2 + 2x_2^2 + 3, -5 \leq x_1, x_2 \leq 5. \quad (30)
\]

In experiments, the parameters are set as follows: the number of artificial fishes \( N = 100 \), the maximum of the vision distance \( Visual = 4 \), the maximum of the step length \( Step = 1 \), the crowded factor \( \delta = 0.618 \), the largest trying number of each movement of the artificial fish \( \text{Try\_number} = 10 \) and the number of chaotic search \( M = 100 \). The experiments are performed on the Matlab 7.0 platform under the two different terminal conditions: the convergence precision is 0.00001 and the iterations are 50. The results are listed in the Table 1 and Table 2.

It can be seen from Table 1 that when the terminal condition is the fixed convergence precision, the IAFSA is superior to the AFSA whatever it is from the point of the least, the most and average iterations.
of the convergence or from the point of the rate of the convergence. On the average, the iterations are reduced about 2-6 times. In addition, it can be seen from Table 2 that when the terminal condition is the fixed iterations, the worst, the best and the average optimal value from the IAFSA are better than those from the AFSA. On the average, the optimal values are reduced about $10^2 \sim 10^4$ times. Therefore, it can be concluded that the IAFSA has better performances such as faster convergence and higher precision than the AFSA.

Table 1. The comparison of the simulation results under the first terminal condition

<table>
<thead>
<tr>
<th>Function</th>
<th>Algorithm</th>
<th>The least iterations</th>
<th>The most iterations</th>
<th>The average iterations</th>
<th>The rate of the convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(x_1,x_2)$</td>
<td>AFSA</td>
<td>30</td>
<td>115</td>
<td>70.5000</td>
<td>50/50</td>
</tr>
<tr>
<td></td>
<td>IAFSA</td>
<td>8</td>
<td>25</td>
<td>12.2542</td>
<td>50/50</td>
</tr>
</tbody>
</table>

Table 2. The comparison of the simulation results under the second terminal condition

<table>
<thead>
<tr>
<th>Function</th>
<th>Algorithm</th>
<th>The best optimal value</th>
<th>The worst optimal value</th>
<th>The average optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(x_1,x_2)$</td>
<td>AFSA</td>
<td>6.376794649359625E-008</td>
<td>0.63348152864264</td>
<td>0.03619186278757</td>
</tr>
<tr>
<td></td>
<td>IAFSA</td>
<td>3.031760774717635E-010</td>
<td>3.024027765502062E-008</td>
<td>0.677657111177661E-008</td>
</tr>
</tbody>
</table>

4. Case Study

By using UG and Matlab software, the prototype system of the intelligent pipe-routing layout for the aero-engine is developed. Fig. 3 shows the workflow. Firstly, a test model is created by UG software. Secondly, the pipe-routing layout information is extracted by using the secondary development tool of UG: UG/Open GRIP. Then, the pipe-routing is searched by the Matlab programming corresponding to the proposed algorithm. Finally, the computation results are imported into UG to realize the visualized pipe-routing layout.

![Fig. 3. The workflow of the prototype system.](image)

A simplified aero-engine model which includes 15 accessories is created. The range of its pipe-routing layout space is $\theta \in [0,2\pi], r \in [1000,1560]$ and $z \in [0,2310]$. In the pipe-routing layout space, there are 46 pipes to be laid. Moreover, the outer diameter of the pipe is 12 mm; the minimum clearance between pipes and obstacles is 3 mm; the bending radius is 24 mm and the length of the straight line is no less than 60 mm. In addition, the parameters in the proposed algorithm are set as follows: the number of artificial fishes $N=60$, the maximum of the vision distance $\text{Visual}=8$, the maximum of the step length $\text{Step}=7$, the crowed factor $\delta=0.36$, the largest trying number of each movement of the artificial fish $\text{Try_number}=3$, the number of chaotic search $M=200$, and the iterations $Q=300$. Fig. 4 shows the pipe-routing layout applying the proposed algorithm. The entire computation time for the pipe-routing layout costs 62 seconds on the personal computer (Intel CPU 2.93 GHz, 1 GB memory).

![Fig. 4. The aero-engine model with the pipe-routing layout.](image)
5. Conclusions and Future Works

Because the intelligent pipe-routing layout can realize the automatic and optimal pipe-routing layout, it is an important approach to improve the quality and efficiency of the pipe-routing layout. This paper gave the mathematical model of the pipe-routing layout for the aero-engine and presented a novel intelligent pipe-routing layout method. In the method, the 3D rotational space of aero-engine is divided into local layout spaces so that the complexity of the problem solving is reduced. Moreover, an improved AFSA is constructed by adding chaos mutation and gradient setting so that precocious phenomenon is suppressed, the convergence rate and the accuracy are improved. Further, it is applied to the searching of the optimal pipe-routing. It is concluded that the presented approach can quickly find the optimal pipe-routing in 3D rotational space with obstacles, meeting certain engineering constraints. In the future, the intelligent pipe-routing layout of the branch pipe will be studied.
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