Joint Features Extraction from Multiple Harmonic Sources Based on MUSIC Algorithm
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Abstract: Ship noise received by passive sonar is multiple harmonic sources, from which the recognition features of ship can be extracted. Based on the multiple signal classification estimation theory, a joint estimation method of harmonic sources number, harmonic orders and fundamental frequencies is developed in this paper. The observed signal vector is decomposed into multiple harmonics vector and noise vector, and the spectral factorization of spatial covariance matrix is evaluated to obtain the signal subspace and noise space. By exploiting the orthogonal property between subspaces, the spatial spectral representing cost function is presented. The number of harmonic sources, model orders and fundamental frequencies are obtained by maximizing the cost function. Simulation results verified the effectiveness of the proposed algorithm.
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1. Introduction

Since the fundamental frequency is the essential feature of a harmonic signal, then the identification of the harmonic signal source is essentially to extract its fundamental frequency. At present, there are many scholars have studied single fundamental frequency extraction in-depth [1-3]. According to the processing domain, fundamental frequency extraction methods can be broadly divided time-domain method, frequency-domain methods and statistical methods [4]. In the time domain method, the early typical fundamental frequency extraction method is match filter by using the correlation function [5], which uses the maximum correlation coefficient of the fundamental frequency as the extraction result. Such method can obviously get a "coarse" fundamental frequency estimation. In order to obtain more precise estimation of the fundamental frequency, there are many other methods such as based on subspace decomposition method [6, 7], based on the optimal filter method in the principle of minimum variance [8], comb-like filter array pattern method [9]. Since wavelet transform has a good localization quality in time-frequency domain, it has been widely used to extract fundamental frequency. As in literature [10-12], these methods have been compared to traditional methods in robustness and adaptability aspect. In addition, the method based on joint time and frequency analysis [13] not only combined the...
advantages of the time-domain and frequency-domain method, but also achieved good fundamental frequency estimation results.

This paper studies the fundamental frequency extraction of the noise signals generated by ships, while received by passive sonar. Typically, the noise signals generated by ships and submarine mainly include machinery noise, propeller noise and hydrodynamic noise. When passive sonar uses these noise signals for recognition, it should firstly extract the fundamental frequency of the noise signal. However, noises often contain a plurality of harmonics. Therefore, compared to the fundamental frequency extraction in the single harmonic signal, it will be more complicated for multi-frequency harmonics signal extraction [14-16].

There is very important factor that the number of harmonics in the observed signal is unknown, and the number of the fundamental frequency need to estimate is unknown. Therefore, before the estimation of the fundamental frequency, we need to determine the number of harmonic in observed signals, and then study the fundamental frequency extraction method. When the order of harmonics is unknown, it is necessary to estimate the order of harmonic. This increases the difficulty of the fundamental frequency estimator design. For these problems, based on the estimation principle of MUSIC (multiple signal classification) algorithm [17], uses the "spatial spectrum" cost function in the MUSIC algorithm, search for maximization of the cost function, and propose a method, which can joint estimate of the harmonics number, each harmonic order and the fundamental frequency of harmonics. Finally, simulation of multi-harmonic signal was presented to evaluate the performance of the proposed method.

2. The Joint Extraction Method for Multi-harmonic Signal Characteristic Parameter

2.1. Estimation Principle of MUSIC Algorithm

The observed signal \( y(t) \) is the sum of harmonic signal and Gaussian white noise, i.e.

\[
y(t) = \sum_{l=1}^{L} a_l e^{j\theta_l} e^{j2\pi f_l t} + w(t),
\]

where, \( t=1,\cdots,N \) indicates the time index; \( L \) is the harmonic order of the harmonic signals; \( a_l \) is the first \( l \) index constituent of the amplitude value of the harmonic signal, \( \theta_l \) is the index constituent for the corresponding phase, and in the uniform distribution between \( [-\pi,\pi] \); \( \omega_0 \) is fundamental frequency, which need to estimate; \( w(t) \) is complex symmetric white Gaussian noise.

Using the signal model (1), the observation vector is defined as

\[
y(t) = \left[ y(t), y(t - 1), \ldots, y(t - M + 1) \right]^T,
\]

where \( M \) is the dimension of the vector signal \( y(n) \), and \( t \geq M \), \( M \gg L \); \( T \) is transpose symbols. Assuming \( \theta_j \) is independent of each other, then the covariance matrix of \( y(n) \) can be expressed as

\[
R = E\left[ y(t)y^H(t) \right] = APA^H + \sigma^2I,
\]

where \( E[\cdot] \) represents mathematical expectation; \( H \) represents the conjugate transpose; \( \sigma^2 \) is the noise variance; \( I \) is a \( M \times M \) unit matrix. \( A \) is Vandermonde matrix [18], namely

\[
A_{M \times L} = [a(\omega_0), a(2\omega_0), \cdots, a(L\omega_0)].
\]

where \( a(\omega) = \left[ 1, e^{-j\omega}, \cdots, e^{-j(M-1)\omega} \right]^T \). \( P \) is the diagonal matrix, the \( l \) th diagonal element of which is \( \alpha_l^2 \). Eigen value decomposition for \( R \), which can be expressed as

\[
R = UAU^H.
\]

where \( U_{M \times M} = [U_1, U_2, \cdots, U_M] \) is the matrix of \( R \), whose eigenvectors combination is mutually orthogonal; \( A_{M \times M} = \text{diag} [\lambda_1, \lambda_2, \cdots, \lambda_M] \) is a diagonal matrix which is consisted by the Eigen values of \( R \), and also \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_M > 0 \). Because the rank of \( A \) is \( L \), and the rank of \( R \) is \( M \), and there is \( M \gg L \). Therefore, by the relation (3) and (5), it shows that, \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_L \geq \sigma^2 \), \( \lambda_{L+1} = \cdots = \lambda_M = \sigma^2 \). \( U \) is divided into a signal feature vector \( U_s = [U_1, U_2, \cdots, U_L] \) and a noise feature vector \( U_n = [U_{L+1}, U_{L+2}, \cdots, U_M] \), whose corresponding Eigen values are \( \{\lambda_1, \lambda_2, \cdots, \lambda_L\} \) and \( \{\lambda_{L+1}, \lambda_{L+2}, \cdots, \lambda_M\} \), so \( R \) can be rewritten as

\[
R = U_s A_s U_s^H + U_n A_n U_n^H
\]

\[
= U_s A_s U_s^H + \sigma^2 U_n U_n^H
\]

Easy to know, and the subspace spanned by \( A \) and \( U_n \) is mutually orthogonal, i.e.
\[ \mathbf{A}^H \mathbf{U}_n = \mathbf{0}, \quad \mathbf{a}^H(\omega_0) \mathbf{U}_n = \mathbf{0} \quad (7) \]

MUSIC algorithm defines "spatial spectrum" as
\[ J(\omega_0) = \sum_{\omega_0} \left\| \mathbf{a}(\omega_0) \right\|_F^2 \left\| \mathbf{U}_n \right\|_F^2, \quad (8) \]
where, \( \left\| \cdot \right\|_F \) represents the Frobenius norm [19], and
using the following equation estimates the parameter \( \omega_0 \) of the \( J(\omega) \)
\[ \hat{\omega}_0 = \arg \max_{\omega_0 \in \Omega} J(\omega_0) \quad (9) \]

Equation (8) assuming the harmonics order \( L \) known, Christensen et al [6] extend the harmonic order to the unknown situation, use the principle of the MUSIC algorithm to study the joint estimation problem of the harmonic order \( L \) in harmonic signal \( y(t) \) and baseband \( \omega_0 \), presents a HMUSIC (Harmonic MUSIC) algorithm.

2.2. Multi-harmonic Signal Characteristic Parameter Combination Extraction Method

In reality, the observed signal received may contain the signals from different sources. Harmonic order and fundamental frequency are emitted by those harmonic signal are different, and the number of the source, in some cases, is also unknown. In view of this situation, new proposed joint estimation method, which can estimate the number, harmonic order, and fundamental frequency of the multi-harmonic signal.

Let the observed signal \( y(t) \) includes \( K \) harmonic signals, i.e.
\[ y(t) = \sum_{k=1}^{K} \alpha_k e^{j\omega_k t} + \cdots + \sum_{k=L}^{K} \alpha_{L_k} e^{j\omega_{L_k} t} + w(t), \quad (10) \]
where, the parameters to be estimated are the harmonic number \( K \), Harmonic order \( \{L_k, k=1, \cdots, K\} \) and fundamental frequency \( \{\omega_k, k=1, \cdots, K\} \). Let
\[ y_k(t) = \sum_{k=1}^{L_k} \alpha_k e^{j\omega_k t}, \]
and \( y(t) \) can be rewritten as
\[ y(t) = y_1(t) + y_2(t) + \cdots + y_K(t) + w(t) \quad (11) \]

Using equation (11) to build observation vector
\[ y(t) = \begin{bmatrix} y(t), y(t-1), \cdots, y(t-M+1) \end{bmatrix}^T \]
\[ = \begin{bmatrix} y_1(t), \cdots, y_K(t) + w(t) \end{bmatrix}^T \quad (12) \]
where \( w(t) = [w_k(t), w_k(t-1), \cdots, w_k(t-M+1)]^T \). Assuming each harmonic signal in \( y_k(t) \) is uncorrelated, and are independent with the noise signal, then according to the relationship (3), the covariance matrix can be expressed as
\[ \mathbf{R} = \mathbb{E} \left[ y(t) y^H(t) \right] = \mathbb{E} \left[ \begin{bmatrix} y_1(t) + y_2(t) + \cdots + y_K(t) + w(t) \end{bmatrix} \right] \]
\[ = \mathbb{E} \left[ y(t) y^H(t) \right] + \mathbb{E} \left[ w(t) w^H(t) \right] \quad (13) \]
\[ = A_k P_A A_k + \cdots + A_k P_A A_k + \sigma^2 \mathbf{I}, \]
where \( A_k \) is the Vandermonde matrix of the \( k \)th harmonic signal, namely
\[ A_k = \begin{bmatrix} \mathbf{a}(\omega_k^1) \mathbf{a}(2\omega_k^1) \cdots \mathbf{a}(L_k \omega_k^1) \end{bmatrix} \]

Similarly, do spectral decomposition to \( \mathbf{R} \) as shown in Equation (5), divide different signal subspace \( \mathbf{U}_S^k \) and noise subspace \( \mathbf{U}_n^k \) for different harmonic signal, and the Van der Monde matrix corresponding to each harmonic signal and the corresponding noise subspace are orthogonal, i.e.
\[ \mathbf{A}^H \mathbf{U}_n^k = \mathbf{0}, \quad \mathbf{U}_n^k = \begin{bmatrix} \mathbf{U}_n^{k_1}, \mathbf{U}_n^{k_2}, \cdots, \mathbf{U}_n^{k_M} \end{bmatrix} \quad (14) \]
where
\[ \mathbf{A} = \begin{bmatrix} \mathbf{A}_1 & 0 & \cdots & 0 \\ 0 & \mathbf{A}_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \mathbf{A}_K \end{bmatrix}, \]
\[ \mathbf{U}_n = \begin{bmatrix} \mathbf{U}_n^1 & 0 & \cdots & 0 \\ 0 & \mathbf{U}_n^2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \mathbf{U}_n^K \end{bmatrix} \quad (15) \]
Then use the (14), we can build the following equivalence
\[ \hat{A}^H \hat{U}_n = 0 \]  

(16)

Definition "spatial spectrum" objective function as
\[ J(K, L, \omega_0) = \frac{\| \hat{A}^H \|_F^2 \| \hat{U}_n \|_F^2}{\| \hat{A}^H \hat{U}_n \|_F^2} \]  

(17)

The objective function of the unknown parameters includes the number of harmonics \( K \), harmonic order \( L = \{l_k, k=1, \ldots, K\} \), and fundamental frequency \( \omega_0 = \{\omega_0^k, k=1, \ldots, K\} \). These parameters are given below through the joint estimation.

By the definition of Frobenius norm and \( A_k \), we have
\[ \| A_k \|_F^2 = M L_k, \quad \| U_n \|_F^2 = M - L_k, \]  

from equation (15), it can be obtained
\[ \| \hat{A}^H \|_F^2 = M L_1 + \cdots + M L_K = M (L_1 + \cdots + L_K) \]  

(18)

\[ \| \hat{U}_n \|_F^2 = (M - L_1) + \cdots + (M - L_K) = K M - (L_1 + \cdots + L_K) \]  

(19)

Therefore
\[ J(K, L, \omega_0) = \frac{\| \hat{A}^H \|_F^2 \| \hat{U}_n \|_F^2}{\| \hat{A}^H \hat{U}_n \|_F^2} = \frac{M (L_1 + \cdots + L_K) (K M - (L_1 + \cdots + L_K))}{\| \hat{A}^H \hat{U}_n \|_F^2} \]  

(20)

Using the idea of MUSIC algorithm, when all the parameters \( K \), \( L \) and \( \omega_0 \) in the multi-harmonic signal, make the cost function formula in (20) maxima, the value of those parameters are the best estimation in the cost function optimization criterion represents. These ideas can be expressed as a mathematical formula
\[ \left( \hat{K}, \hat{L}, \hat{\omega}_0 \right) = \arg \max_{\omega_0 \in \Omega} \max_{L \in \mathcal{L}} \max_{K \in \mathcal{K}} J(K, L, \omega_0) \]  

(21)

where \( \Omega, \mathcal{L}, \mathcal{K} \) are sets of all possible values \( \omega_0, L, K \) respectively. \( \| \hat{A}^H \hat{U}_n \|_F^2 \) can be calculated by Fast Fourier method given in Christensen [9]. The sample covariance matrix of \( y(t) \) is estimated using the following formula
\[
\hat{R} = \frac{1}{N-M} \sum_{t=M}^{N} y(t) y^H(t)
\]

(22)

Furthermore, when the observed signal \( y(t) \) contains only one harmonic signal, i.e. \( K=1 \), now the objective function (20) of the "spatial spectrum" is converted to
\[ J(L, \omega_0) = \frac{M L (M - L)}{\| \hat{A}^H \hat{U}_n \|_F^2} \]  

(23)

That is the objective function derived in [6] by Christensen et al. Therefore, the objective function shown in (23) can be seen as a special case of formula (20) deduced in this paper.

3. Simulation Analysis

In this section, multi-harmonic signal characteristic parameter extraction method given in the previous Section will be analyzed by simulation.

First, the estimation accuracy of RMSE (Root Mean Squared Estimation Error) for the fundamental frequency, the harmonic order and the harmonic number estimation in the different SNR conditions were conducted. Then, the estimation accuracy trends of the fundamental frequency and harmonic order under observation vector dimension \( M \) in different values were analyzed. RMSE is calculated as follows
\[
\text{RMSE} = \sqrt{\frac{1}{S} \sum_{s=1}^{S} \left( \hat{\omega}_s^0 - \omega_0 \right)^2}
\]

(24)

where \( S \) is the Monte Carlo experiment number, which is 500; \( \hat{\omega}_s^0 \) is the estimate of the fundamental frequency for the \( s \)th experiment; \( \omega_0 \) is the true value of the fundamental frequency. Let the true signals contain two harmonics, the fundamental frequencies are \( \omega_0^1=0.15 \text{ rad/s} \) and \( \omega_0^2=0.12 \text{ rad/s} \) respectively, and harmonic orders are \( L_1=2 \) and \( L_2=4 \) respectively. They contaminated by white Gaussian noise of different intensities. 500 times Monte Carlo experiments under different SNR conditions were conducted. Fig. 1 shows the observed signal, whose SNR is 8 dB and length of time is 100 s.

Under different SNR conditions, results of the RMSE index are shown in Fig. 2 (a) and (b) respectively, whose corresponding fundamental frequency was 0.15 rad/s and 0.12 rad/s respectively, and harmonic orders were \( L_1 = 2 \) and \( L_2 = 4 \) respectively. They contaminated by white Gaussian noise of different intensities. 500 times Monte Carlo experiments under different SNR conditions were conducted. Fig. 1 shows the observed signal, whose SNR is 8 dB and length of time is 100 s.
estimation error of the fundamental frequency 0.12 rad/s SNR is oscillation decrease before SNR arrival 9 dB, and RMSE tends flatten after 13 dB. This gradual trend also occurred in the RMSE curve of the fundamental frequency 0.15 rad/s, all of which indicate that it has little effect in the aspect of increasing the SNR to enhance the role of the estimation accuracy, under the conditions of this experiment.

The reason is that the characteristic of the algorithm determines a search space and a search step of the fundamental frequency must be set in advance. Since the existence of step length, estimated fundamental frequency generally only can be closer to the real value of the fundamental frequency, but cannot be exactly equal with them. Therefore, when the SNR is gradually increased so that the fundamental frequency estimation value reaches the vicinity of the true value, and then increasing the SNR cannot obtain that the estimated fundamental frequency is equal to the value of the true fundamental frequency, but only in the vicinity of the oscillation, so that both RMSE indicators of the fundamental frequency does not change much, when SNR is as much high as a certain value. Overall, estimation errors of two fundamental frequencies are below 5% through the proposed algorithm, the deviation of estimation results may be due to the fundamental frequency of the search step too wide, making the obtained fundamental frequency not completely fit the real value of the fundamental frequency. The solution is to narrow the search for the fundamental frequency step size, or use gradient descent method so that the estimated value of the fundamental frequency gradually become the real value of the fundamental frequency. But this time the amount of computation will be increased, the reality is that requires precise estimates of the fundamental frequency, or just need an approximate value, which can be determined according to the demand.

Fig. 3(a) and (b) are the harmonic order estimation accuracy under different SNR conditions, which means that the estimated accuracy equals correct estimate of the number / total number of experiments. In general, as higher as the SNR, the estimation accuracy of the harmonic order is also higher. At SNR = 17 dB, the estimated accuracy is 1, which indicates that estimation results of each experiment are correct under the SNR. Fig. 4 (a) and (b) are the harmonic order estimation result of 500 experiments, corresponding to the harmonic order of 2 and 4, respectively, under the conditions SNR=15 dB. From Fig. 4 (a), it can be seen that the estimated results=2 of the experiments make majority (correct estimate of the number is 476, and estimated accuracy is 95.2 %), Followed by the estimation results=3 of the experiments. In Fig 4 (b), a correct estimate of the number is 468, and the estimation accuracy is 93.6 %. In addition, the estimation accuracy of the harmonic number reaches 100 % under every SNR conditions, which is shown in Fig. 5.

In the simulation, the dimension $M$ of the observation has a relatively large impact on the estimation accuracy. In the experiment, the observed length of the signal is $N=100$, we take eight different values, the range is $\lfloor (1/10)N \rfloor \sim (8/10)N \rfloor$, and the step is $\lfloor (1/10)N \rfloor$. Fig. 6 (a) and (b) show the RMSE respectively corresponding to $\omega_0^1=0.15$ and $\omega_0^2=0.12$. 

![Fig. 1. Simulated multiple harmonic signals.](image1)

![Fig. 2. RMSE of Fundamental frequencies estimation under different SNRs.](image2)

![Fig. 3(a) and (b) are the harmonic order estimation accuracy under different SNR conditions](image3)

![Fig. 4 (a) and (b) are the harmonic order estimation result of 500 experiments, corresponding to the harmonic order of 2 and 4, respectively, under the conditions SNR=15 dB.](image4)

![Fig. 5.](image5)

![Fig. 6 (a) and (b) show the RMSE respectively corresponding to $\omega_0^1=0.15$ and $\omega_0^2=0.12$.](image6)
under the conditions of different values. In general, as $M$ is much larger, the estimation accuracy of the fundamental frequency is much higher. Because, when the value of $M$ is larger, the vector Observation signal $y(t)$ contains more information that make covariance matrix $\mathbf{R}$ contain more abundant information, which is good for the estimate of the fundamental frequency. Therefore, the value $M$ can be taken larger in practical application, and be ensured that $M \gg L$. Reference [9] generally recommended $M = \lfloor (4/5)N \rfloor$.

![Figure 3](image3.png)

Fig. 3. Estimation accuracy of harmonic orders under different SNRs.

![Figure 4](image4.png)

Fig. 4. Estimation results of harmonic orders in each experiment with SNR=15 dB.

![Figure 5](image5.png)

Fig. 5. Estimation results of number of harmonic sources under different SNRs.
4. Conclusions

Based on MUSIC algorithm, this paper presented a joint estimation method to number of harmonics, harmonic order, and harmonic fundamental frequency. Compared to some other frequency estimation methods, such as the correlation coefficient method and nonlinear least-squares fitting etc, which need to know the harmonic order of the fundamental in advance, the advantage of this algorithm can estimate the above characteristic parameters, without the need for any prior information and assumptions of the above parameters. However, the algorithm also faces a computational problem, since it needs to search max value in three dimensions. As can be seen from the simulation results and the estimation results of the Fundamental frequency are satisfactory on the whole, the estimation accuracy of the harmonic order and harmonics number is relatively high. It shows that the proposed algorithm is effective. On the other hand, considering that it cannot be quantitative validation, this paper did not use the measured data for analysis in the experiments, which is our next step work.
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