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Abstract: A method of estimating the vehicle speed from images obtained by a fixed over-the-road monocular 
camera is presented. The method is based on detecting and tracking vehicle license plates. The contrast between 
the license plate and its surroundings is enhanced using infrared light emitting diodes and infrared camera 
filters.  A range of the license plate height values is assumed a priori. The camera vertical angle of view is 
measured prior to installation. The camera tilt is continuously measured by a micro-electromechanical sensor. 
The distance of the license plate from the camera is theoretically derived in terms of its pixel coordinates. 
Inaccuracies due to the frame rate drift, to the tilt and the angle of view measurement errors, to edge pixel 
detection and to a coarse assumption of the vehicle license plate height are analyzed and theoretically 
formulated. The resulting system is computationally efficient, inexpensive and easy to install and maintain along 
with the existing ALPR cameras. Copyright © 2016 IFSA Publishing, S. L. 
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1. Introduction 
 

Measuring speed of vehicles on a highway is an 
important and frequent task in traffic security. 
Inappropriate speed contributes to 14 % of all 
injuries, 15 % of serious injuries and 24 % of deaths 
on the road.  By 2020, road traffic crashes are 
expected to move from the ninth to the third-ranked 
cause of disability [1-4]. 

Various speed measurement systems have been 
developed over several decades, ranging from piezo-
sensors, magnetic stripes and inductive loops 
embedded in pavement to LIDAR speed guns and 
radars. These systems are mostly used in stationary 
and autonomous settings. 

An independent speed measurement check is 
often desirable for legal and calibration purposes. In 
UK, for example, the law stipulates that one speed 
estimate is insufficient without corroboration 
(Section 89(2) Road Traffic Regulation Act 1984), 
which can be provided by a device whose accuracy 
and reliability can be established. Secondary 
estimates should be within ±10 % of the primary 
measurements [5].  

Stationary traffic speed measurement devices are 
integrated with cameras in order to provide a visual 
evidence of the vehicle and driver identity. Using a 
camera should therefore provide a straightforward 
source of corroborative measurements.   

Though machine vision is often used in 
metrology, its application to vehicle speed 
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measurements is hampered by adverse conditions 
encountered in the road traffic environment. The 
latter include variable lighting and weather 
conditions, poor contrast between vehicle tires and 
the road surface as well as camera calibration 
uncertainties due to mechanical vibrations and 
shocks. 

In practice, these difficulties are overcome by 
using camera calibration lines painted on the road 
surface [6, 7]. However, these road markings are 
subject to wear and require undesirable carriageway 
closures when repainted. 

Camera-based traffic speed meters which do not 
require road closures during their installation or 
maintenance have been reported in the literature  
[10-13]. These methods are based on edge extraction 
and localization of vanishing points [10], on 
statistical assumptions on vehicle dimensions [11, 12] 
or on binocular stereoscopic measurements [13]. 
However, these methods present some drawbacks 
when applied in practice.  

Binocular systems are more expensive due to the 
doubled cost of cameras. Disparity and depth maps 
involve computationally expensive techniques over a 
significant number of pixels. Speed measurements 
require satisfactory synchronization between sensors, 
which is a rather non-trivial issue with off-the-shelf 
cameras. Finally, the acceptable speed measurements 
errors of less than 10 % require baselines exceeding 
0.5 meters, resulting in cumbersome systems 
requiring additional installation effort [13].  

Vanishing point based [10] and statistical 
methods [11, 12] use monocular cameras and involve 
an initial period of self-calibration. This period is 
used for finding orthogonal vanishing points. The 
localization of vanishing points is known to depend 
on the quality of extracted edges, which can be a 
problem in low-contrast environments. Speed 
estimates require good segmentation of vehicles, 
which also depends on the contrast between the 
vehicle and its surroundings. 

The system presented in this paper overcomes the 
segmentation and edge detection issues due to low 
contrast by using infrared illumination and infrared 
filters. Instead of segmenting vehicles, only license 
plates are extracted. This step is common in many 
contemporary systems which employ automated 
license plate recognition (ALPR). The plate 
extraction is facilitated due to infrared reflective 
coating, nowadays a standard on all European, 
American and Australian license plates, providing 
high contrast with respect to the uncoated 
surroundings. The method is computationally simple 
and does not necessitate the localization of edges 
other than horizontal license plate rims. The 
underlying assumption is related to a legally and 
practically limited range of license plate heights with 
respect to the ground.  

This paper is organized as follows. Section 2 
describes the mathematical foundation of the image-
based speed estimation method. Section 3 analyzes 
different sources of error affecting the method and 

demonstrates the feasibility of image-based speed 
estimation for traffic law enforcement purposes. 

 
 
2. Estimating the License Plate Position 

and Speed 
 

Measuring the speed of a vehicle using a camera 
involves scene calibration, which in turn requires the 
camera parameters, such as the tilt and the angle of 
view to be known in advance. For simplicity,  
the camera will be assumed to be mounted  
over the carriageway. In this case, the parameters of 
interest are:  
•  The tilt of the camera with respect to the road, α,  
•  The vertical angle of view φ and  
•  The camera height with respect to the tracked 
feature h. which is, in our case, the lower edge of the 
license plate. 

These parameters are illustrated in Fig. 1. Note 
that the camera mounting height H above the ground 
is fixed, while the camera height above the license 
plate lower edge h is variable and depends on the 
mounting height of the license plate on a vehicle.  

 
 

 
 
Fig. 1. Tilt α, vertical angle of view φ and the height of the 
camera with respect to the license plate h. Dashed lines 
shown inside the field of view correspond to the range of 
heights of the lower license plate edge. The solid red line in 
between represents the assumed height of the license plate. 

 
 

While the camera tilt and the vertical angle of 
view can be precisely mesured, the camera height 
with respect to the vehicle license plate depends on 
the vehicle model, i.e., on the height above the 
ground at which the license plate is fixed to a vehicle. 
The latter varies within limits which will be 
described in the next section. Fig. 2 illustrates 
different license plate heights with respect to the 
ground. 
 
 

 
 

Fig. 2. License plates occur at different heights,  
but within the range between 30 and 110 centimeters  

above the ground. 
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The speed of a vehicle moving on a short segment 
of a lane can be estimated from its longitudinal 
displacement along the horizontal axis shown in  
Fig. 1 (solid red line). The precise values of the tilt α 
and the vertical angle of view φ can be measured in 
advance, as well as the height H of the camera with 
respect to the ground. An assumption about the 
vertical distance h between the camera and the 
license plate lower edge can be made based on the 
legally restricted license plate height range defined in 
[14]. From α, φ and h the license plate position R can 
be assessed, as illustrated in Fig. 3.  

 
 

 
 

Fig. 3. Computing the real-world position R of the 
license plate lower edge on y axis from the camera tilt, 

angle of view and the assumed relative height  
of the camera with respect to R. 

 
 
The following steps can be implemented in order to 
analytically express the longitudinal position Y of the 
vehicle license plate to its image projection 
coordinates and parameters α, φ and h: 

1) Find the point S(Y0,0) where the license plate 
edge enters the image plane; 

2)  Find  the point E(Y1,0) where the license 
plate exits the image plane; 

3) Find the straight-line equation for ray q, 
connecting the camera with E(Y1,0) 

4) Find the straight-line equation for the 
intersection p of the image plane and the yOz plane. 

5) Compute the real-world coordinates of point T 
in the image plane, to which E(Y1,0) projects. An 
alternative way to find this point is by noting that it is 
a vertex of the isosceles triangle CST, hence its 
distance from the camera (point C) is the same as the 
distance of the point of entry of the lower plate edge 
into the scene (point S). 

6) Partition the image plane into Nr equal stripes 
(i,e,, the line segment ST into Nr equal intervals), 
where Nr is the number of rows in the image sensor. 
Enumerate the stripes from 1 at the top (enclosing 
point T) to Nr at the bottom (enclosing point S). 

7) Find the point P in the image plane 
corresponding to the row nr which contains the lower 
edge of the license plate in the image. 

8) Find the straight-line equation of ray r 
connecting the camera (point C) and the point P. 

9) Find the real-world position of the lower 
license plate edge (point R) at the intersection of the 
ray r and y axis. 

The above steps are analytically expressed in the 
paragraphs hereafter. 

 
 

2.1. Point of Entrance into the Field of View 
 

Point of entrance of the license plate lower edge 
into the field of view is here defined as a point at the 
intersection of the vertical yOz plane, containing the 
optical axis of the camera, and the horizontal line at 
the height corresponding to the assumed vertical 
position of the license plate lower edge, i.e., the y-
axis. In Fig. 3, the angle OPC is on the opposite side 
of the transversal CS to the sum of the tilt and the 
vertical field of view of the camera α+φ/2, and hence 
equal to it. Consequently, 

 

0 cot( )
2

Y h
ϕα= ⋅ +  (1) 

 
 
2.2. Point of Exit from the Field of View 
 

Similarly, the angle OEC is on the opposite of the 
transversal q to α-φ/2, giving the furthest longitudinal 
distance from the camera where the license plate 
lower edge can still be observed, 

 

1 cot( )
2

Y h
ϕα= ⋅ −  (2) 

 
 
2.3. Exit Ray Equation 

 
The straight-line equation for ray q passing 

through the sensor at C and through the exit point E 
in Fig. 3 is therefore 

 

tan( )
2qz y H
ϕα= − − ⋅ +  (3) 

 
 
2.4. Intersection of the Image Plane with the 

Longitudinal (yOz) Plane 
 
The line p is parallel to the sensor plane, i.e., 

contained in the image plane. It is located at the 
intersection between the image plane and the yOz 
plane illustrated in Fig. 3. The line p can be obtained 
by observing the angle T’ST, where T’ is the 
orthogonal projection of the point T onto y axis, as 
shown in Fig. 4. This angle is equal to π/2-α, as 
deduced from the right triangle ST’T and the lines of 
angle T’TS perpendicular to the optical axis (dashed) 
and the horizontal line drawn from C. 
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Fig. 4. Computing the real-world position R of the license 
plate lower edge on y axis from the camera tilt, angle of 
view and the assumed relative height of the camera with 

respect to R. 
 
 

Therefore, the line equation for p is 
 

0cot( ) cot( )z y Yα α= ⋅ −  (4) 
 

i.e. 
 

cot( ) cot( ) cot( )
2pz y H
ϕα α α= ⋅ − ⋅ + ⋅  (5) 

 
 

2.5. Point of Intersection of the Exit Ray  
with the Image Plane  

 

Point T is a point in the middle of the top row of 
the image. It lies at the intersection of lines p and q. 
From zp=zq,  

 

( )

( )

1 cot cot
2

cot tan
2

TY h

ϕα α

ϕα α

 + + ⋅ 
 = ⋅

 + − 
 

 (6) 

 

and 
 

( )

1 cot tan
2 2

cot( )

cot tan
2

TZ h

ϕ ϕα α
α

ϕα α

   − + −   
   = ⋅ ⋅

 + − 
 

 (7) 

 
 

2.6. Partition of the Image Plane into Rows 
 

The image plane in Fig. 3 is represented by its 
intersection with the yOz plane, which is the line p. 
Since points S and T on line p are known, the line 
segment ST can be partitioned into Nr equal intervals. 

 

( )0 0
r

n T
r

N n
Y Y Y Y

N

−
= + ⋅ −  (8) 

 

and 
 

r
n T

r

N n
Z Z

N

−
= ⋅  (9) 

 

where n={0, 1, 2, … , 1−rN }, counting from the 

top to the bottom row of the image.  
 
 
2.7. Relationship between a Real-world 

Position of a Feature and its Image Row  
 
Any feature intersecting with ray r occupies a 

pixel in row np, as shown in Fig. 3. Rows are counted 
from the top of the image, i.e., from the point T, 
towards the bottom, i.e., point S. Row np corresponds 
to projections onto point P in the image plane, whose 
real-world coordinates of interest are 

 

( )0 0
r p

P T
r

N n
Y Y Y Y

N

−
= + ⋅ −  (10) 

 
and 
 

r p
P T

r

N n
Z Z

N

−
= ⋅  (11) 

 
 
2.8. Projection Ray Equation 

 
The feature of interest, the lower edge of the 

license plate of a vehicle is assumingly located on y-
axis, at its intersection with ray r. This ray runs 
through points C (the camera) and P (projection of a 
point at the license plate edge onto the image plane). 
From Fig. 3, the ray r can be expressed as 

 

P
r

P

Z h
z y h

Y

−
= +  (12) 

 
 
2.9. Real-world Position of the License Plate 
 

The intersection of the projection ray r with y-axis 
(z=0) is the point R where the lower edge of the 
license plate is assumed to be located. Point R lies at 
horizontal distance YR from the camera,  
 

P
R

P

h Y
Y

h Z

⋅
=

−
 (13) 

 
Expressed in camera parameters, the horizontal 
distance between the camera and the plate is 
 

...RY h= ⋅

2 cos 1 cos
2 2

sin 1 sin
2 2

p p

r r

p p

r r

n n

N N

n n

N N

ϕ ϕα α

ϕ ϕα α

      − + − − −      
      

    ⋅ + + − ⋅ −    
    

 (14) 
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2.10. Speed Estimation 
 

Assuming the position YR observed at two 
different times, t1 and t2, the speed estimate is 
obtained as  

 

2 1
2

2 1

( ) ( )
( ) R R

R
Y t Y t

v t
t t

−
=

−
 (15) 

 

or, in terms of the frame rate f and frame numbers mi,  
 

2 1
2

2 1

( ) ( )
( ) R R

R
Y m Y m

v m f
m m

−
=

−
 (16) 

 
 

3. Error Sources 
 

Equations (14) and (16) express the estimates of 
the vehicle position and speed at different time 
instants. The variables occurring in these equations 
are the camera tilt α, the vertical field of view φ, the 
position of the lower edge of the license plate within 
the image (i.e., the row number nr with respect to the 
total number of rows Nr), the height of the camera 
with respect to the license plate h and the frame rate 
f. Errors in estimating these variables produce a speed 
estimation error whose limits are derived in this 
section. 

 
 

3.1. Tilt 
  

Tilt sensors, or inclinometers, based on micro 
electro-mechanical systems (MEMS) technology are 
suitable for controlling the camera tilt in image-based 
distance and speed measurements. For instance, the 
SCA103T series has the measurement range of 30° 
and accuracy of 0.001°. From Equation (14), the 
partial derivative of YR with respect to tilt is 

 

RY
h

α
∂

= ⋅
∂

...

2 2

2

2 4 1 2 1 cos

sin 1 sin
2 2

P P P

r r r

P P

r r

n n n

N N N

n n

N N

ϕ

ϕ ϕα α

   
⋅ − ⋅ + − ⋅ −   
   

     ⋅ + + − ⋅ −     
      

 
(16) 

 

The contribution of the tilt error to the positioning 
relative  error is therefore 
 

1

sin 1 sin
2 2

R

R P P

r r

Y

Y n n

N N

δαδα
α ϕ ϕα α

∂
= ⋅
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2 2

2 1 co s 2 4 1

2 co s 1 co s
2 2

P P P

r r r

p p

r r

n n n

N N N

n n

N N

ϕ

ϕ ϕα α

   
⋅ − ⋅ − ⋅ + ⋅ +   
   ⋅

      − + − − −      
      

 
(17) 

 

The graph in Fig. 5 shows how the relative error 
caused by the tilt inaccuracy varies with the image 
row. The tilt error was assumed to be δα=0.001°. 
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Fig. 5. The positioning error due to the tilt inaccuracy 
according to Equation (17) increases towards  

the top of the image. 
 

 
3.2. Angle of View 

 
The vertical angle of view of a camera can be 

determined in the laboratory conditions prior to 
mounting. The method described in [15] has been 
used with the resulting error of δα=0.1°. The 
analytical expression for the contribution of the field-
of-view error is 

 

RY
h

ϕ
∂

= ×
∂

( )
2

2 1 cos 2 1

2 sin 1 sin
2 2

P

r

P P

r r

n

N

n n

N N

α

ϕ ϕα α

 
⋅ − ⋅ − 
 ×

     ⋅ ⋅ + + − ⋅ −     
      

(18) 

 
The contribution of the field-of-view inaccuracy to the 
positioning relative error is 
 

( )1 2 1 cos 2
1

2 sin 1 sin
2 2

P

rR

R P P

r r

n
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Y n n

N N

α
δϕ
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2 cos 1 cos
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N N
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      

 
(19) 

 
The graph in Fig. 6 shows how the relative error 

caused by the vertical field-of-view inaccuracy varies 
over image rows for δα=0.1°. 
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Fig. 6. The positioning error due to the field-of-view 
inaccuracy according to Equation (19) decreases towards  

the centre, then increases towards the top of the image. 
 
 

3.3. Error in Image Coordinates of an Edge 
Pixel 
 
The license plate edges may be incorrectly 

extracted due to noise, defective pixels, poor contrast 
or biased edge extractors. This error is usually within 
one pixel of the “true” image row to which an edge 
should have been assigned. The analytical expression 
for the contribution of the image row error is derived 
hereafter, where for the sake of simplicity, the row 
number n is assumed to continuously vary between 0 
and Nr, 
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(20) 

 
The contribution of the row number error to the 
positioning relative  error is therefore 
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(21) 

 
The graph in Fig. 7 shows how the relative error 

in real-world positioning caused by inaccurate row 
numbering varies over the image for δn=1 pixel. 
 
 

3.5. Height of the License Plate 
 

The height of the license plate above the ground 
is subject to national traffic laws. While admissible 

plate height ranges differ across the globe, they all 
overlap in the interval adopted by EU countries [14]: 

• The height of the lower edge of the plate from 
the ground surface shall not be less than 0.30 m. 

• The height of the upper edge of the plate from 
the ground surface shall not exceed 1.20 m. 
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Fig. 7. The positioning error due to row number error 

according to Equation (21) increases towards the top  
of the image. 

 
 

For simplicity, it is convenient to track only one 
horizontal edge of a license plate, assuming the 
vertical dimension hp of a license plate is known. 
Consequently, the height H-h in Fig. 1, locating the 
lower edge of a license plate is limited by inequality 
(22), 

  
1.20pH h h− + ≤ m (22) 

 
The vertical dimension hp of a license plate is also 

regulated by national traffic laws, but is never less 
than 10 cm. Consequently, the range of the lower 
edge height of a license plate is between the 
following limits, 

 
1.10H h− ≤ m (23) 

 
0.30H h− ≥ m (24) 

 
above the ground. From inequalities (2) and (3), the 
mid-point of the license plate lower edge heights can 
be used as a coarse estimate,  
 

{ } 0.70H hΕ − = m (25) 
 

The corresponding error in estimating the height 
of the lower license plate edge is  therefore 
 

{ } 0.40H h hδ δ− ≈ ≤ m (26) 

 
In compliance with national highway codes, the 

camera mounting height H above the ground must 
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always excede 5 metres [16, 17]. Installing the 
camera at safe mounting heights results in relative 
error δh/h  which can be easily kept below 10 %, as 
requested by traffic law enforcement agencies [5]. 

The contribution of the license plate height 
uncertainty is by far the largest among all discussed 
error sources, as shown in Fig. 8. It manifests itself as 
a constant bias over all image rows (i.e., over all 
possible positions of the license plate). 
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Fig. 8. The positioning error over image rows due to 
various sources, as described in  Equations (17), (19), (21) 

and (26). It is mainly caused by the license plate height 
uncertainty.  

 
 
3.6. Frame-rate Drift and Speed Error 
 
The error in positioning the license plate. 
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where K(α,φ,np) is from Equation (14) 
 

...),,( =pnK φα

2 cos 1 cos
2 2

sin 1 sin
2 2

p p

r r

p p

r r

n n

N N

n n

N N

ϕ ϕα α

ϕ ϕα α

      − + − − −      
      

    ⋅ + + − ⋅ −    
    

(28) 

 
From Equation (27), the relative displacement error is 
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Consequently, the relative error of the license 

plate displacement estimate will be limited by 
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The value K(α,φ,np)  is monotonically decreasing 

with np, i.e., increasing towards the top of the image, 
as shown in Fig. 9. 
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Fig. 9. The horizontal distance estimate increases 

monotonically towards the top of the image (nrow=0), here 
expressed as multiple of the vertical distance berween the 
camera and the licence plate, according to Equation (28). 

Row numbers are normalized with respect to the total 
number of rows. 

 
 

From Fig. 8, the error in estimating the horizontal 
distance of a vehicle from a camera is at maximum 
when the vehicle is observed at the top of the image. 
In Equation (29), this case occurs for the license plate 
of a departing vehicle successively captured in two 
top rows, n1=2 and n2=1 (or vice versa, for the 
approaching vehicle).  

Assuming Nr>>np, a continuous value λ can be 
used to represent np/Nr. This value will be practically 
zero at the top rows of the image, λ1≈λ2≤2/Nr≈0. 
Thus, the maximum error in estimating K(α,φ,np)can 
be derived from partial derivatives in Equations (16), 
(18) and (20) as 
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(31) 

 
where λ corresponds to the first rows, i.e., to the top 
of the image, 
 

0)max( =Kδλ  (32) 
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At the top of the image, the ratio K(α,φ,np) can be 
approximated by Taylor series, 
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The error limit in (30) can therefore be 

approximated as 
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For the tilts and fields of view usually 

encountered in ALPR cameras, the last term is below 
1.4 %. Its variation with respect to the usual tilt and 
field-of-view ranges is illustrated in Fig. 10. 
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Fig. 10. The contribution of non-height parameters to the 
error limit (the last term in inequality (36) is limited for the 

camera fields of view and tilts used in practice and 
comparatively low to the error induced by the uncertainty 

of the licence plate height. 

The limit in (28) is imposed on the vehicle 
displacement measurement error Y(t2)-Y(t1), where 
each position  Y(t) is observed in an image frame. 
The speed of a vehicle can be computed as a product 
of displacement between successive frames and the 
frame rate f, 

 

2 1
2 2

2 1

( ) ( )
( ) ( )R R

R
Y t Y t

v t f Y t
t t

−
= = ⋅ Δ

−
 (37) 

 
The speed estimate error is limited as 
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The frame triggering accuracy has also to be 

taken into account. The frame rate drift in industrial 
vision cameras for moderate frame rates (10-30 fps) 
is between 0.1 % and 0.4 %, which is one order of 
magnitude below the previously discussed error 
contributions.  

From (26), (36) and (38), it is obvious that at 
sufficient cantilever heights (say h=6 meters), the 
sum of all errors discussed above never exceeds the 
allowed discrepancy of 10 % with respect to the more 
accurate primary measurements.  
 
 

4. Conclusion 
  

In this paper, we proposed an image-based 
method for measuring the speed of vehicles in 
accordance with the requirements of the Road Traffic 
Regulation Act for secondary speed estimates. The 
method is based on tracking the vehicle license plate 
using a typical ALPR camera. The largest error 
contributor is the uncertainty of vertical separation 
between the camera and the license plate, i.e., the 
uncertainty of the license plate height above the 
ground. Assuming the above uncertainty of ±0.4 cm 
over a say 6.7 meter camera height with respect to the 
ground (i.e., 6 meters above the assumed license plate 
position), this contribution is δh/h=6.7 %. The 
camera angle and pixel error δ(ΔK)/(ΔK) derived in 
the right-hand term of inequality (36) and illustrated 
in Fig. 10 is below 1.4 % for a large range of tilts and 
fields of view used in practice. The frame rate error 
δf/f is below 0.4 %. Consequently, the cumulative 
error limit would not exceed 8.5 % for the above 
range of parameters, which is comfortably below the 
10 % limit requested by regulators for the secondary 
speed estimate. 
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