A Novel HVS-based Watermarking Scheme in CT Domain
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Abstract: In this paper, a novel watermarking technique in contourlet transform (CT) domain is presented. The proposed algorithm takes advantage of a multiscale framework and multi-directionality to extract the significant frequency, luminance and texture component in an image. Unlike the conventional methods in the contourlet domain, mask function is accomplished pixel by pixel by taking into account the frequency, the luminance and the texture content of all the image subbands including the low-pass subband and directional subbands. The adaptive nature of the novel method allows the scheme to be adaptive in terms of the imperceptibility and robustness. The watermark is detected by computing the correlation. Finally, the experimental results demonstrate the imperceptibility and the robustness against standard watermarking attacks.
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1. Introduction

The rapid development of multimedia technique and computer networks brought about the issue of copyright protection. Digital watermarking can be considered as a solution to the problem of intellectual property rights (IPR) of data contents, which embedded the secret identity information into the host data in such a way that it usually exhibits imperceptibility and robustness against the intentional or unintentional operations such as compression, linear and nonlinear filtering, noise and geometric transformations [1-3]. Digital watermarking has been widely applied in many fields such as content authentication, fingerprinting, and service tracing etc. [4, 5].

Imperceptibility and robustness are two most important requirements of digital watermarking. For meet these two requirements simultaneously, people have proposed many schemes in either spatial or transform domain. Space domain methods hide information by changing space domain characteristic of host data, while transform domain methods by changing some coefficients in transform domain of host data. The familiar watermark algorithms in transform domain include discrete Fourier transform (DFT), discrete cosine transform (DCT), discrete wavelet transform (DWT), singular value decomposition (SVD), discrete contourlet transform (CT), and so on [6-8].

As an efficient geometric representation of natural images, CT has attracted many researchers’ eyes. CT is a true representation of the digital image, which provides a flexible multiresolution representation for two-dimensional signal [9]. Compared with DWT, CT possesses the characteristics of the directionality and anisotropy. Since its coefficients are sparse, and
represent the intrinsic property, CT has been widely used in a variety of image processing such as compression, denoising, etc. Meanwhile, researchers began to apply CT to the watermarking [10-14].

This paper proposes an adaptive watermarking method in contourlet domain. The mask of frequency, luminance and texture by human eyes has been examined in the framework of contourlet transform technique. According to the results, the embedding strength of watermark components is determined adaptively. Experimental results demonstrate the novel embedding strategy and demonstrate that the proposed watermarking algorithm are invisible and very robust against noise and common image processing techniques such as lossy compression, filtering, cropping and noise addition.

The outline of the rest of the paper is organized as follows. In section 2, the contourlet transform algorithm is mentioned, the Laplacian pyramid and directional filter banks are introduced. In section 3, we describe the just noticeable distortion profile of human vision, which considers the influence of frequency, luminance and texture. In section 4, the proposed watermarking scheme is presented, we give the embedding and the blind detection of the watermarking. In section 5, some experimental results are mentioned. Finally, conclusions are given.

2. The Contourlet Transform

DWT provides the characteristics of multi-scale decomposition and time-frequency localization which facilitates the representation of the image. However it can only offer the information in few directions and low-pass components. The contourlet transform is a novel image decomposition scheme, which can capture the intrinsic geometrical structure in visual information [15]. It exploits the Laplacian Pyramid (LP) for the multi-resolution decomposition of the image. Afterwards, a directional decomposition is performed on every bandpass image using directional filter banks. It can obtain a sparse expansion for natural image by specifying the number of directional bands at any level. As a result, the image is represented as a set of directional subbands at multiple scales. CT is illustrated in Fig. 1.

![Block diagram of CT](image)

**Fig. 1.** Block diagram of CT.

Composed of low-pass filtering and downsampling, LP is indeed the high frequency components of the Gaussian pyramid (GP) at the same scale, that is, the detailed parts of the image. LP image can be obtained by subtracting the two neighbouring images in GP. Generally, we need to expand the finer scale image to the coarser scale, namely, perform the interpolation to the rows and columns of the image, afterwards, the interpolated results through a low-pass filter will subtract the image at the coarser scale. The reconstruction of LP is the inverse of the decomposition. A drawback of the LP is the implication of oversampling. M. N. Do and Martin Vetterli proposed the use of the optimal linear reconstruction. The new reconstruction differs from the conventional method, where the signal is obtained by simply adding back the difference to the prediction from the coarser signal, to achieve significant improvement over the conventional reconstruction in the presence of noise.

Suppose the image $IMG \in L_2(\mathbb{R}^2)$, LP in CT uses orthogonal filters and downsampling by 2 in each dimension, the $l$-level of LP decomposes $IMG$ into a coarser image $V_j$ and a sequence of detail image $I_{j}$, where $V_{j}$ is the approximation subspace at the scale $l$ ($l = 2^j$). $I$ can be denoted as

$$L_2(\mathbb{R}^2) = V_j \oplus (\bigoplus_{j \neq j} I_j)$$

The directional filter bank (DFB) is generally implemented via an $l$-level binary tree decomposition that leads to $2^l$ subbands with wedge-shaped frequency partition as shown in Fig. 2.

![Frequency partition in CT](image)

**Fig. 2.** Frequency partition in CT.

In CT, the simplified DFB is intuitively constructed from two building blocks. The first building block is a two-channel quincunx filter bank.
with fan filters that divides a 2-D spectrum into two directions: horizontal and vertical. The second building block of the DFB is a shearing operator, which amounts to just reordering of image samples.

In CT, the DFB partition further \( I_j \) from LP. The results are detail subbands in multiple directions.

\[
I_j = \bigoplus_{(j,k) \in Z^2} I_{j,k} (j,k) \in Z^2
\]  

(2)

3. Just Noticeable Distortion (JND)

Profile Analysis in CT

The contourlet transform provides a multiscale and multidirectional representation of an image. It is easily adjustable for detecting fine texture detail in any orientation at various scale level. In order to conform to the multiresolution nature of human visual system and enhance the performance of the watermark system, we calculate the weight parameters according to the frequency, luminance and texture complication of detail subband.

In order to embed into the host the maximum, but still imperceptible, HVS has to be considered. Lewis and Knowles tackle the problem of DWT coefficients quantization for compression purposes. Details of the improved HVS-based watermarking method are presented by Barni et al. in 2001 and some modifications of the model is proposed in order to better fit the model to the watermarking system, which has been widely cited by many researcher. However, DWT can only provide information in 3 directions, that is, horizontal, vertical and diagonal, while CT can decompose the host along arbitrary directions at arbitrary scale, which provides more details information than DWT and can be considered as the potential solution to improve the performance of the watermarking system. Details of the HVS characteristics in CT are mentioned here.

The Just Noticeable Distortion (JND) in the CT domain can be typically expressed as the product of three terms. As a result, the HVS mask function is adaptive to the CT coefficients.

Considering the sensitivity of the human eye, Xiao et al. proposed the weight coefficient calculation as shown below [16]:

\[
M_{\omega}(\omega, \omega') = \left\{ \begin{array}{ll}
\frac{\sqrt{2}}{2}, & k = 4n + 1 \\
\sqrt{2}, & k = 4n + 2 \\
2, & k = 4n + 3
\end{array} \right.
\]

(4)

\[
M_{\omega}(\omega, \omega') = \left\{ \begin{array}{ll}
1, & J = 1 \\
0.32, & J = 2 \\
0.16, & J = 3 \\
0.1, & J = 4
\end{array} \right.
\]

(5)

\[
L(\omega, \omega') = \frac{1}{256} c_{\omega,\omega'} \left( \frac{x}{2^{J-1}}, \frac{y}{2^{J-1}} \right)
\]

(6)

\[
M_{\omega}(\omega, \omega') = E(\omega, \omega') + D(\omega, \omega')
\]

(7)

\[
E(\omega, \omega') = \sum_{\omega \in \omega} \sum_{\omega' \in \omega'} c_{\omega,\omega'} \left( j + \frac{x}{2^{J-1}}, 1 + \frac{y}{2^{J-1}} \right)^2
\]

(8)

\[
D(\omega, \omega') = \delta c_{\omega,\omega'} \left( 1 + j + \frac{x}{2^{J-1}}, 1 + i + \frac{y}{2^{J-1}} \right)
\]

(9)

where \( c_{\omega}(\omega) \) denotes the decomposition coefficient at \((\omega, \omega')\) in the subband \( k \). \( E(\omega, \omega') \) denotes the local sum of squares, \( D(\omega, \omega') \) denotes the local variance.

Assuming changes smaller than one half of the calculated mask function are visually imperceptible, \( M(\omega, \omega') \) gives maximum embedding threshold in the quantization of CT coefficients using

\[
T(\omega, \omega') = M(\omega, \omega') / 2
\]

(10)

According to the mention above, it is apparent that the computed mask function \( M(\omega, \omega') \) at each pixel enables HVS-based watermarking to obtain high level of imperceptibility and robustness without consideration of the computations in equations.

4. Proposed Watermarking System

4.1. Embedding

CT coefficients contain an approximate low-pass subband and several detail directional subbands at each level. The low-pass subband represents basic information of the image, which is the most important part for image reconstruction, embedding the watermark in these coefficients may achieve robustness against intentional or unintentional attacks, but may degrade the visual quality, since the human visual system (HVS) is less sensitive to high frequencies, embedding the watermark in the high frequency subbands improves the perceptibility of the watermarked image, but it is hardly robust.
In our scheme, as shown in Fig. 3, the watermark is embedded into both the low-pass subband and the directional subbands by different HVS characteristics. Consequently, the proposed watermarking scheme is robust to the widely spectral attacks resulting from both the low and high frequency image processing.

The general embedding steps for the proposed watermarking scheme are described as follows.

Step 1. Watermarking preprocessing
The watermark information need be preprocessed in order to weaken the correlation of watermark image pixels and enhance system robustness. In our scheme, we treat the watermark image using Arnold scramble as shown in equation (11).

\[
\begin{pmatrix} x' \\ y' \end{pmatrix} = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \pmod{N},
\]

where \( (x, y) \) is the pixel of the watermarking image, \( (x', y') \) is the pixel of the watermarking image after scramble.

Since the Arnold transform is periodic, the number of scrambling can be also considered as the key to enhance the security.

Step 2. CT of the whole image
We propose to embed the watermark in the low-pass subband and one of the directional subbands of the highest level, that is, \( J^\text{th} \) level, which actually are mid-frequency subbands in terms of the whole frequency band of the image. This is an appropriate tradeoff between the visual perceptibility and the robustness.

Step 3. Determination of the embedding position
Since HVS is less sensitive to the texture, the watermarking embedding directional subband can be chosen combined with the texture in the image. The energy distribution corresponds to the texture property, so we embed the watermarking in the most textured directional subband.

The energy is computed as equation (12).

\[
E_{j,d} = \frac{1}{M_{j,d}M_{j,d}} \sum_{x=1}^{M_{j,d}} \sum_{y=1}^{M_{j,d}} C_{j,d}^2(x,y),
\]

where \( M_{j,d} \) represents the width and height of the \( d^\text{th} \) directional subband in the \( J^\text{th} \) level, \( C_{j,d} \) represents the corresponding coefficients, \( (x,y) \) is the coordinate in the subband. The bigger \( E_{j,d} \) is, the more texture is, which means the subband contributes more to the image.

Step 4. Embedding the watermark
According to the frequency, luminance and texture complication value of the subband, a binary watermark is embedded into the host image, by modifying the value of the corresponding coefficients. Thus, the embedding can be described as:

\[
IM_x(i, j) = IM(i, j) + \alpha \cdot T(J, x, y) \cdot W(i, j),
\]

where \( IM_x(i, j) \) represents the watermarked subband coefficients, \( IM(i, j) \) represents the original subband coefficients, \( \alpha \) denotes the global embedding factor that determines the embedding strength, \( T(J, x, y) \) is the HVS mask function as formulated in (10), \( W(i, j) \) denotes the binary pseudorandom distributed watermark, which is arranged in the form of two dimensions.

Step 5. Image Reconstruction
Finally the watermarked image is obtained by the contourlet reconstruction of subband coefficients combined with the remained coefficients followed by Arnold scramble.

4.2. Watermarking Detection

Maximum-likelihood detection is used to extract each embedded bit from the watermarked signal.
coefficients. The watermark is recovered by means of contourlet reconstruction and calculations in reverse order of embed process.

Step1. Perform contourlet transform for the watermarked image to get contourlet coefficient of all the subbands and determine the subband with maximum energy.

Step2. Detect the correlation. The correlation is calculated as:
\[
\rho = \frac{1}{M \times N} \sum_{x=1}^{M} \sum_{y=1}^{N} c_{i,k}(x,y)w(x,y)
\]
(14)

Due to there are some distortions of detected watermark in some degree, \( \tau \) is set to be threshold, if \( \rho > \tau \), the watermark is exist, if \( P < \tau \), the watermark is not exist. The threshold \( \tau \) is related to the false alarm probability and false dismissal probability.

We make the assumption that \( c_{i,k}(x,y) \) are zero mean, independent variables. By exploiting the central limit theorem, we can also consider that \( \rho \) is normally distributed [17-18]. Under these hypotheses, it can be easily deduced that the mean values of \( \rho \) in cases A (not watermarked), B (watermarked with another wrong watermark) and C (watermarked with the correct watermark) are

\[ A: \mu_{\rho,A} = 0 \]  
(15)
\[ B: \mu_{\rho,B} = 0 \]  
(16)
\[ C: \mu_{\rho,C} = \alpha \frac{1}{M_{i,k} N_{i,k}} \sum_{x=1}^{M_{i,k}} \sum_{y=1}^{N_{i,k}} E[H_{i,k}(x,y)] \]  
(17)

where \( E[\cdot] \) denotes the expectation.

The false alarm probability

\[ P_f = Pr ob( \rho > \tau | A or B ) \]
for case A:

\[ \sigma_{\rho,A}^2 = \frac{\sigma_w^2}{(M_{i,k} N_{i,k})^2} \sum_{x=1}^{M_{i,k}} \sum_{y=1}^{N_{i,k}} E[c_{i,k}(x,y)^2] \]  
(18)

For case B:

\[ \sigma_{\rho,B}^2 = \frac{\sigma_w^2}{(M_{i,k} N_{i,k})^2} \sum_{x=1}^{M_{i,k}} \sum_{y=1}^{N_{i,k}} E[c_{i,k}(x,y)^2] + \alpha^2 \sigma_w^2 E[H_{i,k}(x,y)^2] \]  
(19)

where \( \sigma^2 \) denotes the variance, and

\[
E[c_{i,k}(x,y)^2] = E[c_{i,k}(x,y)^2] + \alpha E[H_{i,k}(x,y)W(x,y)] + 2\alpha E[c_{i,k}(x,y)H_{i,k}(x,y)W(x,y)]
\]
(20)

According to the assumption \( \sigma_w^2 = 1 \), \( E[c_{i,k}(x,y)] = E[W(x,y)] = 0 \), and \( W(x,y) \) is irrelevant with \( c_{i,k}(x,y) \) with each other, combined with the unbiased estimation of \( \sigma_{\rho,B}^2 \):

\[ \sigma_{\rho,B}^2 \approx \frac{1}{(M \times N)^2} \sum_{x=1}^{M} \sum_{y=1}^{N} c_{i,k}(x,y)^2 \]  
(21)

From which it is readily seen that case B is the worse case, since the higher the variance the higher the error probability. So, we get

\[ P_f \leq \frac{1}{2} \text{erfc} \left( \frac{\tau}{\sqrt{2\sigma_{\rho,B}^2}} \right) \]
(22)

5. Experimental Results

The algorithm has been extensively tested on various standard images and different kinds of attacks. Some of the most significant results will be shown. For the experiments presented in the following, the host image is “Lena” with the size of 512×512, the false alarm is \( 10^{-8} \), CT exploits “pkva” pyramid filter and “pkva” directional filter to obtain a 2-level decomposition. First, watermark invisibility is evaluated. In Fig. 4, the original “Lena” image is presented on the left, while the watermarked copy is shown on the right. We can see that the images are evidently undistinguishable, proving the effectiveness of CT watermarking and the masking procedure. Watermark effect after JPEG compression with the compression ratio of 50 % is depicted in Fig. 5, from which we cannot distinguish them for each other.

Fig. 4. Host image (left) and the watermarked image (right) under no attacks.

Fig. 5. Host image (left) and the watermarked image (right) under JPEG attacks (50 % compression).
Other results after attacks are listed in Table 1. It is apparent that the proposed scheme is resistant to many signal operation.

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Parameters</th>
<th>PSNR</th>
<th>Detection Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>Pepper &amp; Salt</td>
<td>0.001</td>
<td>35.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.010</td>
<td>25.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.020</td>
<td>22.57</td>
</tr>
<tr>
<td></td>
<td>Gauss</td>
<td>0.001</td>
<td>30.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.003</td>
<td>25.22</td>
</tr>
<tr>
<td>JPEG Compression</td>
<td>Average</td>
<td>70%</td>
<td>37.29</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>50%</td>
<td>35.78</td>
</tr>
<tr>
<td></td>
<td>Geometric</td>
<td>30%</td>
<td>34.26</td>
</tr>
<tr>
<td>Filtering</td>
<td></td>
<td>6*6</td>
<td>27.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3*3</td>
<td>33.75</td>
</tr>
<tr>
<td></td>
<td>Geometric</td>
<td>25%</td>
<td>28.58</td>
</tr>
<tr>
<td></td>
<td>Cropping</td>
<td>15%</td>
<td>21.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25%</td>
<td>18.80</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, a novel image watermarking scheme has been presented. The algorithm embeds the watermark code by modifying the CT coefficients of the image, and exploits a model adapting the watermark strength to the characteristics of the HVS. The method uses frequency, luminance and texture analysis to model the HVS characteristics, increasing the watermark strength without great perceptible distortion. The experimental results show that the proposed method is robust against many signal processing attacks and the behavior of the watermark detector was good.
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