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Abstract: Mining frequent item sets is a major key process in data mining research. Apriori and many improved algorithms are lowly efficient because they need scan database many times and storage transaction ID in memory, so time and space overhead is very high. Especially, they are lower efficient when they process large scale database. The main task of the improved algorithm is to reduce time and space overhead for mining frequent item sets. Because, it scans database only once to generate binary item set array, it adopts binary instead of transaction ID when it storages transaction flag, it adopts logic AND operation to judge whether an item set is frequent item set. Moreover, the improved algorithm is more suitable for large scale database. Experimental results show that the improved algorithm has better efficiency than classic Apriori algorithm.
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1. Introduction

Mining association rule is one of the key problems in data mining research. Association rules can show the relationships between data items. So, it is widely used in commercial, organizational, administrative and other domains [1-2]. Mining association rule must firstly discover frequent item set, so, discovering frequent item sets has been studied popularly. In recent times, with the development of electronic information, size and number of available databases are explosive growth [3]. The most challenging in database mining is developing fast and efficient algorithms, these algorithms can deal with large scale database.

1.1. Apriori Algorithm

The Apriori [4] algorithm is the most well known association rule algorithm and it is used in most commercial product. The basic idea of this algorithm is to scan database to generate candidate item sets and then scan database again to determine whether candidate item set is frequent item set. So, the problem of Apriori algorithm is scanning database many times. It is too inefficient when database scale is large. Therefore, many improved algorithms were proposed after Apriori algorithm for improving efficiency and scalability.

1.2. Literature Review on Mining Frequent Itemset

Since Agrawal put forward Apriori [4] algorithm in 1993, many improved algorithms [5-7] have been proposed. But the main limitation of these algorithms is the need to scan database many times to generate frequent item sets and to generate a huge amount of candidate item sets.
FP-growth algorithm [8] mines frequent patterns without candidate generation. The algorithm must recursively mine conditional patterns and conditional FP-tree to generate frequent item sets, and other problem is no common prefixed within the data items.

Sample algorithm [9] reduces the scanning database time, because it scans database one time, but wastes amount of considerable time on candidate itemsets.

Hash table algorithm [10] adopts a hash table technology, it determines \( C^k_{k+1} \) according to \( C_k \) and stores \( C^r_{k+1} \) in appropriate hash.

The Partition algorithm [11] is to reduce scanning database times and improve efficiency, database is divided into many sub-libraries into memory, respectively mining local frequent patterns of each sub-library, and then all local frequent patterns are candidate item sets. Finally it determines whether a candidate item set is a frequent item set by scanning database again. Partition algorithm may exacerbate the problem of combinatorial explosion because of too many candidate item sets.

Compression transaction algorithm [12] scans database and maps data to binary matrix, which generates frequent 1-itemset by binary matrix and corresponding auxiliary matrix multiplication, and so on frequent itemset. The efficiency of the algorithm is lower because matrix multiplication spent more time.

Literature [13] mines two frequent itemsets and maximum frequent itemsets by building two support matrices, but its time complexity and its space complexity are very high.

Taxonomy superimposed graphs is frequent patterns in this new graph model, there may be many patterns that are implied by the specialization and generalization hierarchy of the associated node label taxonomy [14].

Any kind of information is able to be representing as graphs of graph databases, where changes in data can be possible for naturally accommodation [15, 16].

Literature [17] mines two frequent itemsets and maximum frequent itemsets by building two support matrices, but its time complexity and its space complexity are very high.

DFS algorithm in Literature [18] can generate erroneous frequent itemsets.

Literature [19] proposes Apriori_M algorithm, which still scans database two times.

Partition and reduction is adopted by many algorithms [20-22].

According to the above algorithms, this paper puts forward an improved algorithm to overcome the above said limitations. The improved algorithm need scan database only once, which can reduce the space overhead. The improved algorithm generates binary item sets array to find frequent item set, which saves memory space. The improved algorithm produces frequent itemsets by logic AND operation, which improves the efficiency of mining frequent itemsets.

2. Relevant Definition and Property

Association rules’ concept was first proposed by Agrawal. Mining association rule is an important research in the data mining. The concept of association rules as follows:

Definition 1 \( D \) is a transaction database, let \( D = \{T_1, T_2, ..., T_n\} \), where \( T_i \) is an identifier which be associated with each transaction, \( I \) is a set of items in \( D \), let \( I = \{I_1, I_2, ..., I_m\} \), where \( T_i \) (1 ≤ \( i \) ≤ \( n \)) contains a set of items in \( I \), each transaction exists a flag, denoted as TID. Let \( A \) be an itemset, if \( A \subseteq I \), then \( T_j \) contains \( A \).

Definition 2 \( X \) is an item set, the support of \( X \) is the proportion of transactions in \( D \) which contain \( X \), denoted as sup(X); if sup(X) ≥ min_sup, min_sup is the minimum support threshold, then \( X \) is a frequent item set, otherwise \( X \) is an infrequent item set.

Definition 3 An item set contains \( k \) items, so it is called k-itemset, if \( X \) is a k-itemset and sup(X) ≥ min_sup, then \( X \) is called frequent k-itemset. All frequent k-itemsets set is called frequent k itemset, denoted as \( L_k \).

Definition 4 \( L_k \) (1 ≤ \( k \) ≤ \( m \)) is an itemset, the binary array of \( I \), is denoted as \( A \). All itemsets are sorted by lexicographic order.

Definition 5: All items of frequent k itemset are sorted by lexicographic order, if the former k-1 items are same in two k itemsets, these two k-itemsets are called connected item sets.

Definition 6 Let \( X, Y \) be itemset, there exists \( X \subseteq I \), \( Y \subseteq I \), and \( X \cap Y = \emptyset \). The implication of the form \( X \Rightarrow Y \) is called an association rules.

Let \( X \) be an item set, if there exists sup(X) ≥ min_sup and X \( \subseteq \) Y for any item set Y, sup(Y) < min_sup, then \( X \) is called the maximum frequent item set.

Property 1: If \( X \) is a frequent item set, then any subset of \( X \) must be a frequent item set; if \( X \) is not a frequent item set, then any super set of \( X \) must be not a frequent item set. This property can be inferred from the property of Apriori.

Generally most of the algorithms are executed in two steps. First step, mining frequent itemsets; second step, generating association rules. In the two steps, mining frequent item sets is more difficult than generating rules.

3. The Improved Algorithm Description

3.1. Algorithm Relation Concept

It is a chance to overcome the shortcomings of the previous algorithms; the improved algorithm scans the database only once. The improved algorithm establish that generating all frequent itemsets is available by producing binary item set array which is used to simplify the process of generating frequent itemsets.
The binary item set array and matrix important in the improved algorithm, matrix is constructed in sequential numbers where the rows represent items and the columns represent items, so we only need storage upper matrix. The improved algorithm is to reduce time for scans database only once to generate matrix as a two dimensional array.

First, scanning the database to construct binary item set arrays and upper triangular matrix. According to the definition of 1, 2 and 3, we generate binary array for each item, for item Iᵢ (1 ≤ i ≤ m), if Tⱼ (1 ≤ j ≤ n) contains Iᵢ, then Aᵢ[j] will be set to 1, otherwise will be set to 0. So there have m binary item set arrays, each array’ length is the number of transactions in D, the improved algorithm adopts binary to storage 1 and 0 to reduce space overhead.

Second, constructing the upper triangular matrix at the same time generating binary item set arrays; the upper triangular matrix for D is defined as follows:

1) The rows represent the item set of database I={I₁, I₂,…, Iₘ}, the columns also represent items.
2) The value of the coordinates UTM [i,j] in the upper triangular matrix represent the number of transactions which contains item set {Iᵢ, Iⱼ}(i ≤ j) in D.

The pseudo code for constructing binary item set array and upper triangular matrix is given below:

```
for each transaction Tⱼ in D
begin
if item Iᵢ is present in Tⱼ then
    Aᵢ[j]=1;
else
    Aᵢ[j]=0;
sort all item sets in Tⱼ by lexicographic order
for (∀{Iᵢ, Iⱼ}⊆ Tⱼ)
    UTM [k, l] plus 1;
end
```

When scanning the database, all items of each transaction are sorted by lexicographic order, each item set {Iᵢ, Iⱼ}(k ≤ l) is contained by transaction, the coordinate value UTM (k,l) in the upper triangular matrix plus 1.

Finally, we count the number of 1s in array Aᵢ (1 ≤ i ≤ m), if the number of 1s in Aᵢ is greater than or equal the minimum support threshold, then modify the value of coordinate UTM[i,j], otherwise, delete row i and column i in UTM and delete binary item set array Aᵢ, in binary item set arrays. Finally we get new binary item set arrays and new UTM.

The structure of the upper triangular matrix UTM is shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Upper Triangular Matrix UTM.</th>
</tr>
</thead>
<tbody>
<tr>
<td>I₁</td>
</tr>
<tr>
<td>I₁</td>
</tr>
<tr>
<td>I₂</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>Iₘ</td>
</tr>
</tbody>
</table>

The structure of binary item set array is shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Binary Item set Array.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array Name</td>
</tr>
<tr>
<td>A₁</td>
</tr>
<tr>
<td>A₂</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>Aₘ</td>
</tr>
</tbody>
</table>

3.3. Algorithm Idea

How to generate candidate itemsets by the upper triangular matrix UTM and binary item set array. All items of the rows in UTM are frequent 1-itemset, but we can easily get frequent 2-itemset from UTM, so all frequent 1-itemset are useless. The value of coordinate UTM[i,j] is the support of item set {Iᵢ, Iⱼ}, if the value of coordinate[i,j] is not less than the minimum support threshold, then item set {Iᵢ, Iⱼ} is frequent itemset, because item set {Iᵢ, Iⱼ} in UTM has two items, so all item sets that its coordinate value is greater than or equal the minimum support threshold are frequent 2-itemset. So we can easily get frequent 2-itemset L₂ by traversing the UTM. The pseudo code for generating frequent 2-itemset L₂ is given below:

```
for (int i=0;i<m;i++)
for (int j=i;j<m;j++)
    if (the value of the coordinates [i,j] in UTM ≥ the minimum support threshold)
        add {Iᵢ, Iⱼ} to L₂;
```

We continually generate frequent k-itemset by using frequent 2-itemset L₂. All items in each itemset of L₂ are sorted by lexicographic order. Firstly, generating candidate itemset C₃ according to frequent 2-itemset L₂, all itemset in L₂, if there exists {Iᵢ, Iⱼ} and {Iᵢ, Iₖ}, according to definition 5, they are connected items, if the value of the coordinates [j,k] in UTM is not less than min_sup, then we get item set {Iᵢ, Iⱼ, Iₖ} by connecting {Iᵢ, Iⱼ} and {Iᵢ, Iₖ}, we will add item set {Iᵢ, Iⱼ, Iₖ} to candidate 3-itemset C₃, otherwise, {Iᵢ, Iⱼ} and {Iᵢ, Iₖ} can not be connected. We will continue to find candidate itemset by using connected items and UTM until no-connected item can be found.

Followed by analogy, generating candidate k+1-itemset by candidate k-itemset, each candidate k-itemset X in Cᵢ, from the position X in the Cᵢ, after codes in order of X k-1-item start other candidate k-itemsets find such a candidate k-itemset Y ,connect the last label Iᵢ of X and the last label Iₒ of Y to form a matrix coordinates [r, s] and find the value of coordinates [r,s] in the matrix of the UTM, if the value is not less than the minimum support, then
connect the X and Y to generate candidate \( k+1 \) itemset, otherwise no connection, we continue to find other connected items until settle the last k-itemset in \( C_k \). Continue indefinitely, until it can no longer generate the candidate projects set. We can generate candidate \( k+1 \)-itemset \( C_{k+1} \) from candidate k-itemset \( C_k \) by using the same method. \( K \) is not greater than the max length of transaction in D.

How to verify that a candidate item set is a frequent item set. All candidate itemsets \( \{C_3, \ldots, C_k\} (k \geq 3) \), we judge each candidate itemset in accordance with the order from \( C_k \) to \( C_3 \) in order to reduce time overhead. First any item set in \( C_k \), \( C_k = \{I_i, I_j, \ldots, I_l\} (i \leq j \leq \ldots \leq l) \), binary item set array corresponding to each item logic AND operation, that is \( A_i \& A_j \& \ldots \& A_l \), if the number of 1s in the result is greater than or equal the minimum threshold, then the candidate itemset is frequent itemset, add it to frequent itemset, according to property 1, we will add all subsets of the frequent itemset in all candidate itemsets to frequent item set and delete these subsets from all candidate itemsets; otherwise, delete the candidate itemset from candidate itemsets. We will continue to verify candidate itemset until candidate itemset is empty.

### 3.4. Algorithm Pseudo Code

The improved algorithm has two important steps in finding frequent itemset: generating candidate \( k+1 \)-itemset \( C_{k+1} \) from candidate k-itemset \( C_k \) and verifying that a candidate item is a frequent itemset.

So we introduce these two algorithms.

Firstly introduce generating candidate itemsets algorithm, generate candidate \( k+1 \) itemset \( C_{k+1} \) from candidate k itemset \( C_k \) by using connected item concept.

**Input:** UTM, \( C_k \), minimum support threshold \( \text{min}_\text{sup} \);

**Output:** candidate \( k+1 \) itemset \( C_{k+1} \);

\( C_{k+1} = \emptyset \); if (\( k+1 \) is not greater than the max length of transaction in D)

\[
\begin{align*}
&\text{Sort all itemsets in } C_k \text{ by lexicographic order;} \\
&\text{Sort all items in each candidate itemset by lexicographic order;} \\
&\text{for (each itemset } X \text{ of } C_k) \\
&\quad \text{for (all } Y \text{ after } X \text{ in } C_k) \\
&\quad\quad \text{if(} X \text{ and } Y \text{ are connected items according to definition)} \\
&\quad\quad \quad l= \text{subscript of section } k \text{ item } I_l \text{ in } X; \\
&\quad\quad \quad m= \text{subscript of section } k \text{ item } I_m \text{ in } Y; \\
&\quad\quad \quad t= \text{coordinate } [l,m]; \\
&\quad\quad \quad \text{count=the value of } t \text{ in UTM} \\
&\quad\quad \quad \text{if (count} \geq \text{min}_\text{sup}) \\
&\quad\quad\quad A = X \cup \text{Im}; \\
&\quad\quad\quad C_{k+1} = C_{k+1} \cup A; \\
&\quad\quad\quad \text{//add } A \text{ to candidate } k+1 \text{ itemset} \\
&\quad\quad\quad \}
\end{align*}
\]

Secondly introduce generating frequent itemset algorithm, verify each candidate itemset of candidate itemsets \( \{C_3, \ldots, C_k\} (k \geq 3) \) by using binary item set array logic AND operation.

**Input:** \( \{C_3, \ldots, C_k\} (k \geq 3) \), \( A_i (1 \leq i \leq m) \)

**Output:** frequent itemset \( \text{FSD} \)

\( \text{FSD} = \emptyset \); \( \text{FSD} = \text{FSD} \ast L_2; \text{//add } L_2 \text{ to } \text{FSD} \)

//verify each candidate itemset from \( C_k \) to \( C_3 \) in order

\[
\begin{align*}
&\text{int } i = k; \\
&\text{while (} i \geq 3) \\
&\quad \text{while (} C_i \text{ is not null, } \forall X \in C_i) \\
&\quad\quad \text{find all items of } X = \{I_l, \ldots, I_s\} (s \geq l) \text{ corresponding binary array from binary item set arrays} \\
&\quad\quad B = A_l \& \ldots \& A_s; \\
&\quad\quad \text{count= counting the number of 1s in } B; \\
&\quad\quad \text{if (count} \geq \text{min}_\text{sup}) \\
&\quad\quad\quad \text{FSD} = \text{FSD} \cup X; \text{//according to property } 1 \\
&\quad\quad\quad \text{for (any subset of } X \text{ in candidate itemset } C_j \text{)} \\
&\quad\quad\quad\quad \text{for (each itemset } Y \text{ in } C_j) \\
&\quad\quad\quad\quad\quad \text{if (} Y \text{ is a subset of } X \text{) } \\
&\quad\quad\quad\quad\quad\quad \text{add } Y \text{ to } \text{FSD}; \\
&\quad\quad\quad\quad\quad\quad\text{delete } Y \text{ from } C_j; \\
&\quad\quad\quad \}
&\quad\quad \text{else} \\
&\quad\quad\quad \text{delete } X \text{ from } C_i; \\
&\quad\quad \}
&\quad \}
&\}
\end{align*}
\]

### 4. Algorithm Example

Here, considering an example the suspect dataset, as to predict task whether a suspect is robbery, that suspect's data attributes are name, sex, age, education, work, race, marital-status, law-case, crime-mode, which are mainly taken for analysis.

Initially an original transaction database consists of four tables, the data structure of the tables is suspect (name, sex, age, education, work, race, marital-status, law-case, crime-mode)
education(ID,Name)
work(ID,Name)
law-case(ID,Name)

Before preprocess suspect dataset, select twenty transaction items, this paper deletes name, sex, race, marital-status, crime-mode column in order to simple analysis, only remains age, education, work and low-case columns, analyzing their relations. Initial suspect data is shown in Table 3.

Table 3. Initial suspect data.

<table>
<thead>
<tr>
<th>TID</th>
<th>Age</th>
<th>Education</th>
<th>Work</th>
<th>Law-case</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>49</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T2</td>
<td>22</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T3</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T4</td>
<td>29</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>T5</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>T6</td>
<td>39</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>T7</td>
<td>28</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>T8</td>
<td>41</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T9</td>
<td>27</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>T10</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>T11</td>
<td>30</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T12</td>
<td>15</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T13</td>
<td>16</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T14</td>
<td>42</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>T15</td>
<td>27</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>T16</td>
<td>33</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>T17</td>
<td>46</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T18</td>
<td>25</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>T19</td>
<td>12</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>T20</td>
<td>19</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

In Table 3, the value of education column is corresponding to ID in education table, the value of work column is corresponding to ID in work table, the value of low-case column is corresponding to ID in low-case table. In order to analysis, process each attribute, for example, the value of age column is number, which is not analyzed, so discrete age attribute, other attributes are respectively processed. Relational database attribute value and transaction data concentration project correspondence is shown in Table 4.

According to Table 4, transfer each transaction of suspect dataset in Table 3, for example, the value of age column is 49 in T1, 49>18, satisfies I3, so T1 contains I3. All values of suspect data are are processed in this method. Transferred suspect data is shown in Table 5.

According to the improved algorithm, we construct UTM and binary item set arrays, suppose the minimum support threshold is 3, that is, min_sup is 3, by counting the number of 1s in each array is determined the support for each 1 itemset, as follows: support({I4})=2, support({I5})=5, support({I8})=13, support({I9})=10, support({I10})=7, support({I11})=3, support({I12})=7, support({I13})=10, support({I14})=3, support({I15})=7, according to the definition of frequent itemset, thus the frequent 1 itemsets are {{I2},{I3},{I4},{I5},{I6},{I7},{I8},{I9},{I10},{I11}} as their supports are not less than the minimum support threshold. But {I1} is not frequent 1 itemset as its support is less than the minimum support threshold. So delete row I1 and column I1 from UTM and delete A1 from binary item set arrays at the same time in order to save time overhead. UTM has 11 rows and 11 columns. Finally, UTM for suspect dataset is shown in Table 6, binary item set arrays for suspect dataset is shown in Table 7.
We can easily get frequent 2 itemsets from UTM, if the value of coordinates UTM \([i,j]\) is not less than min\_sup, then \{I_i, I_j\} is frequent 2 itemset. Traversal matrix, the frequent 2 itemsets \(L_2\) will be: \{I_2, I_5\}, \{I_2, I_7\}, \{I_2, I_9\}, \{I_5, I_7\}, \{I_5, I_9\}, \{I_5, I_{11}\}, \{I_2, I_{11}\},\{I_2, I_3, I_7\}, \{I_2, I_3, I_9\}, \{I_2, I_3, I_{11}\}, \{I_2, I_4, I_7\}, \{I_2, I_4, I_9\}, \{I_2, I_4, I_{11}\}, \{I_2, I_6, I_7\}, \{I_2, I_6, I_{11}\}, \{I_2, I_7, I_9\}, \{I_2, I_7, I_{11}\}, \{I_2, I_8, I_9\}, \{I_3, I_4, I_7\}, \{I_3, I_4, I_9\}, \{I_3, I_4, I_{11}\}, \{I_3, I_5, I_7\}, \{I_3, I_5, I_9\}, \{I_3, I_5, I_{11}\}, \{I_3, I_6, I_7\}, \{I_3, I_6, I_9\}, \{I_3, I_6, I_{11}\}, \{I_3, I_7, I_9\}, \{I_3, I_7, I_{11}\}, \{I_3, I_8, I_{11}\}, \{I_3, I_9, I_{11}\}, \{I_4, I_7, I_9\}, \{I_4, I_7, I_{11}\}, \{I_4, I_8, I_{11}\}, \{I_4, I_9, I_{11}\}, \{I_5, I_7, I_9\}, \{I_5, I_7, I_{11}\}, \{I_5, I_8, I_{11}\}, \{I_5, I_9, I_{11}\}, \{I_6, I_7, I_{11}\}, \{I_6, I_9, I_{11}\}, \{I_7, I_9, I_{11}\}, \{I_8, I_9, I_{11}\}, \{I_9, I_{11}\}\}, their supports are equal and above 3.

Next generating candidate 3 itemsets from \(L_2\), the max length of transaction is 4, \(3<4\), so generate candidate 3 itemsets according to algorithm which is generating candidate \(k+1\) itemsets from \(k\) itemsets. After executing algorithm, we get candidate 3 itemsets, as follows: \(C_3=\{I_2, I_5, I_7, I_9\}, \{I_2, I_5, I_7, I_{11}\}, \{I_2, I_5, I_9, I_{11}\}, \{I_2, I_7, I_9, I_{11}\}, \{I_3, I_4, I_7, I_9\}, \{I_3, I_4, I_7, I_{11}\}, \{I_3, I_4, I_9, I_{11}\}, \{I_3, I_5, I_7, I_9\}, \{I_3, I_5, I_7, I_{11}\}, \{I_3, I_5, I_9, I_{11}\}, \{I_3, I_6, I_7, I_9\}, \{I_3, I_6, I_7, I_{11}\}, \{I_3, I_6, I_9, I_{11}\}, \{I_3, I_7, I_9, I_{11}\}, \{I_3, I_8, I_9, I_{11}\}, \{I_4, I_7, I_9, I_{11}\}, \{I_4, I_7, I_9, I_{11}\}, \{I_4, I_7, I_{11}, I_{11}\}, \{I_4, I_8, I_{11}, I_{11}\}, \{I_5, I_7, I_9, I_{11}\}, \{I_5, I_7, I_{11}, I_{11}\}, \{I_5, I_8, I_{11}, I_{11}\}, \{I_5, I_9, I_{11}, I_{11}\}, \{I_6, I_7, I_{11}, I_{11}\}, \{I_6, I_8, I_{11}, I_{11}\}, \{I_7, I_9, I_{11}, I_{11}\}, \{I_8, I_9, I_{11}, I_{11}\}\}.

Then verify candidate itemset \{I_3, I_4, I_{11}\}, \(B=\{A_3,A_4,A_7,A_9\}\), the number of 1s is 3, which is not less than \(\text{min\_sup}\), so \{I_3, I_4, I_{11}\} is frequent 3 itemsets. At this time, \(C_4=\{I_3, I_4, I_7, I_{11}\}, \{I_3, I_4, I_9, I_{11}\}\}.

Candidate itemset \{I_3, I_4, I_{11}\} is not a frequent itemset because \(B=\{A_3,A_4,A_7,A_9\}\), the number of 1s is 2. Candidate itemset \{I_3, I_4, I_{11}\} is also not a frequent itemset because its support is less than \(\text{min\_sup}\). At this time, \(C_4\) is null. Then verify the remaining items in \(C_3\), by using the same method to verify each candidate itemset. Finally, \(C_5=\{I_3, I_4, I_7, I_9\}\).

We can generate association rules according to generated frequent itemsets and generating association rules algorithm. It is simple; this paper does not study this problem.

### 4. Performance Analysis and Testing

From the above analysis, the improved algorithm can generate all frequent itemsets, and the improved algorithm has many advantages compared to classic Apriori algorithm and other improved algorithms in generating frequent itemsets, as follows:

1. The improved algorithm need scan database only once, which greatly reduces time overhead, Apriori algorithm need scan database many times, Apriori_M algorithm also need scan database two times, DFS algorithm also need scan database two times.

2. Construct the upper triangular matrix when scanning database, in the upper triangular matrix the rows represent the item set of database and the columns also represent the item set of database. So the upper and the lower are same, then we only need storage the upper of matrix, which saves a lot of space.

3. The improved algorithm can easily generate frequent 2 itemset by traversing UTM, if the value of the coordinates \([i,j]\) is not less than the minimum support threshold, then the item set \{I_i, I_j\} is frequent 2 itemset. So the improved algorithm solves the bottleneck problem of generating frequent 2 itemset.

---

### Table 7. Binary item set arrays for suspect dataset.

<table>
<thead>
<tr>
<th>Array</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_2</td>
<td>{0,0,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0}</td>
</tr>
<tr>
<td>A_3</td>
<td>{0,1,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}</td>
</tr>
<tr>
<td>A_4</td>
<td>{0,0,1,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0}</td>
</tr>
<tr>
<td>A_5</td>
<td>{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}</td>
</tr>
<tr>
<td>A_6</td>
<td>{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}</td>
</tr>
<tr>
<td>A_7</td>
<td>{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}</td>
</tr>
<tr>
<td>A_8</td>
<td>{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}</td>
</tr>
<tr>
<td>A_9</td>
<td>{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}</td>
</tr>
<tr>
<td>A_10</td>
<td>{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}</td>
</tr>
<tr>
<td>A_11</td>
<td>{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}</td>
</tr>
</tbody>
</table>

---

The improved algorithm adopts binary 1 and 0 to store transaction information instead of storing transaction number TID, if transaction number TID need \( k \) bytes, then DFS algorithm need \( k \times 8 \times n \times m \) bits storage space, but the improved algorithm only need \( n \times m \) bits storage space, \( n \) is the number of transactions, \( m \) is the number of items for database. So \( k \), \( m \) and \( n \) are more, the improved algorithm can save more space.

Although the improved algorithm need generate candidate item set, but it uses connected items and UTM, so it is efficient to generate candidate item set. There have \( n \) candidate \( k \) itemsets, Apriori algorithm need perform join operation \( m^2 \) times, but the improved algorithm only needs perform join operation \( m \) times.

The improved algorithm verifies whether a candidate item set is a frequent item set by using logic AND operation, which greatly improve the speed of generating frequent itemsets. In addition, the algorithm can generate all frequent itemsets, which solves the problem that some algorithm [18] can not generate all frequent itemsets.

In order to further verify the performance of the improved algorithm, this paper implemented Apriori algorithm, DFS algorithm and the improved algorithm. Experimental environment: Memory is 1 G, CPU is Intel Pentium M 1.73 GHZ, using C# language, and test database is mushroom database which is provided by Literature [23]. Experiment results obtained in different minimum support are shown in Fig. 1.

From the Fig. 1, we can see clearly that the improved algorithm is better than Apriori algorithm and DFS algorithms in different minimum support. The improved algorithm is more obvious advantage when the minimum support is lower.

How is the improved algorithm when database scale is more and more large? We still in mushroom database for example, because records in mushroom database are very little, so copy records. Experiment results obtained in different database scale are shown in Fig. 2.

From the Fig. 2, we can see clearly that the improved algorithm is better than Apriori algorithm and DFS algorithms in different scale database. The improved algorithm is more obvious advantage when database scale is very large. So the improved algorithm is very suitable for large scale database.

Experimental results show that the improved algorithm has more advantages than Apriori algorithm and DFS algorithm in different minimum support or different database scale. So the improved algorithm is useful to mine frequent itemsets, and the improved algorithm has lower time and space overhead.

5. Conclusion

This paper proposes the new generating frequent itemset method for database, the algorithm reduces the number of scans in the database and improves efficiency and reduces the computing time by taking the advantage of connected item and UTM and logic AND operation technique and reduces the space overhead by using binary 1 and 0. Experimental results show that the improved algorithm has better efficiency than other algorithms, and the improved algorithm is more suitable for large scale database.

Although the improved algorithm has many advantages, we also found the improved algorithm has some problems to be studied further. For example, the improved algorithm can not process incremental update mining. We will give improved research on this.
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