Feedback-free Wavelet Based Distributed Coding for Video
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Abstract: Distributed video coding can effectively reduce the complexity in encoder, so it adapts to the capacity-constrained scenarios, such as the wireless video sensor network. But in wireless networks, the transmission rate's instability caused by the fluctuant bandwidth will influence the video reconstructed quality. This paper proposes a wavelet domain distributed coder for video which allows for scalability and does not need feedback channel. At the encoder, a simplified integer wavelet transform algorithm is adopted to improve the computational efficiency. Then according to the channel condition, either the low-frequency coefficients or the low frequency plus several high frequency coefficients are selected. At the decoder, the video sequence is reconstructed by the received coding rate and the generated side information. The simulation results show that the proposed scheme can reduce the transmission bit rate with a good video transmission quality.

Keywords: Distributed video coding, Wavelet transforms; Video coding.

1. Introduction

With the development of broadband wireless network, more and more mobile video terminals have been used in multimedia communications. These application scenarios require a light encoder in which the computation and memory capacity are scarce at the wireless terminals. A new video compression paradigm Distributed Source Coding (DSC) based on Slepian-Wolf lossless coding theory [1] and Wyner-Ziv lossy coding theory [2] has been proposed. For two correlated sources, X and Y are encoded independently and then jointly decoded to achieve compression. Source Y is compressed with traditional coding techniques and used at the decoder to estimate source X. According to Slepian-Wolf theorem [1], if this estimate is used as a Side Information SI to aid decoding, the original source X can be lossless reconstructed at rates \( R \geq H(X|SI) \) even if SI is not known at the encoder. The counterpart of the Slepian-Wolf theorem for lossy source coding is Wyner-Ziv’s work [2]. Wyner proposed that such compression can be achieved using channel coding techniques, where X is compressed into its syndrome representation S, and SI is used to choose the most likely value of X from the other coset elements represented by S. Recently, several practical schemes based on the DSC principles have been proposed for video coding, i.e. Distributed Video Coding, such as the European DISCOVER codec architecture [3], Bernd Girod’s
DVC scheme with feedback channel [4], Ramchandran’s PRISM (Power-efficient Robust high-compression Syndrome-base Multimedia) scheme [5], and etc.

In the Distributed Video Coding (DVC) scheme based on Wyner-Ziv theorem, the video frames are divided into key frames and Wyner-Ziv frames. The key frames (i.e. K frames) adopt conventional intraframe coding decoding algorithm. The Wyner-Ziv frames (i.e. WZ frame) use inside coding and inter decoding. There are two approaches: the pixel domain Wyner-Ziv codec system and the transform domain Wyner-Ziv codec system [2]. Due to the low compression efficiency of the pixel domain WZ coding, many researches focused on the transform domain WZ coding, such as Stanford’s Wyner-Ziv decoding scheme based on discrete cosine transform (DCT) [4], in which the video frame is divided into 8×8 or 16×16 sample blocks, and it leads to “block effects”. So, the discrete wavelet transform (DWT) has been widely used in DVC paradigm due to its advantages of multi-resolution analysis and spatial de-correlation. In [6], the author proposed a linear prediction model to exploit the inter-band correlation of DWT coefficients of the hyper spectral imagery. In [7], the authors use the RWDT reference frames for finding matching blocks which satisfy CRCs to overcome the shift-variant of DWT domain. In [8], the author decomposed the original video into the reduced-resolution layer and the high-pass subbands by DWT, and the reduced-resolution layer is coded by an adaptive DPCM WZ coding and intra block coding strategy.

In this paper, we propose a wavelet based DVC scheme with a feedback-free adaptive rate control algorithm according to the bandwidth. At the encoder, a simplified integer wavelet transform algorithm is adopted to improve the computational efficiency. Then according to the channel condition, either low-frequency coefficients or low frequency plus several high frequency coefficients are selected. At the decoder, the video sequence is reconstructed by the received coding rate and the generated side information. The rest of this paper is organized as follows. In Section 2, we describe our scheme in detail. In Section 3, we give the experimental results and compare the performance of the proposed coder with conventional intra-frame coding. Finally, conclusions and future works are discussed in Section 4.

2. The Proposed Feedback-free Wavelet Based DVC Architecture

In this section, we propose a feedback-free wavelet based DVC scheme, which is shown in Fig. 1. At the encoder, the video frames in one given GOP (group of picture) are divided into key frames (i.e. intra frames) and non-key frames (i.e. Wyner-Ziv frames, WZ frames for short). The key frames are intra coded with a traditional video coding approach like H.264/AVC, and the non-key frames are Wyner-Ziv coded.

At the WZ encoder, a simplified integer discrete wavelet transform (DWT) is adopted to exploit the spatial correlation. After transformed by simplified integer DWT, there are two types of coefficients to be generated: the coefficients of the lowest frequency subband and the coefficients of high frequency subbands. Considering the coefficients of the lowest subband represent most information of one frame, so in our scheme, only the lowest frequency subband is quantized, then the quantized coefficients are converted to their binary representations and a series of bitplanes are constructed by the same efficient location bit of them. These bitplanes are encoded using Turbo encoder, and only the parity bits are stored in buffer and ready for being transmitted on demands. All the coefficients of high frequency subbands are ignored due to their representation of the detailed information of the frame.
2.1. Simplified Integer Wavelet Transform for the Lowest Frequency Subband

Wavelet transform is used in DVC coding systems due to its flexibility in representing nonstationary image signals and its ability to adapt to human visual system. The wavelet transform can decompose a nonstationary signal into a set of multiscaled subbands form coarse to fine, as shown in Fig. 2. The coefficients are comparatively stationary and easier to be coded. After wavelet transform, the energy of the whole image is reallocated and most of energy is grouped together into a small location. Sweldens proposed wavelet transform theory based on division-forecast-update, resulted in the wavelet transform being calculated in the integer domain and avoiding the quantization error in pre-process [9]. Then Said. An adopted single ascension and double ascension method to improve the compression ratio by 10 %, compared with the predictive coding and Haar wavelet [10]. In [11], the authors proposed a new method to compute integer wavelet transform (IWT) by binary coefficient to avoid the multiplications, and the algorithm was easy to implement on FPGA or DSP hardware.

Currently, fast WT algorithms include EZW, SPIHT SFQ, EPWIC, and EBCOT [12]. Two types of ascension wavelet are commonly used: one is 5/3 wavelet used for lossless image compression and lossy image compression; the other is 9/7 wavelet transform, used for high quality image lossy compression.

In this paper, we propose a simplified fast wavelet algorithm based on ascension algorithm. The experimental results shown in Table 1, the efficient of DWT is improved by 70 %. The proposed algorithm is based on the reversible integer 5/3 wavelet transform, which is one of the lifting wavelet. The basic arithmetic of lifting wavelet transformation is through a lazy wavelet to constructs a better nature new wavelet gradually. There are three steps of integer wavelet transform based on lifting scheme, which is described specifically as follows and shown in Fig. 2.

![Fig. 2. Lifting wavelet transform diagram.](image)

1. Split
Subset the original signal $S$ into even signal $S_{2j}$ and odd signal $S_{2j+1}$, $F(S) = (S_{2j}, S_{2j+1})$.

2. Predict
In view of data relevance, keep even signal $S_{2j}$ constant, predict odd signal $S_{2j+1}$ through interpolation method, $d_j$ is the $D$-value between predictive value and the actual value, i.e. $d_j = s_{2j+1} - P(s_{2j+1})$, and $P$ is the prediction operator.

3. Update
Because decomposed into two subsets, some characteristics of the original set are lost, to make the subset data and the original set data have the same characteristics, update $S_{2j}$ using $d_j$, in order to retain some characteristics of the original signal $S$, such as retain the same average value, this operation recorded as, $a_j=a_{2j}+U(d_j)$ and $U$ is the update operator. Considering about 5/3 biorthogonal wavelet, $d_j$ and $a_j$ are calculated by formula (1) and (2) respectively.

$$d_j = s_{2j+1} - \left\lfloor \frac{1}{2}(s_{2j} + s_{2j+1}) \right\rfloor$$ (1)

$$a_j = s_{2j} + \left\lfloor \frac{1}{2}(d_{j-1} + d_j) \right\rfloor$$ (2)

The multiplication of lifting coefficient (1/2 and 1/4) can be replaced by shift operation to reduce computation. In the traditional fast algorithm, first step is to make a one-dimensional IWT transform in row, resulting in high and low frequency parts in horizontal. The second step is to do one-dimensional IWT in column. Due to the low frequency part containing the most energy image, the importance of low frequency part is far higher than the high frequency part.

Considering the limited processing ability of DVC encoder, the second step can be simplified by ignoring the high frequency part. A picture of original image is treated as shown in Fig. 3. The proposed method focuses on high-efficiency calculation of low-frequency region, and ignores the low-efficiency calculation of high-frequency region.

![Fig. 3. Two-level wavelet decomposition (left: traditional algorithm, right: proposed simplified algorithm).](image)

We perform our method on Foreman and Coastguard QCIF test sequences, comparing with ascension 3/5 fast wavelet algorithm under the same hardware and software environment. The results are shown in Table 1, the proposed simplified integer DWT is fast than the traditional lifting 3/5 wavelet algorithm by 57.4 %.
Table 1. The efficiency contrast of the traditional fast algorithm and the simplified algorithm.

<table>
<thead>
<tr>
<th>Video sequences</th>
<th>Algorithms efficiency (millisecond/frame)</th>
<th>Efficiency compared</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Traditional algorithm</td>
<td>Proposed algorithm</td>
</tr>
<tr>
<td>Foreman</td>
<td>26.69</td>
<td>16.95</td>
</tr>
<tr>
<td>Coastguard</td>
<td>33.35</td>
<td>18.31</td>
</tr>
<tr>
<td>Soccer</td>
<td>33.14</td>
<td>18.56</td>
</tr>
<tr>
<td>Hallmonitor</td>
<td>31.57</td>
<td>17.43</td>
</tr>
</tbody>
</table>

Notes: Test environments are ARM (model EBD9260, CPU 180 MHz) and Linux (kernel version 2.6.19), video quality is QCIF (176×144), processing frame number is 300 frames.

2.2. Filled Method for High Frequency Subbands

In the PRISM framework [5], which is characterized by a feedback-free architecture with a hash-based motion search at the decoder, at the encoder, hash codes are generated by reduced-resolution and coarse quantizations for each coding block (such as 8×8), then the mean-square deviation of hash code is calculated between the previous frame $F_{i-1}$ and the current frame $F_i$ at the same position. At the decoder, if the mean-square deviation is less than the threshold value $G$, the decoder directly copy the block from the previous frame $F_{i-1}$ at the same position. According to this algorithm, few of the low frequency coefficients can meet the condition, but most of the high frequency coefficients can meet the requirements [12].

Considering that if two adjacent frames in one video sequence are very close, the accurate of side information by interpolation or extrapolation is close to 30 dB in PSNR. Generally, human eyes are unable to distinguish two images if the PSNR value is more than 30 dB [13]. For foreman sequence, the experimental results of the wavelet coefficients statistics for the original image and SI are shown in Table 2 and Table 3 respectively. As we can see, the low frequency subband of the side information is very close to the original image in mean value and variance. Meanwhile, the low frequency subband contains most of the energy of original image while the high frequency subbands contains a small fraction.

Table 2. Wavelet coefficients statistics of foreman video sequence.

<table>
<thead>
<tr>
<th></th>
<th>Max</th>
<th>Min</th>
<th>Mean value</th>
<th>Variance</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original image</td>
<td>255</td>
<td>0</td>
<td>99.05</td>
<td>52.88</td>
<td>100 %</td>
</tr>
<tr>
<td>LLL</td>
<td>250.75</td>
<td>-4.2</td>
<td>99.02</td>
<td>52.56</td>
<td>99.7 %</td>
</tr>
<tr>
<td>LLH</td>
<td>34.25</td>
<td>-34.41</td>
<td>-0.45</td>
<td>2.92</td>
<td>0.04 %</td>
</tr>
<tr>
<td>H2</td>
<td>35.48</td>
<td>-31.32</td>
<td>-0.74</td>
<td>1.09</td>
<td>0.07 %</td>
</tr>
<tr>
<td>LH</td>
<td>20.11</td>
<td>-24.56</td>
<td>0.01</td>
<td>2.06</td>
<td>0.06 %</td>
</tr>
<tr>
<td>H</td>
<td>17.24</td>
<td>-15.17</td>
<td>0.03</td>
<td>2.14</td>
<td>0.13 %</td>
</tr>
</tbody>
</table>

Table 3. Wavelet statistics of foreman video sequence.

<table>
<thead>
<tr>
<th></th>
<th>Max</th>
<th>Min</th>
<th>Mean value</th>
<th>Variance</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI</td>
<td>255</td>
<td>0</td>
<td>92.05</td>
<td>47.88</td>
<td>100 %</td>
</tr>
<tr>
<td>LLL</td>
<td>250.75</td>
<td>5.0</td>
<td>101.02</td>
<td>69.56</td>
<td>99.7 %</td>
</tr>
<tr>
<td>LLH</td>
<td>30.25</td>
<td>-36.41</td>
<td>-0.72</td>
<td>2.11</td>
<td>0.04 %</td>
</tr>
<tr>
<td>H2</td>
<td>37.34</td>
<td>-28.17</td>
<td>-0.53</td>
<td>1.23</td>
<td>0.08 %</td>
</tr>
<tr>
<td>LH</td>
<td>22.04</td>
<td>-23.51</td>
<td>-0.01</td>
<td>2.17</td>
<td>0.06 %</td>
</tr>
<tr>
<td>H</td>
<td>16.64</td>
<td>-14.20</td>
<td>0.05</td>
<td>2.10</td>
<td>0.12 %</td>
</tr>
</tbody>
</table>

According to the above analysis, the LLL subband represents most information of one frame which is the most important part for transmission, and the high frequency subbands contains the detailed image information. Furthermore, according to the high frequency subbands of the original image and SI are very close in mean variance, so we use the high frequency subbands of the SI to fill the decoding frame directly. The corresponding quality results of directly filled method of foreman and coastguard sequences are shown in Fig. 4, 5 and 6.
2.3. Embedded Coding without Feedback

Compressed video streaming is sensible to the transmission errors in time-variable bandwidth and error-prone wireless communication networks, so the scalable coding technology was proposed. Scalability encoder is divided into two kinds: hierarchical coding and Fine Granularity Scalability (FGS). The hierarchical coding streaming is divided into several layers, and can only be truncated at the stratified place while transmitting or decoding. FGS can be cut off in any position, so its code rate is continuous variable and be called embedded coding.

Commonly, in DVC architecture, a feedback channel is required for the decoder to decide the parity bit rate according to SI, and feedback it to the encoder. But the feedback brings the additional delay, and it is unsuitable for real-time applications. For the feedback free DVC, it is difficult for the encoder to estimate the optimal bit-rate of a specific coding block adaptively without access the side information available at the decoder. In this paper, the optimal number of parity bits is estimated according to the image signal’s intensity. The encoder controls the parity rate according to the current signal intensity. Embedded coding can be accurate code rate control, which is suitable for multimedia communication network. The SI filled high frequency method, mentioned in the second part of this paper is fit for embedded codec. Encoder decides rate of code stream, according to real-time bandwidth, then use side information to fill the rest of the image. Before transmission, the wavelet coding plane should be transformed into binary bit plane, and the priority order of each subband is LLL-LLH-H2-LH-H, as shown in Fig. 7.
Fig. 7. Priority order of each frequency subband.

The data rate of coded LLL subband streaming is about 1/16 in one frame, but contains 99.7% of the energy, so it has the highest priority. LLH and H2 subbands are similar to LH, HL and HH subbands. LH and HL represent the horizontal and vertical direction of the high frequency subbands respectively. HH represents the diagonal direction of high frequency subbands. According to human eyes are more sensitive to HL and LH than to HH subband, the priority of LLH subband is higher than H2, the priority LH priority is higher than H subband. In order to facilitate rate control, two extra bytes have been added into the bit streaming to identify the transmitted bit number. For example, the image resolution is QCIF (176×144), the coding rate is 4/5 Turbo code, and the video frame rate is 25 frame/s, then if all LLL, LLH, H2 subbands need to transmit, the data rate is close to 300 kbps, while the LLL subband need 79 kbps. In Fig. 8, the reconstructed quality of only transmitting LLL subband, transmitting LLL+LLH subbands and transmitting LLL+LLH+H2 are shown respectively.

3. Experimental Results

To testify the coding efficiency of proposed wavelet domain DVC, we implemented it and assessed the performance on two QCIF video sequences, i.e. foreman and coastguard sequences. In each sequence, 300 frames are selected. For the sake of simplicity, we take WZ frames as the even frames and key frames as the odd frames of the sequence. So, we have the GOP structure as I-W-I-W. Because this paper mainly focuses on how to code the Wyner-Ziv frames efficiently, we assume that the key frames are available at the decoder perfectly reconstructed. The Wyner-Ziv frames are intra-frame encoded using the proposed scheme. The Turbo encoder is adopted for channel coding due to its inner robustness.

In our experiments, we compare the RD performance of our scheme with Stanford scheme. The reconstruction quality is shown in Fig. 9 and the RD performance of each frame at a constant bit rate is shown in Fig. 10. As we can see, the RD performance of our scheme is better than the SPIHT scheme. The reconstructed image is acceptable according to the PSNR is about 30 dB [6]. Fig. 10 shows the comparison between and Stanford method in different channel bandwidth. As we can be seen, the proposed method can solve the DCT “block effect”, and the video output quality is improved by 1~2dB in PSNR.

Fig. 8. Decoded frame #60 of Foreman (from left to right: the original image, transmitting LLL, transmitting LLL+LLH, transmitting LLL+LLH+H2).

Fig. 9. Reconstruction quality at 80 Kbps (PSNR = 28.6 dB) (left: the original image; middle: Stanford scheme; right: the proposed scheme).
4. Conclusions

In this paper, we propose a wavelet domain distributed coder for video which allows for scalability and does not need feedback channel. At the encoder, a simplified integer wavelet transform algorithm is adopted to improve the computational efficiency. Then according to the channel condition, either the low-frequency coefficients or the low frequency plus several high frequency coefficients are selected. At the decoder, the video sequence is reconstructed by the received coding rate and the generated side information. The simulation results show that the proposed scheme can reduce the transmission bit rate with a good video transmission quality.
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