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Abstract: Underwater acoustic (UWA) channel is a complex time-, space- and frequency-variant channel. So to realize the high efficiency and real-time transmission of image with great data quantity, it will refer to both source coding and channel coding. In underwater acoustic channel, the Joint Source and Channel Coding (JSCC) get better performance than separated coding. To aim at the image transmission in UWA communication system, this paper presents joint source and channel coding approach, putting forth the technology of joint source and channel coding in image transmission in the underwater acoustic channel. And it is an active attempt that the joint source and channel coding combines with OFDM technology to insure image transmission with high quality in underwater acoustic channel. Studies also show that the method can get better balance between bit error rate and code length, and the image can get better anti-noise property.

Keywords: Image transmission, Underwater acoustic, Joint source-channel coding.

1. Introduction

The use of acoustic wave as message carrier to transmit in a complex time-space and frequency-variant and multipath transmission underwater acoustic channel, is currently the only effective means to achieve underwater wireless communication optional. To complete image transmission which contains a great amount of data in underwater acoustic channel, effective source coding and channel coding is indispensable. In occasion that separation best hypothesis of separation theorem is impossible, balance the source coding bit rate and channel coding rate’s influence to distortion, a kind of Joint Source-Channel Coding to distribute appropriate resources in both source coding and channel coding by a joint strategy in order to make the communication system to be more optimal is getting more and more widespread attention in the communications sector [1].

In this paper, making use of Turbo code’s characteristic of being suitable for the different code rate, we do different error correction protection according to the level of its importance for the reconstructed image whose original image data compressed by SPECK algorithm based on the wavelet transform. This source-based optimization of channel coding takes full advantage of characteristic that Source encoded data stream is in order of importance, and improve the shortage that SPECK algorithm is very sensitive to the bit error. In order to verify the performance of this Joint Source-Channel Coding method.
Coding’s unequal error protection channel coding. This paper introduces a BSC and White Gaussian noise channel model, verifying the performance of joint coding in the above two kinds of model.

2. Joint Source-channel Coding Schemes

The Joint Source-Channel Coding based on SPECK compression coding and Turbo code that is proposed in this paper belong to channel coding based on the source optimization. Its principle is to optimize the distribution of redundant bit or the emission energy in different information bits. In order to get better transmission quality, the more important source data will be distributed more bits (or more emission energy), and the data that is less important will be distributed less bits to obtain a minimum end-to-end distortion [2-4]. The concrete realization of Joint Source-Channel Coding scheme will be described in the following sections, and the principle block diagram of JSCC combined with OFDM is shown as Fig. 1.

![Fig. 1. The principle block diagram of JSCC combined with OFDM.](image)

2.1. SPECK Compression Code

SPECK code is a kind of image coding scheme based on wavelet transform, including initialization, sort, refine and quantization four steps. The wavelet transform using wavelet transform that is constructed by lifting scheme includes the following three steps: split, forecast and update, the core of it is representing it with a more compact form according to some correlation between the data. SPECK code makes the low-frequency information of image concentrating in the upper left corner, and using set partitioning to encode the important information priority [5-7]. It makes important information of image is concentrated in front of the code stream, so that when doing channel encoding, it can be so easy to encode the important information and unimportant information separately.

The steps of SPECK coding algorithm includes: Initialization: In this step we divide the image coefficients matrix that after being processed by wavelet transform into two sets and initialize the threshold and the important coefficients list (LSP) and unimportant coefficient list (LIS); Sorting Pass: This step includes ProcessS(S) and ProcessI(I), in ProcessS(S), we sort the LIS and judge the importance of the sets of LIS, and in ProcessI(I), we judge the importance of the remaining blocks and split; Refinement Pass: We output some specific bits in this step; the last step is Quantization Step. The flow chart of SPECK coding is shown as Fig. 2.

![Fig. 2. The flow chart of SPECK coding.](image)
2.2. Turbo Code

Turbo codes can achieve a better balance between the decoding complexity and bit rate, using low bit rate to do channel encode for important information, and using high bit rate for unimportant information [8]. As for decoding, bit streams having different bit rates should correspond different iteration times in order to reduce the bit error ratio of important information as much as possible and improve the rate of decoding, at last to achieve a better balance of the error rate and the decoding speed [9].

Turbo Code encoder comprises two feedback systematic convolutional (RSC) encoder connected in parallel by an interleaver. Encoded parity bits going through puncturing array, thereby generating a code word of different bit rates [10]. The structure diagram of Turbo code encoder is shown as Fig. 3. Turbo decoder uses a feedback structure, decoding in an iterative manner, while the use of iterative decode is exactly one of underlying reason of why Turbo code can have good performance, it improves the decoding performance by exchanging the soft information of component decoder. The decoding algorithm introduced in this paper is SOVA algorithm, it is generally connected into parallel cascade form, it uses the later bits of information to improve the credibility of the verdict earlier, it can be divided into following steps, the structure diagram of Turbo code decoder is shown as Fig. 4: Calculated path metrics and measurement; Updated reliability metrics; Subtracting the inner information and get outer information value required by the next step.

![Fig. 3. The structure diagram of Turbo code encoder.](image)

![Fig. 4. The structure diagram of Turbo code decoder of SOVA algorithm.](image)

2.3. Joint Source-Channel Coding Realization

Joint Source-Channel Coding principle block diagram is shown as Fig. 5. Its realization is as follows: Wavelet transform: In this paper, lifting scheme is used to do three-level wavelet transform for image. SPECK code: In order to facilitate the procedures for the processing of the wavelet coefficients, the coefficients matrix after wavelet transform is stretched into a one-dimensional array in accordance with the Z-shaped; LISi list records the location of the collection in LIS list (the collection list of unimportant coefficients), LISj list records the size of LIS collection, LSP (the collection list of important coefficients) list records the locations of elements. Then according to threshold value T, scanning the wavelet coefficients one by one from the lowest sub-band. The length of important information should be designed. This length can be decided by the size of the lowest-frequency information after wavelet transform, the size of the high frequency part of information that changes greatly like information representing the edge of image and the size of sequence header. In this paper, the first 1/4 part of the total frame is set as the important information. The selection of the
component encoder: Turbo code used PCCC structure is selected in this paper, the structure of two component encoder (RSC1 and RSC2) is the same, the RSC encoder of (17, 15) structure is used. The random interleaver is used, the code elements are interleaved after a set of random numbers being pretreated. According to the length of important information, first coding the important information that is in the front of the data stream by code rate of 1/3 in parallel convolution way, and coding the unimportant information by code rate of 1/2, then according to puncturing matrix \( P = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \) to puncture. The coding scheme in this paper is aim at underwater acoustic channel (UAC), the conditions of UAC is bad, but it’s the only effective means of optional underwater wireless communication. The decoding of Turbo code uses SOVA iterative decoding, important information after coding by code rate of 1/3 uses the iterative number of 6, as for unimportant information, the number is 4.

![Fig. 5. The principle block diagram of JSCC.](image)

3. Introduction of Channel Model and Method of Image Analysis

Channel is an essential part of any communication system, and the discussion in this paper mainly based on UAC. UAC has numbers of unfavorable factors like high ambient noise, narrow bandwidth, low useful carrier frequency, large transmission delay and so on. It can be one of the most difficult wireless communication channels. The simulation experiments in this paper using two analog channels: white Gaussian noise channel and Binary Symmetric Channel [11].

3.1. White Gaussian Noise Channel

Gaussian channel often refers to the weighted white Gaussian noise (AWGN) channel. In such noise assumption as in the entire channel bandwidth, the power spectral density is a constant, and the amplitude found Gaussian probability distribution, i.e. the so-called white noise. Ideal white noise is not present, but if the uniform distributed frequency range of the noise power spectrum is greater than actual bandwidth of the system, then this noise can be regarded as white noise. Gaussian channel is of great significance for evaluating the upper bound of the performance of a system. In this paper, additive white noise is discussed, which is present in dependent of information signal, and interferes with the information signal in a superimposed form.

3.2. Binary Symmetric Channel

Binary Symmetric Channel is a discrete channel. Its input and output are both this two symbols: 0 and 1, transmits 0 and receive 1 or transmits 1 and receive 0, which both have the same probability. So called channel is symmetrical. The conditional error probability represented by \( p \). Binary symmetric channel transition probability is shown in Fig. 6. The reason to choose such a simple channel like BSC is that it meets the lowest error protection requirements of transmitting any source information in a physical channel, in which a relatively simple environment can help us better understanding the problem.

![Fig. 6. Binary symmetric channel transition probability.](image)
3.3. Image Quality Measure Standard

PSNR, the traditional objective evaluation method based on the statistical properties, is the difference in mathematical statistics. It’s a measure of image that pays attention to rebuilding, or how similar the reconstructed image to the original one. \( I(x, y) \) represents the original image, \( I'(x, y) \) represents distorted image, \( M \times N \) is the size of image, \( m \) is the maximum value of a pixel can be achieved. The expression of PSNR is described as Eq. (1).

\[
\text{PSNR} = 10 \log_{10} \frac{m^2}{\frac{1}{MN} \sum_{i,j} [I(x,y) - I'(x,y)]^2}
\]  

(1)

4. The Results of Joint Source-Channel Coding and Analysis

4.1. BSC Channel

In this paper, the simulation is done in an 8 bit’s Lena picture whose size is 256 \( \times \) 256. The lifting scheme of wavelet transform is used. Transform number is three, and compression ratio is 14:1. The code stream after SPECK coding is divided into 20 frames. Turbo code uses RSC (17, 15) to do separated source-channel equal error protection channel coding and joint source-channel unequal error protection channel coding for experimental image. In binary symmetric analog channel, code rate of 1/2 and iterative decoding time of 4 are used for EEP coding. As for the UEP proposed in this paper, the code rate of the first 5 frames (important information) are 1/3, and the iteration is 4, while the other frames use the code rate of 1/2, and the iteration is 2. When BER is \( 10^{-3}, 5 \times 10^{-3}, 10^{-2}, \) and \( 5 \times 10^{-2} \), doing experiment repeatedly to get average PSNR value, the results is in Table 1.

Through the experiment, we decide that when the PSNR value of reconstructed image is lower than 15 dB, the image is unrecognizable (Fig. 7 (e): EEP BER=\( 5 \times 10^{-2}, \) PSNR=14.9041), and when the PSNR value of reconstructed image is 29.1182 dB, the image is error-free restored (Fig. 7(b): UEP BER= \( 10^{-2}, \) PSNR=29.1184). During these two level of pictures, there’re Fig. 7(c) (EEP, BER=\( 10^{-2}, \) PSNR=22.8346) and Fig. 7(d) (UEP, BER= \( 5 \times 10^{-2}, \) PSNR=22.5134). While Fig. 7(a) is the Initial ‘Lena’. As the result, in case of high BER (BER>\( 5 \times 10^{-3} \)), the performance of UEP is better than EEP, but is not obvious. In the following section, further simulation will be done in white Gaussian noise channel.

| Table 1. Comparison of EEP and UEP under different channel BER. |
|------------------|------------------|------------------|------------------|------------------|
| **Type/BER**     | \( 10^{-3} \)    | \( 5 \times 10^{-3} \) | \( 10^{-2} \)    | \( 5 \times 10^{-2} \) |
| EEP              | 29.1182          | 29.1182          | 22.8345         | 14.9041          |
| UEP              | 29.1182          | 29.1182          | 29.2284         | 22.5134          |

![Fig. 7. EEP vs. UEP (for Lena).](image-url)
4.2. White Gaussian Noise Analog Channel

The experiment was divided into the following three groups. In group one the SNR is 2.0 dB, experimenting for many times, and the experiment condition is EEP with code rate of 1/2 and decoding iterations of 6. In group two the SNR is 2.0 dB, experimenting for many times, the experiment condition is UEP with code rate for important information (first five frames) of 1/3 and decoding iterations of 6, code rate for unimportant information of 1/2, and decoding iterations of 4. In group three the SNR is from 0.5 dB to 3.0 dB, the experiment condition is EEP and UEP. After groups of experiments of above settings, we choose some groups of results representative in this paper to analyze the impact of different source and channel coding scheme for image transmission rebuild. Ex1 and Ex2 taken EEP scheme, and Ex3 taken UEP scheme, Table 2 shows the comparison of total BER and PSNR of EEP and UEP by giving the number of error bits when the signal-to-noise ratio (SNR = 2.0 dB) are the same.

<table>
<thead>
<tr>
<th>Frame sequence</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Total BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex1’s number of error bits:</td>
<td>6</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>10</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>0.0020</td>
</tr>
<tr>
<td>Ex2’s number of error bits:</td>
<td>0</td>
<td>22</td>
<td>8</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>11</td>
<td>8</td>
<td>2</td>
<td>0.0034</td>
</tr>
<tr>
<td>Ex3’s number of error bits:</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td></td>
<td></td>
<td>0.0019</td>
</tr>
</tbody>
</table>

| Frame sequence | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | PSNR |
|----------------|----|----|----|----|----|----|----|----|----|----|      |
| Ex1’s number of error bits: | 0 | 6 | 0 | 5 | 0 | 17 | 4 | 8 | 0 | 0 | 9.3427 |
| Ex2’s number of error bits: | 0 | 0 | 2 | 0 | 15 | 26 | 0 | 10 | 6 | 0 | 15.8950 |
| Ex3’s number of error bits: | 0 | 6 | 0 | 4 | 2 | 8 | 6 | 24 | 0 | 0 | 21.4604 |

From the above data we can see that Ex1 and Ex2 are most representative groups in the EEP experiments. In Ex1 first frame transforms 6 bits’ error bits, while in Ex2 there is no error in the first frame. Although the total BER of Ex1 is lower than Ex2, but its PSNR value is lower than Ex2, and from image we can see that the result of Ex2 shows the broad contours of image while the result image of Ex1 is unrecognizable. It shows that important information is sensitive to error, although the BER of Ex3 is similar to Ex1, because the location of error bits are different, so the PSNR value of reconstructed image of Ex3 is bigger. Experimenting in condition of UEP for numbers of times, the results show that the first five frames’ accuracy is ensure in this way, so the problem of not rebuilding the image would not happen in condition of EEP. From Fig. 8(a) (EEP SNR=2.0dB, PSNR=9.3427), we can see that SPECK using the block-based coding structure, when error bit happens in transmission, only the block that has error bits is influenced. SPECK coding has strong error tolerance and overcomes the shortcomings of EZW that error bit will influence the whole structure of tree and having great damage to image. When SNR is 1.0 dB, the experiment is operated in condition of EEP. The image is unable to rebuild when the PSNR value is only 7.94 in EEP condition. When the experiment is in condition of UEP, the image can be rebuilt. We also learnt the average PSNR value can be 20.65 in this condition (as shown in Fig. 8(d)). There're another two examples shown in Fig. 8(b) (EEP SNR=2.0dB PSNR=15.8950) and Fig. 8(c) (UEP SNR=2.0dB, PSNR=21.4606).
In this paper, the experiments are in conditions of UEP and EEP when SNR is from 0.5 dB to 3.0 dB. Image after processing is difficult to identify because some results of the experiments are close to each other. In this paper, the PSNR value is shown instead of image after processing, in order to get data more objectively, we repeat every kind of experiment 30 times and averaging the results. The results are shown in Fig. 9. As shown in the Fig. 9, when SNR is high, the performance of EEP and UEP is close to each other, and if the SNR decline, the performance of EEP declines sharply. At the same time, the performance of UEP is being stabilized, the PSNR value is at least 20 or more. Foregoing, this paper presents that Joint Source-Channel Coding scheme is conducive to the error control for image in high-noise channel, Giving full consideration to the information of the source coding when channel coding, it makes error control more targeted. As seen from the simulation results, whether it’s the subjective feeling of image quality evaluation or using objective mathematical formula PSNR, the quality of reconstructed image in condition of joint coding type UEP after being transmitted in high-noise channel is obviously better than image that is in condition of separation coding type EEP.

Fig. 9. The comparison of performance of EEP and UEP.

5. Conclusions

Joint Source-Channel Coding can achieve a better balance between characteristic of real-time and high-quality reconstructed image in the image transmission for the needs of practical application. According to the degree of importance of data stream after source encoding, it does channel coding of different bit rates. At the decoding, on the basis of different bit rates, it chooses different iterations. This method will speed up the decoding speed, lower latency, and also get a better reconstructed image quality.
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