Railway Rolling Bearing Faults Diagnosis Based on Wavelet Packet and EKF Training RBF Neural Network
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Abstract: Based on wavelet packet and extended Kalman filter (EKF) training RBF neural network method, a method for the fault diagnosis of railway rolling bearing is proposed in this paper. The wavelet packet and RBFNN are introduced. The wavelet packet is used to translate raw vibration signals of a railway rolling bearing into time-scale representation. Then, the wavelet packet energy eigenvector is constructed, next, those wavelet packet energy eigenvectors as fault samples for training RBF neural network. To ameliorate the algorithm, EKF is exploited to optimize the algorithm so as to determine the best values for “network connection weight”, finally the fault patterns of the railway rolling bearings are identified. The results show that the proposed method is superior to the RBF neural network in extracting the fault characteristics of roller bearings. This method is effective and can be used for automotive recognition to rotary machine faults. Copyright © 2013 IFSA.
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1. Introduction

The rolling bearings are among the most used elements in the railway sector, it is a critical component and required to carry heavy loads and operated at high efficiency and reliability. A fault in a rolling bearing may cause breakdown train vehicle, and serious consequences may arise due to the fault. Therefore, fault diagnosis of rolling element bearings is very important to safe operation of railway systems. Fault detection techniques such as vibration, acoustic, oil debris and thermal-based symptom analyses have been developed dealing with gears, bearings and shafts [1-4]. Among them the analysis of the fault – induced vibration signal is one of the most widely used techniques for rolling element bearing diagnosis [5].

Over the past years, various methods have been developed for identifying faults in vibration signals, such as the short-time Fourier transform (STFT) [6], wavelet transform [7], cumulant spectrum [8], neural network [9], Genetic algorithm [10], Bayesian classifier [11], etc. Wavelet packet, which is an extension from wavelet theory, has several particular advantages in comparison with scalar wavelet on
image fusion. At the same time neural networks have become a popular tool in the fault diagnosis due to their fault tolerance and their capacity for self-organization. So an intelligent diagnosis method for railway rolling bearings is proposed on the basis of wavelet packet and EKF training RBF neural network. The result shows that the proposed method has the superior performance in extracting characteristics of vibration signals. It can implement better in diagnosis of railway rolling bearing.

The contents of this paper are organized in the following way. Section 2 presents a brief overview of the wavelet transform and wavelet packet analysis. In section 3, wavelet packet energy eigenvector is introduced. RBFNN and EKF training RBF neural network are proposed in section 4. The performance of the proposed method is validated using bearing vibration signals in section 5. Finally, the conclusions of this paper are given in section 6.

2. Wavelet Packet Transform

As an extension of the standard wavelets, wavelet packet represent a generalization of multi-resolution analysis and use the entire family of subband decomposition to generate an over complete representation of signals [12].

The continuous wavelet packet is described as:

$$W(u,a,b) = \frac{1}{\sqrt{2\pi a}} \int_{-\infty}^{\infty} e^{-jwx} \varphi(\frac{x-b}{a}) f(x)dx,$$  \hspace{1cm} (1)

where $f(x)$ represents a signal, and $\varphi(\frac{x-b}{a})$ is the scaled and shifted function of mother wavelet function.

The discrete wavelet packet is defined by [13]:

\[
\begin{align*}
    u_{2n}(t) &= 2^{\frac{1}{2}} \sum_{k \in Z} h_k u_n(2t-k) \\
    u_{2n+1}(t) &= 2^{\frac{1}{2}} \sum_{k \in Z} g_k u_n(2t-k)
\end{align*}
\]  \hspace{1cm} (2)

where $u_0(t) = \phi(t)$ and $u_1(t) = \varphi(t)$ are the scaling and mother wavelet function, respectively. And $h$ is low pass filter, $g$ is high pass filter. The algorithm of discrete WPT is represented by

$$b_{i}^{j+1,n} = \sum_{k} h_{k-2k} b_{k}^{j+1,n} + g_{k-2k} b_{k}^{j,n+1}$$  \hspace{1cm} (3)

$$b_{i}^{j+2n} = \sum_{k} h_{k-2k} b_{k}^{j+2n}$$  \hspace{1cm} (4)

The reconstruction formula is

In the first level, the signal is decomposed into two subbands: low frequency sub-bands and high frequency sub-bands. In the next level, the low frequency sub-bands are decomposed into lower and higher frequency parts. In the meanwhile, the high frequency sub-bands are also decomposed into lower and higher frequency parts. The same decomposition goes on repeatedly. The wavelet packet tree of Fig. 1 illustrates such a decomposition.

![Wavelet packet decomposition tree down to resolution level 3.](image)

Fig. 1. Wavelet packet decomposition tree down to resolution level 3.

3. Wavelet Packet Energy Vector Algorithm

1) The wavelet packet is adopted to decompose the signal of railway rolling bearings.

2) Reconstruct the coefficients of frequency bands. For example, $S_{j}$ represents the reconstructed signal at the $3^{\text{rd}}$ layer of the $1^{\text{st}}$ node.

3) The total energy of each band [14]

$$E_{3j} = \int |S_{3j}(t)|^2 dt = \sum_{i=1}^{n} |x_{i}|^2,$$  \hspace{1cm} (6)

where $x_{i} (f = 0,1,...,7; k = 1,2,...,n)$ represents amplitude of the reconstructed signal.

4) Construct the wavelet packet energy eigenvector.

The definition of all the energy of signal:

$$E = \sum_{j=0}^{7} E_{3j}$$  \hspace{1cm} (7)

A band of relative wavelet packet energy:

$$p_{3j} = \frac{E_{3j}}{E}$$  \hspace{1cm} (8)

The definition of relative wavelet packet energy feature vector:
4. RBF Neural Network and EKF

Training RBF Neural Network

4.1. RBF Neural Network

The radial basis function (RBF) neural network is a type of feed forward neural network that learns using a supervised training technique. RBF neural network is embedded in a three layers neural network, where each hidden unit implements a radial activated function. The input units implement the data input to the network. The output units implement a weighted sum of hidden unit outputs. The input into a RBF network is non-linear while the output is linear. Due to their non-linear approximation properties, RBF networks are able to model the complex mappings, which perception neural network can only be modeled by means of multiple intermediary layers [15].

The RBF neural networks typically have three layers: an input layer, a hidden layer and an output layer. The network structure of an RBF neural network is shown in Fig. 2.

![Fig. 2. The structure of RBF neural network.](image)

4.2. RBF Neural Network

For nonlinear discrete-time system, the state space expression is as follows [16].

\[
\begin{align*}
\theta_{k+1} &= f(\theta_k) + w_k \\
y_k &= h(\theta_k) + v_k
\end{align*}
\]  \hspace{1cm} (10)

If nonlinear state space in equation (10) is sufficiently smooth, \( f(\theta_k) \) and \( h(\theta_k) \) can be expanded to Taylor series around the estimate \( \hat{\theta}_k \).

\[
f(\theta_k) = f(\hat{\theta}_k) + F_k(\theta_k - \hat{\theta}_k) + A
\]  \hspace{1cm} (11)

where \( F_k = \frac{\partial f(\theta)}{\partial \theta} \bigg|_{\theta = \hat{\theta}_k} \), \( H_k^T = \frac{\partial h(\theta)}{\partial \theta} \bigg|_{\theta = \hat{\theta}_k} \), \( A \) is the higher order term.

Neglect the higher-order term in equation (11), the following equation is obtained:

\[
\begin{align*}
\theta_{k+1} &= F_k \theta_k + w_k + f(\hat{\theta}_k) - F_k \hat{\theta}_k \\
y_{k+1} &= H_k^T \theta_k + v_k + h(\hat{\theta}_k) - H_k^T \hat{\theta}_k
\end{align*}
\]  \hspace{1cm} (12)

4.3. RBF Neural Network

For RBF neural network, the processed state space in which Kalman filter can be used is shown as follows [17].

\[
\begin{align*}
\theta_{k+1} &= \theta_k + w_k \\
y_k &= h(\theta_k) + v_k
\end{align*}
\]  \hspace{1cm} (13)

Based on the recursive equations of Kalman filter, the state estimate \( \bar{\theta} \) can be calculated.

\[
\begin{align*}
\bar{\theta}_k &= \bar{\theta}_{k-1} + G_k [y_k - h(\bar{\theta}_{k-1})] \\
G_k &= P_k H_k (R + H_k^T P_k H_k)^{-1} \\
P_{k+1} &= F_k (P_k - G_k H_k^T P_k) F_k^T + Q
\end{align*}
\]  \hspace{1cm} (14)

where \( \bar{\theta}_k \) is the state estimate at the time, \( h(\bar{\theta}_{k-1}) \) is the network output at the time \( k - 1 \), \( G_k \) is the Kalman gain, \( P_k \) is the state estimate error variance.

5. Experimental and Analysis

5.1. The Process of Wavelet Packet

The three-layer wavelet packet is used to translate raw vibration signals of a railway rolling bearing into time-scale representation. Fig. 3(a)–Fig. 5(a) are time domain of the signal, Fig. 3(b)–Fig. 5(b) are the fault signal decomposed with three-layer wavelet packet. Then, the wavelet packet energy eigenvector is constructed, those feature vectors are divided into two groups: the training group and the testing group. The training data is listed in Table 1. It is used to train the EKF-RBF neural network. The testing data is listed in Table 2. It is used to examine the trained EKF-RBF neural network.
5.2. The Process of Neural Network

1) Constructed EKF-RBF neural network using MATLAB.

The network architecture used for fault diagnosis consists of 8 inputs corresponding to the 8 different ranges of the frequency spectrum of a fault signal, 3 outputs corresponding to 3 respective signals, such
as normal signal, rolling fault signal and inner ring fault signal.

2) Testing the trained EKF-RBF neural network.

After trained the network, the testing group is used to examine the trained EKF-RBF neural network. The outputs of the examination sample are listed in Table 3. From the outputs of the examination sample, we can see that it is so close to the corresponding ideal outputs of the examination sample. So this method can diagnose the kind of railway rolling bearing faults.

### Table 1. Sample data of bearing operation.

<table>
<thead>
<tr>
<th>No.</th>
<th>Feature samples</th>
<th>Fault status</th>
<th>Fault vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0.9576 0.0069 0.0020 0.0078 0.0012 0.0008 0.0002 0.0004</td>
<td>normal signal</td>
<td>(1 0 0)</td>
</tr>
<tr>
<td>2.</td>
<td>0.9689 0.0089 0.0021 0.0068 0.0007 0.0003 0.0015 0.0003</td>
<td>normal signal</td>
<td>(1 0 0)</td>
</tr>
<tr>
<td>3.</td>
<td>0.9779 0.0068 0.0007 0.0095 0.0025 0.0002 0.0006 0.0009</td>
<td>normal signal</td>
<td>(1 0 0)</td>
</tr>
<tr>
<td>4.</td>
<td>0.0543 0.0653 0.6864 0.0310 0.0139 0.0423 0.0397 0.0596</td>
<td>rolling fault signal</td>
<td>(0 1 0)</td>
</tr>
<tr>
<td>5.</td>
<td>0.1485 0.0591 0.4957 0.0876 0.0253 0.0675 0.0769 0.0513</td>
<td>rolling fault signal</td>
<td>(0 1 0)</td>
</tr>
<tr>
<td>6.</td>
<td>0.1867 0.0087 0.5783 0.0896 0.0358 0.0457 0.0477 0.0324</td>
<td>rolling fault signal</td>
<td>(0 1 0)</td>
</tr>
<tr>
<td>7.</td>
<td>0.0591 0.0589 0.1655 0.0201 0.0496 0.0718 0.4985 0.0499</td>
<td>inner ring fault signal</td>
<td>(0 0 1)</td>
</tr>
<tr>
<td>8.</td>
<td>0.0287 0.0653 0.2754 0.0385 0.0186 0.0213 0.5561 0.0476</td>
<td>inner ring fault signal</td>
<td>(0 0 1)</td>
</tr>
<tr>
<td>9.</td>
<td>0.0387 0.0297 0.1978 0.0387 0.0491 0.0816 0.4757 0.0529</td>
<td>inner ring fault signal</td>
<td>(0 0 1)</td>
</tr>
</tbody>
</table>

### Table 2. Testing data.

<table>
<thead>
<tr>
<th>No.</th>
<th>Feature samples</th>
<th>Fault status</th>
<th>Fault vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0.9626 0.0087 0.0046 0.0207 0.0008 0.0002 0.0041 0.0006</td>
<td>normal signal</td>
<td>(1 0 0)</td>
</tr>
<tr>
<td>2.</td>
<td>0.0768 0.0021 0.5384 0.0701 0.0673 0.0762 0.1105 0.0643</td>
<td>rolling fault signal</td>
<td>(0 1 0)</td>
</tr>
<tr>
<td>3.</td>
<td>0.0285 0.0312 0.2864 0.0497 0.0482 0.0215 0.5573 0.0311</td>
<td>inner ring fault signal</td>
<td>(0 0 1)</td>
</tr>
</tbody>
</table>

### Table 3. Testing results.

<table>
<thead>
<tr>
<th>Fault status</th>
<th>Ideal outputs</th>
<th>Actual outputs</th>
<th>Testing results</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal signal</td>
<td>(1 0 0)</td>
<td>(0.9697 0.0165 0.0358)</td>
<td>normal signal</td>
</tr>
<tr>
<td>rolling fault signal</td>
<td>(0 1 0)</td>
<td>(0.0126 0.9136 0.0542)</td>
<td>rolling fault signal</td>
</tr>
<tr>
<td>inner ring fault signal</td>
<td>(0 0 1)</td>
<td>(0.0381 0.0183 0.9276)</td>
<td>inner ring fault signal</td>
</tr>
</tbody>
</table>

### 6. Conclusions

A railway rolling bearing fault diagnosis approach has been developed based on wavelet packet and EKF training RBF neural network. The vibration signal of the railway rolling bearing is first decomposed by the wavelet packet, then, the feature vectors are extracted and fed into EKF-RBF neural network to identify the bearing health conditions. The experimental results show that this approach can diagnose the kind of rolling bearing faults, it gives an effective method for the multi-concurrent fault diagnosis of the rotating machines.
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