Unsupervised Segmentation Method for Diseases of Soybean Color Image Based on Fuzzy Clustering
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Abstract: The method of color image segmentation based on Fuzzy C-Means (FCM) clustering is simple, intuitive and is to be implemented. However, the clustering performance is affected by the center point of initialization and high computation and other issues. In this research, we propose a new color image unsupervised segmentation method based on fuzzy clustering. This method combines advantages of the fuzzy C-means algorithm and unsupervised clustering algorithm. Firstly, by gradually changing clusters c, and according to validity measurement, it can unsupervised search for optimal clusters c; then in order to achieve higher accuracy of clustering effect, the distance measurement scale was improved. In our experiments, this method was applied to color image segmentation for three kinds of soybean diseases. The results show that this method can more accurately segment the lesion area from the color image, and the segmentation processing of soybean disease is ideal, robustness, and have a high accuracy.
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1. Introduction

As we all know, in many parts of world, soybeans are the main food of the people, and play an important role in easing the problem of hunger. But in recent years, due to some adverse factors such as natural disasters, soil erosion, fertilizer unreasonable lead to the occurrence of crop diseases, seriously affect soybean yield and quality in some areas. Diseases of field crops seriously threat to food security and the development of modern agriculture in China. Therefore, measure for scientific prevention and control of pests and diseases is important to ensure that the field crops have a good harvest. But the disease caused by the pathogen is often difficult to directly judge by human visual, and disease symptoms are influenced by a variety of factors, some potential information is covered with noise, these factors may be cause subjective misjudgment. Instead of human vision, computer vision can fast, accurate and effective in real-time diagnosis of disease information. With the development of image processing technology, it is possible to recognize crop diseases by image. Image recognition of crop disease includes image preprocessing, image segmentation, feature extraction and pattern recognition. Image segmentation is one of the key steps, and segmentation precision directly affects the reliability of feature extraction and the accuracy of pattern recognition. There are many methods currently used for image segmentation of crop diseases. Wang Shuwen proposed a watershed algorithm on cucumber leaves disease segmentation [1-2], but this algorithm is extremely sensitive to the noise in the image, and prone to split. Li Guanlin proposed a segmentation method based on k-means...
hard Clustering Algorithm for color diseases image segmentation of grape [3-4], the algorithm requires constant sample classification adjustments, continuously calculate an adjusted new cluster centers, therefore, when the amount of data is very large, the time overhead of algorithm is very large. Yuan Yuan proposed crop disease leaves image segmentation based on Level set method [5-6], however, the Local Binary Fitting model for the segmentation of textured images cannot get good results. Kai Song put forward a method based on fuzzy c-means clustering to segment the corn diseases leaves [7-9], this method need to determine the number of clusters in advance and initialize the center point, slow calculation is also a problem. Camargo submit a method [10-11] to segment the crop diseases leaves, transform the RGB space to the HSV, I1I2I3 space, and extract H, I3a, I3b components, respectively threshold segmentation for the three components, but segmentation is not satisfactory.

In this research, according to the features of soybean leaves which infect gray spot, black spot, leaf spot, a segmentation method based on unsupervised fuzzy clustering was proposed. Unsupervised optimal fuzzy clustering [12-14] is a clustering algorithm based on fuzzy c-means algorithm. In the case of an unknown number of clustering, regardless of clustering specific shape (spherical or oval), density, size, scale, and using fuzzy super volume and separation density functions can assess the effectiveness of clustering, and automatically obtain optimize number of clusters c and cluster centers. So the speed of fuzzy clustering can be increased significantly and achieve segmentation of color image of soybean disease.

2. Method

This research mainly describes an algorithm for detection and identification of crop diseases through the analysis of color images of soybean leaves. This algorithm was divided into three steps:

1) Background segmentation: use Poisson matting technical to segment soybean disease leaves from background.

2) Preprocessing: the sharpening filtering technology was applied to the preprocessing of soybean leaf lesion image, the quality of lesion image has improved significantly.

3) Lesion segmentation: use unsupervised segmentation of fuzzy clustering from disease of the leaves out of the lesion area.

2.1. Image Set

All pictures in this research were obtained from Anhui Academy of agricultural sciences. They provided a number of pictures of typical soybean disease, for example: gray leaf spot, leaf spot, black spot and so on, and some of these pictures contain symptoms characteristics which are from the same strain of infection soybean disease at different stages. All the pictures is in JPEG format in this research.

After acquiring the image, in order to reduce the speed of program operation, it is necessary to compress size of 2592 × 944 to size of 800 × 600 image by the same proportion. With the purpose of improving the accuracy of segmentation, it is need to increase the contrast of the department with leaf disease and health, and the image was processed by the binarization and median filtering for binarization segmentation and directly after vector median filtering for color segmentation.

2.2. Fuzzy C-means Clustering Algorithm

Fuzzy C-means clustering (FCM) algorithm, which was proposed based on extending hard C-means (HCM) algorithm by Dunn [7, 15]. Bezdek further promoted this work to an infinite cluster of vague objective function clustering, and proved the convergence of the algorithm [7, 16]. Fuzzy c-means (FCM) [17] is a method of clustering which allows one piece of data to belong to two or more clusters; it is based on minimization of the following objective function:

First, clustering loss function defined by Membership function can be written as

$$J_m = \sum_{j=1}^{c} \sum_{i=1}^{n} u_{ij}^b \| x_i - m_j \|^2,$$

where c is the number of the clusters, and other notations are described as follows.

$X_i$ (i = 1,2,...,n) is the sample consisting of n samples collection, c is a predetermined number of categories, $m_j$ (j = 1, 2, . . . , c) is the prototype of the j th cluster. If one pattern $X_i$ belongs to the j th cluster, that means the distance between $X_i$ and $m_j$ is smallest. The exponent parameter b is used to control the influence of intermediate membership values on the objective function, and $1 < m < \infty$.

$u_{ij}$ is the fuzzy membership matrix. Where $u_{ij}$ denotes the grade of membership of the i th pattern in the j th cluster. And it should satisfy the following there conditions:

1) $u_{ij} \in [0,1]$ (i = 1,2,...,n; j = 1,2,...,c)

2) $\sum_{j=1}^{c} u_{ij} = 1$ (i = 1,2,...,n)

3) $0 < \sum_{j=1}^{c} u_{ij} < n$ (j = 1,2,...,c)
Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with the update of membership $u_j$ and the cluster centers $m_j$ by:

$$u_j = \frac{1}{\sum_{i=1}^{N} \left( \frac{1}{\left\| x_i - m_j \right\|^2} \right)^{\frac{1}{2}}}$$  \hspace{1cm} (2)

$$c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^b}$$  \hspace{1cm} (3)

This iteration will stop when

$$\max_j \left\{ \left| u_j^{(k+1)} - u_j^k \right| < \varepsilon \right\},$$  \hspace{1cm} (4)

where $\varepsilon$ is the termination criterion between 0 and 1, whereas $k$ is the iteration steps. This procedure converges to a local minimum or a saddle point of $J_m$.

The algorithm is composed of the following steps:

1) Initialize $U = \{u_{ij}\}$ matrix, $U(0)$

2) At k-step: calculate the centers vectors $C(k) = \{c_j\}$ with $U(k)$

$$c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^b}$$  \hspace{1cm} (5)

3) Update $U(k)$, $U(k+1)$

$$u_j = \frac{1}{\sum_{i=1}^{N} \left( \frac{1}{\left\| x_i - m_j \right\|^2} \right)^{\frac{1}{2}}}$$  \hspace{1cm} (6)

This iteration will stop when

$$\left\| U^{(k+1)} - U^{(k)} \right\| < \varepsilon$$  \hspace{1cm} (7)

Otherwise return to step 2.

### 2.3. The Unsupervised Fuzzy Clustering Algorithm

Fuzzy C-means clustering (FCM) algorithm, which was proposed based on extending hard C-means (HCM) algorithm by Dunn [7, 12]. Bezdek further promoted this work to an infinite cluster of vague objective function clustering, and proved the convergence of the algorithm [7, 13]. FCM has been widely applied in the field of image segmentation, but it still existed some problems as follows. Convergence to a local extremum; algorithm performance depends on the initial cluster centers; required to determine the number of clusters in advance and large amount of calculation. Unsupervised optimal fuzzy clustering is a clustering algorithm based on fuzzy $c$-means algorithm. In the case of an unknown number of clustering, regardless of clustering specific shape (spherical or oval), density, size, scale, and using fuzzy super volume and separation density functions can assess the effectiveness of clustering, and automatically obtain optimize number of clusters $c$ and cluster centers. The basic idea of the present method is that gradually increase the number of clustering (less than a predetermined maximum number), iteratively, in the process of each iteration apply validation criteria to evaluate the effectiveness of clustering, so as to obtain optimal numbers of clusters and cluster centers. Its specific algorithms are as follows.

Step 1, select initial cluster centers, then set contrast coefficient $m$, maximum allowable error $\varepsilon$ (max) and the maximum number of cluster $c$(max).

Step 2, apply the fuzzy C-means algorithm to cluster and receive an initial cluster model, in which select the Euclidean distance as type of distance metric.

$$d^2(x_j, v_i) = (x_j - v_i)^T(x_j - v_i),$$  \hspace{1cm} (8)

where $x_j$ ($j = 1, 2, \ldots, N$) is the $J$ m-dimensional feature vectors, $v_i$ ($i = 1, 2, \ldots, c_0$) is the center of the $i$ th cluster.

Step 3, use the fuzzy c-means clustering algorithm, in which should change the distance function as exponential distance function, as the following.

$$d^2(x_j, v_i) = \frac{1}{P_i} \sqrt{\text{det}(F_i)} \exp\left(\frac{1}{2}(x_j - v_i)^T\right)$$  \hspace{1cm} (9)

in which $P_i$ is for all members of the sample relative to the sum of the $i$ th class of membership, namely:

$$P_i = \frac{1}{N} \sum_{j=1}^{N} u_{ji}$$  \hspace{1cm} (10)

$F_i$ is $i$ th fuzzy covariance matrix, namely:

$$F_i = \frac{\sum_{j=1}^{N} u_{ji}(x_j - v_i)^T(x_j - v_i)}{\sum_{j=1}^{N} u_{ji}}$$  \hspace{1cm} (11)
The step 4, calculate effectiveness of clustering, there are some parameters as following:

1) A fuzzy hypervolume standards:

\[ v_{HV}(c) = \sum_{i=1}^{c} h_i \quad (12) \]

in which the hypervolume of \( i \) th class is \( h_i \)

\[ h_i = \sqrt{\det(F_i)} \quad (13) \]

2) Classification density:

\[ v_{PD}(c) = \frac{\sum_{i=1}^{c} s_i}{\sum_{i=1}^{c} h_i} \quad (14) \]

where \( s_i \) is the sum of membership from all the good sample members (the members of the high degree of membership) in \( i \) th class:

\[ s_i = \sum_{j=1}^{N} u_{ji} \quad (15) \]

\[ \forall x_j \in \{x_j | u_{ji}(x_j - v_j)^TF_i^{-1}(x_j - v_j) < 1\} \]

normally, in order to avoid complicated calculation, used \( u_{\text{good}} = 0.5 \), therefore, the above equation becomes:

\[ s_i = \sum_{j=1}^{N} u_{ji} \quad u_{ji} > 0.5 \quad (16) \]

3) Average density of separation:

\[ v_{APD}(c) = \frac{1}{c} v_{PD} \quad (17) \]

Step 5: If this cluster is less than a predetermined maximum number of clusters, the number of clusters plus 1 and repeat from step two, or stop the calculation and apply effective criteria to select the clusters number of average separation density maximum as the optimized clustering model.

3. Results

20 pictures set in this study are highlighting 3 typical soybean diseases (see Fig. 1). For the characteristics of the sample image of soybean diseases, the Poisson matting is applied to extract soybean leaves from complex background (see Fig. 2).

In this research, the input image is enhanced by using sharpening filter to make a blurry edge image and contour image in transmission and transformation process become clear, meanwhile the details become more apparent. Enhanced effects as shown in Fig. 3.

According to characteristics of sample image for soybean disease, in case study of gray spot, leaf spot and black spot disease leaves, unsupervised fuzzy clustering method is applied to segment the lesion part. In order to illustrate the advantages of the proposed method, here are the results of the three methods, segmentation results as shown Fig. 4.
From the graph, we can see in Fig. 4 (a) that watershed algorithm is sensitive to noise in image, so it is very easy to cause segmentation contour offset, and prone to over-segmentation. From Fig. 4 (b), it is show Mean shift (MS) algorithm [18-20] is an effective statistical iterative algorithm. Mean Shift algorithm are influenced by bandwidth the selected kernel function, the speed of Calculation is slow and the accuracy of segmentation is not high. Unsupervised fuzzy clustering method can preferably cluster the lesion part and normal part into two categories, the effect of segmentation is ideal.

After disease image segmentation, there are often isolated points, burr and small cavities in the image. In order to reduce the noise effect on the subsequent identification, open and close operation in mathematical morphology was applied in this study to eliminate noise. The results were shown in Fig. 5. It can be seen that clustering segmentation result can be effectively corrected by mathematical morphology, at the same time eliminate the effect of leaf venation on segmentation of regions, improve the accuracy of segmentation.

4. Conclusions

In this research, soybean black spot, gray leaf spot, leaf spot obvious symptoms of the color image were used as the research object, according to the features of three kinds of disease symptoms, a segmentation method based on unsupervised fuzzy clustering was proposed. Unsupervised optimal fuzzy clustering is a clustering algorithm based on fuzzy c-means algorithm. Using unsupervised optimal fuzzy clustering algorithm can get the optimal number of clusters, while clustering model than the clustering model by fuzzy C-means algorithm has been more reliable performance, and there is a obvious improvement in the clustering effect. Using this method for soybean disease for color image segmentation, mathematical morphology operations is applied to correct the clustering results and improve the accuracy of segmentation.

Fig. 4. Segmentation of spot.
The results show that this method can more accurately segment the lesion area from the color image, and segmentation processing of color image on soybean disease is ideal. Meanwhile the experiment results prove that the algorithm proposed in this paper is an efficient method for color images unsupervised segmentation.
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