An Empirical Study for Quantification of Carcinogenic Formaldehyde by Integrating a Probabilistic Framework with Spike Latency Patterns in an Electronic Nose
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Abstract: Recently, exposure to formaldehyde has appeared as a major concern since it has been listed as a human carcinogen. Conventional methods for its long-term monitoring are not feasible due to their high operational cost, long analysis time and the requirement of specialized equipment and staff. In this paper, we develop an electronic nose, containing an array of commercially available low cost Figaro gas sensors, to support autonomous and long-term monitoring of formaldehyde. Hardware friendly gas quantification without requiring any manual tuning of parameters is the major challenge with the electronic nose. We handle this challenge by treating it as a classification problem because data acquisition at continuously varying concentrations may incur large expense and a great deal of time. Instead, twenty different concentrations of formaldehyde with 0.25 ppm increment step in the target range between 0.25 to 5 ppm, spanning commonly found formaldehyde levels in indoor and outdoor environments, are input to obtain its signatures in order to quantify/classify its levels within this target range. A computationally efficient bio-inspired spike latency coding scheme, in which spike latencies corresponding to sensitivity patterns of the sensors in the array shift with the change in concentration, is targeted for this purpose. However, stochastic variability in the spike latency patterns, corresponding to repeated exposure to the same formaldehyde concentration level, is observed. We target two Bayesian inference methods, namely multivariate Bayesian and naive Bayes, to express the uncertainty about the spike latency patterns in terms of a probability encoding framework. These methods do not require any manual tuning of parameters, in contrast to other state of the art methods. A best performance of 95.75 % is achieved with the naive Bayes method on the experimentally obtained data set of formaldehyde.
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1. Introduction

Formaldehyde (CH₂O) is one of the most ubiquitous and reactive aldehydes in the environment. It is a colorless and strong-smelling chemical, which is widely used in building and furniture construction materials [1]. Building residents may be exposed to CH₂O gas when it is emitted from materials containing this chemical upon thermal or chemical decomposition. Unvented fuel burning appliances and
tobacco smoke may also cause CH2O inhalation. One scientific study reveals that overall CH2O emission from different building sources may exceed 2 parts per million (ppm) [2]. Short-term exposure to CH2O may cause skin, nasal, throat, and eye irritation. The United States Occupational Safety and Health Administration (OSHA) has set its short-term exposure limit (15-30 minutes) at 2 ppm and permissible exposure limit (up to 8 hours) to 0.75 ppm [2]. Precautionary measures are required for healthy living when the CH2O concentration reaches one half of the permissible exposure limit.

Formaldehyde received great attention in 1980, when its carcinogenicity was reported in rats and mice after its long-term inhalation [3]. Since that time, its carcinogenicity has also been studied in humans. In 2004, the International Agency for Research on Cancer (IARC) classified CH2O as a human carcinogen based on sufficient evidence that its long-term exposure may cause nasopharyngeal cancer and leukemia in humans [4]. A recent study reported increasing concentration levels of CH2O in the indoor environment of urban areas [5]. This alarming situation highlights the importance of formaldehyde monitoring with a low cost and robust solution on a long-term basis for healthy living. Unfortunately, traditional methods of gas chromatography and spectrofluorimetry [5-7] cannot be used for the long-term monitoring of formaldehyde because specialized equipment and staff are required for the analysis of air samples collected from the area being monitored. Moreover, the cost and analysis time associated with these methods is very high.

Electronic nose systems, containing an array of gas sensors, emerged as a successful platform for the fast identification of gases in the last two decades, and they are targeted at many applications like food quality checking [8], diseases diagnosis [9], bacteria identification [10], environmental monitoring [11], beverages classification [12], paper quality inspection [13] and identification of health endangering indoor gases [14]. In this paper, we develop an electronic nose system, containing an array of six commercially available Figaro gas sensors, to quantify CH2O concentration.

Motivated by the recent experimental findings in the field of neuroscience which report a logarithmic relationship between odor concentration and the spike latency of mitral cells [15], a logarithmic time domain scheme has been previously presented for gas classification by translating a sensor array response into a spike latency pattern [16]. Hardware friendly rank order based classifiers have then been developed for gas identification by using this technique [16-18]. In these classifiers, the temporal sequence of spikes is utilized to distinguish gases. We adopt this scheme to retrieve concentration information by utilizing the shifts in the spike latencies with the change in concentration. However, there is no straightforward relationship between the shift in the spike latency and the formaldehyde concentration as there is in the rank order based classifiers, where the change in relative times between spikes does not change the classification performance as long as their temporal order is not changed. Fig. 1 demonstrates the basic concept of this approach. The figure shows that the spike latency of each sensor is changed with the change in concentration but the arbitrary temporal sequence remains fixed.

Generally, gas sensors exhibit randomness in their responses due to inherent issues in this technology (such as drift, aging, change in operating conditions etc.); and as a result, stochastic variability is observed in the latency patterns, which makes gas quantification more challenging.

In this paper, we formulate this problem as a classification problem because the use of discrete values of concentration, spanning regular intervals within the target range of interest, is the most feasible option for obtaining an experimental data set in order to save time and cost. Data corresponding to each discrete value of concentration is treated as single class data.

A Bayesian inference approach [19] is targeted to deal with the randomness in the latency patterns because this provides an analytical solution and no manual tuning of parameters is required. This approach has been successfully used in neuroscience to build computational theories for perception and action [20]. There are two major steps in this approach. The first step is to learn the probability encoding model or the tuning curve for the spike latency patterns at each predefined concentration value of CH2O from the experimental data obtained through the sensor array.

The second step is to use a Bayesian decoding model to estimate the formaldehyde concentration for a newly test latency pattern by using the learned probability encoding model. Multivariate Bayesian or quadratic discriminant analysis (QDA) and a naive Bayes classifier (NBC) are typically used under this framework when there are no shared parameters between the classes. Multivariate Bayesian assumes a relationship between features, while the naive Bayes classifier considers independence among features. The performance of both of these methods, along with those of other state of the art approaches, is evaluated by acquiring CH2O data at twenty different concentration values, spanning from 0.25 to 5 ppm.
The paper is organized as follows. Section 2 explains the probabilistic inference approach for CH$_2$O concentration estimation. Next, Section 3 describes the experimental setup for data acquisition and evaluates the performance of the Bayesian inference methods along with other state of the art methods. Finally, the conclusion is drafted in Section 4.

2. Probabilistic Framework

A logarithmic time-domain encoding scheme has been used for gas identification in rank order based classifiers [16-18]. In these classifiers, the spike latency $l_i$ (expressed in arbitrary units) of the $i$-th sensor corresponding to a target gas is represented as

$$l_i = \log x_i / a_i,$$  \hspace{1cm} (1)\]where $x_i$ denotes the sensitivity of the $i$-th sensor and $a_i$ is a sensor dependent parameter which is extracted through linear regression between the average log sensitivity of the sensors across the array as an explanatory variable and the sensitivity of the $i$-th sensor as an output variable. The resultant spike latency patterns carry information about the gas identity and its concentration. In rank order based classifiers [16-18], the temporal sequence of spikes is used for gas identification. In this paper, we utilize the change in spike latency of each sensor to estimate the concentration level from the available measurements. In the first step, we learn a model fitting that captures correlations between latencies, and hence involves substantial computations and requires large storage for second order statistics, that is, mean and covariance, are sufficient to learn this distribution. We use ML to estimate these parameters from the sensor array measurements. If $m$ is the ML estimate of the true mean ($\mu$) and $S$ is the ML estimate of the true covariance matrix ($\Sigma$), then the conditional density of the latency patterns with a given CH$_2$O odor intensity class $c_j$ is given by

$$p(l|c_j) = \frac{1}{(2\pi)^{d/2}|S|^{1/2}} \exp \left[ -\frac{1}{2} (l - m_j)^T S_j^{-1}(l - m_j) \right]$$  \hspace{1cm} (3)\]

For a new latency pattern, Bayesian decoding is used to compute the posterior probability $p(c_j|l)$ of each concentration class $c_j$ in the set with a given latency pattern $l$. It can be described as

$$p(c_j|l) = \frac{p(l|c_j)p(c_j)}{p(l)} ,$$  \hspace{1cm} (4)\]where $p(c_j)$ is the prior probability of the $j$-th class. In our case, we consider the same prior for each class. The denominator term $p(l)$ is for normalization, and the same for all classes, and hence can be ignored. As a result, the posterior probability ($p(c_j|l)$) only depends on the likelihood term ($p(l|c_j)$).

The multivariate Bayesian approach considers correlations between latencies, and hence involves substantial computations and requires large storage for estimated parameters, i.e., $n \times (d \times d)$ for the covariance matrix and $(n \times d)$ for the mean vector for $n$ classes. Moreover, the sample covariance matrix is considered as a poor estimate of the true covariance matrix in the case when the available measurements and feature vector size are comparable or their ratio is not extremely large [22]. On the other hand, the naive Bayes classifier assumes that features are independent and require comparatively few parameters, i.e., $(n \times d)$ for the mean vector and $(n \times d)$ for the variance. Due to the independent assumption, the likelihood term can be written as:

$$p(l|c_j) = \prod_{i=1}^{d} p(l_i|c_j)$$  \hspace{1cm} (5)\]After estimating the sample mean (denoted as $m_0$) and sample variance (denoted as $v_0$) through ML for the $i$-th sensor and $j$-th class, the $p(l_i|c_j)$ can be written as for univariate Gaussian distribution:
Finally, the concentration class with the maximum posterior probability (represented as $\hat{c}$) is selected as an estimated concentration of the newly observed latency pattern:

$$\hat{c} = \arg\max_j p(c_j|l)$$  \hspace{1cm} (7)

3. Experimental Setup and Performance Evaluation

We use six commercially available Figaro gas sensors to build an array for CH$_2$O concentration estimation. The description of these sensors is listed in Table 1, along with the names of the target compounds for which they are mainly marketed. Different part numbers are used in an attempt to achieve a unique latency pattern with varying sensitivity.

<table>
<thead>
<tr>
<th>No.</th>
<th>Figaro Part Number</th>
<th>Target Compounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>TGS 826</td>
<td>Ammonia</td>
</tr>
<tr>
<td>2.</td>
<td>TGS 2600</td>
<td>Air contaminants</td>
</tr>
<tr>
<td>3.</td>
<td>TGS 2602</td>
<td>Volatile organic compounds</td>
</tr>
<tr>
<td>4.</td>
<td>TGS 2610</td>
<td>Liquefied petroleum gas</td>
</tr>
<tr>
<td>5.</td>
<td>TGS 2611</td>
<td>Methane</td>
</tr>
<tr>
<td>6.</td>
<td>TGS 2620</td>
<td>Solvent vapors</td>
</tr>
</tbody>
</table>

The experimental setup for acquiring the response of CH$_2$O at different concentrations is shown in Fig. 2. The sensor array is embedded in a glass container with an inlet valve for CH$_2$O exposure and outlet valve for its outflow. The cylinders of CH$_2$O and air are connected to mass flow controllers (MFCs), which are used to control the CH$_2$O concentration by mixing it with air in different proportions. A computer with a data acquisition board is used for MFCs programming in order to achieve the desired concentration of CH$_2$O and digitize the response of the sensor array.

![Fig. 2.](image)

We expose the sensor array to twenty different concentration values of CH$_2$O in the range between 0.25 ppm to 5 ppm, with a 0.25 ppm increment step. At the start of the experiment, the sensor array is firstly exposed to air for 750 seconds to obtain the response without any target gas vapors. This response is referred to as a baseline response. The sensor array is then exposed to CH$_2$O at a specified concentration for 500 seconds to obtain its response. Then air is again injected for 750 seconds to remove the CH$_2$O molecules trapped on the sensors in the previous gas injection phase and to recover the baseline response, i.e., the response without CH$_2$O vapors. All the sensors in the array respond to the target concentrations of CH$_2$O with different values of sensitivity. A typical response of the sensors in the array to CH$_2$O at two different concentrations is shown in Fig. 3. In the figure, the sensor array response corresponding to air
exposure is shown up to 750 seconds. Upon injection of CH$_2$O, with concentration value of 0.25 ppm, at 751 seconds, the resistance of each sensor starts decreasing. At 1250 seconds, air is again injected to allow the sensors to recover their baseline response. At 2000 seconds, CH$_2$O is again injected with increased concentration value of 0.5 ppm, which results in a further drop in the resistance of the sensors. We repeat this process to acquire 200 response patterns for the whole concentration range.

Equation (1). Fig. 5 shows the latency values at each concentration level, where the latency is represented in arbitrary units resulting from Equation (1). There is no fixed value of spike latency at any concentration level. Instead, variability is shown at each concentration level and the mean value of the latency varies with the change in concentration.

Bayesian inference methods along with other state of the art methods, including Gaussian mixture models (GMM), multi-layer perceptron (MLP) and support vector machines (SVM) with a linear and radial basis function (RBF) kernel, are used to estimate the CH$_2$O concentration class with the resultant data set. A 5 × 2 cross validation technique is used to evaluate the performance of these methods by dividing the experimental data into training, validation and testing sets. The performances of all these methods are summarized in Table 2.

Table 2. Performance comparison of algorithms for CH$_2$O concentration quantification/classification

<table>
<thead>
<tr>
<th>Classification Method</th>
<th>Classification Performance (%)</th>
<th>Maximum Concentration Error (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM</td>
<td>91.25</td>
<td>0.25</td>
</tr>
<tr>
<td>MLP</td>
<td>89.25</td>
<td>0.50</td>
</tr>
<tr>
<td>SVM (Lin)</td>
<td>88.5</td>
<td>0.25</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>92.5</td>
<td>0.25</td>
</tr>
<tr>
<td>QDA</td>
<td>92.75</td>
<td>0.25</td>
</tr>
<tr>
<td>NBC</td>
<td>95.75</td>
<td>0.25</td>
</tr>
</tbody>
</table>

In terms of maximum concentration error, the performance of most of the classifiers is comparable, but a maximum accuracy of 95.75 % is achieved with naive Bayes classifier (NBC) to correctly classify the true concentration class. The better performance of the naive Bayes classifier among other state of the art methods has been reported in many different domains.
[23-27], even when the independence assumption does not hold, which is justified in [26-27] by showing its optimality under dependence conditions. The simpler implementation of the naive Bayes classifier as compared to other methods also facilitates the integration of a simple hardware solution with the sensor array.

A simplified gas quantification system can be developed with the naive Bayes classifier as shown in Fig. 6. Parameters for latency formation and univariate Gaussian distribution are computed from the training data and stored in memory. A newly test sensitivity pattern is first transformed to a latency pattern by using the corresponding regression coefficients and then the stored distribution parameters of each class are used to compute the conditional probability. Finally, the concentration class with maximum probability is assigned to the new test pattern.

![Fig. 6. Block diagram for CH2O quantification with naive Bayes classifier by utilizing spike latency patterns.](image)

4. Conclusion

In this paper, we have proposed a low cost and compact solution in the form of an electronic nose, containing an array of commercially available low cost gas sensors, to estimate the concentration of health endangering formaldehyde. As compared to this solution, commercial methods for formaldehyde monitoring are more accurate but cannot be adopted for continuous monitoring on a long-term basis due to the time, cost and complex sequence of procedures involved in these methods. Instead of focusing on exact knowledge of concentration, we treat this problem as a classification problem by dividing the target concentration range at evenly spaced intervals. A bio-inspired spike latency coding scheme is used to extract knowledge of concentration. In order to estimate concentration in the presence of stochastic variability in the latency patterns, different classification methods are explored. The best performance is achieved with a naive Bayes classifier. Besides providing an analytical solution and not requiring any manual tuning of parameters, the naive Bayes classifier also facilitates hardware friendly gas quantification/classification which can be realized with a simple hardware platform. A building resident can continuously monitor formaldehyde concentration levels with the electronic nose and can set a threshold to indicate when to take preventive action, such as removal of the formaldehyde source or provision of proper ventilation to reduce its concentration.
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