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Foreword 

 
 
On behalf of the ARCI’ 2021 Organizing Committee, I introduce with pleasure these proceedings with 
contributions from the 1st IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 
(ARCI’ 2021), 3-5 February 2021. 
 
According to the modern market study, the global Industry 4.0 market will reach US$ 155.30 Billion by 2024 
growing at the CAGR of slightly above 14.9 % between 2018 and 2024. Increasing adoption of the industrial 
internet and IIoT worldwide in manufacturing units, growing focus on enhanced efficiency of machinery and 
systems, and reduced production costs play a significant role in the growth of the market worldwide.  
 
Industry 4.0 represents the 4th industrial revolution that marks the rising of new digital industry. It is defined as 
an integrated system that comprises numerous technologies such as advanced robotics control, automation tools, 
sensors, artificial intelligence, cloud computing, digital fabrication, etc. These technologies help in developing 
machines that will be self-optimized and self-configured. It helps in enhancing asset performance, technology 
usage, material usage and other industrial processes that are involves in various industries. Numerous benefits are 
offered by these technologies such as low operational cost, improved productivity, enhanced customer 
satisfaction, improved customization, and increased efficiency. The Industry 4.0 holds a lot of potentials and is 
expected to register a substantial growth in the near future. There are several conferences on automation, robotics 
and communications, but they are not meet the Industry 4.0 challenges.  
 
The series of annual ARCI Winter IFSA conferences have been launched to fill-in this gap and provide a forum 
for open discussion of state-of-the-art technologies related to control, automation, robotics and communication - 
three main components of Industry 4.0. It will be also to discuss how to adopt the current R&D results for Industry 
4.0 and to customize products under the conditions of highly flexible (mass-) production. 
 
The conference is organized by the International Frequency Sensor Association (IFSA) - one of the major 
professional, non-profit association serving for sensor industry and academy more than 20 years, in technical 
cooperation with media partners – journals: MDPI Sensors (Switzerland), Soft Measurements and Computing 
(Russia) and magazine Manufacturing Technologies Insights (USA). The conference program provides an 
opportunity for researchers interested in signal processing and artificial intelligence to discuss their latest results 
and exchange ideas on the new trends. 
 
I hope that these proceedings will give readers an excellent overview of important and diversity topics discussed 
at the conference. 
 
We thank all authors for submitting their latest works, thus contributing to the excellent technical contents of the 
Conference. Especially, we would like to thank the individuals and organizations that worked together diligently 
to make this Conference a success, and to the members of the International Program Committee for the thorough 
and careful review of the papers. It is important to point out that the great majority of the efforts in organizing the 
technical program of the Conference came from volunteers. 
 
 
Prof., Dr. Sergey Y. Yurish 
ARCI’ 2021 Conference Chairman  
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(001) 
 

Turbo Coded Single User Massive MIMO with Precoding 
 

K. Vasudevan, Gyanesh Kumar Pathak, A. Phani Kumar Reddy 
Department of Electrical Engineering, Indian Institute of Technology Kanpur-208016, India 

{vasu, pathak, phani}@iitk.ac.in 
 

 
Summary: Precoding is a method of compensating the channel at the transmitter. This work presents a novel method of data 
detection in turbo coded single user massive multiple input multiple output (MIMO) systems using precoding. We show via 
computer simulations that, when precoding is used, re-transmitting the data does not result in significant reduction in bit-error-
rate (BER), thus increasing the spectral efficiency, compared to the case without precoding. Moreover, increasing the number 
of transmit and receive antennas results in improved BER. 
 
Keywords: Precoding, Massive MIMO, Turbo codes, Flat fading, Spectral efficiency. 
 

 
1. Introduction 
 

Precoding at the transmitter is a technique that 
dates back to the era of voice band modems or wired 
communications [1-7]. The term “precoding” is quite 
generic and refers to one or more of the many different 
functionalities, as given below: 
1. It compensates for the distortion introduced by the 

channel. Note that channel compensation at the 
receiver is referred to as equalization [8-14]. Here, 
channel compensation implies removal or 
minimization of intersymbol interference (ISI). 

2. It performs error control coding, besides channel 
compensation. 

3. It shapes the spectrum of the transmitted signal, and 
renders it suitable for propagation over the physical 
channel. Note that most channels do not propagate 
a DC signal and precoding is used to remove the 
DC component in the message signal. At this point, 
it is important to distinguish between a message 
signal and the transmitted signal. 
In the context of wireless multiple input, multiple 

output (MIMO) systems, the main task of the precoder 
is to remove interchannel interference (ICI), either for 
single-user or multi-user case [15-21]. It should be 
observed that precoding requires knowledge of the 
channel state information (CSI) at the transmitter, 
which is usually fed back by the receiver to the 
transmitter. The receiver estimates CSI from a known 
training signal that is sent by the transmitter. CSI 
usually refers to the channel impulse response (CIR) or 
its statistics (mean and covariance), depending on the 
type of precoder used. Thus, precoding requires the 
channel to be time invariant or wide sense stationary 
(WSS) over at least one transmit and receive duration. 
Moreover, precoding can only be performed on 
systems employing time division duplex (TDD), which 
is a method of half duplex telecommunication. In other 
words, the channel needs to be reciprocal, that is, the 
CIR from the transmitter to receiver must be identical 
to that from receiver to transmitter. 

In this work, we describe an elegant precoding 
method which reduces ICI in single user massive 
MIMO systems and compare it with the case without 

precoding [22, 23]. Rayleigh flat fading channel is 
assumed. If the channel is frequency selective, 
orthogonal frequency division multiplexing (OFDM) 
can be used [14, 23-32]. 

This work is organized as follows. Section 2 
describes the signal model. In Section 3 precoding for 
single user massive MIMO is discussed. Section 4 
presents the simulation results and conclude the work 
in Section 5. 

 
2. Signal Model 
 

Consider a precoded MIMO system with 𝑁  
transmit and 𝑁  receive antennas, as shown in Fig. 1 
[22]. The precoded received signal in the 𝑘   
(0 𝑘 𝑁 1, 𝑘 is an integer), re-transmission is 
given by 

 

 𝐑 𝐇 𝐇 𝐒 𝐖 , (1) 
 
where 𝐑 ∈ ℂ  is the received vector,  
𝐇 ∈ ℂ  is the channel matrix and 𝐖 ∈ ℂ  is 
the additive white Gaussian noise (AWGN) vector. 
The transmitted symbol vector is 𝐒 ∈ ℂ , whose 
elements are drawn from an 𝑀 -ary constellation. 
Boldface letters denote vectors or matrices. Complex 
quantities are denoted by a tilde. However tilde is not 
used for complex symbols 𝐒 . The elements of 𝐇  are 
statistically independent, zero mean, circularly 
symmetric complex Gaussian with variance per 
dimension equal to 𝜎 , as given by (2) of [22]. 
Similarly, the elements of 𝐖  are statistically 
independent, zero mean, circularly symmetric complex 
Gaussian with variance per dimension equal to 𝜎 , as 
given by (3) of [22]. 

In this work, the elements of 𝐒  are turbo coded 
and mapped to a QPSK constellation with coordinates 

1 j, as depicted in Fig. 1. Moreover, here 𝐇  is an 
𝑁 𝑁  matrix, whereas in [22] 𝐇  is an 𝑁 𝑁 
matrix. We assume that 𝐇  and 𝐖  are independent 
across re-transmissions, hence (4) in [22] is valid with 
𝑁  replaced by 𝑁 . We now proceed to analyze the 
signal model in (1). 
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Fig. 1. System Model. 
 
3. Precoding 
 

The 𝑖  element of 𝐑  in (1) is 
 

𝑅 ,    𝐹 ,  ,  𝑆 𝐼 ,  𝑊 ,     
for 1 𝑖 𝑁 , 

(2) 

 
where 
 

𝐹 ,  ,  ∑ 𝐻 ,  ,   , 𝐼 ,   ∑ 𝐹 ,  ,  𝑆 ,  

𝐹 ,  ,   ∑ 𝐻 ,  ,   𝐻 ,  , 
∗  for  𝑖 𝑗  

(3) 

 
The desired signal in (2) is 𝐹 ,  ,  𝑆 , the interference 

term is 𝐼 ,   and the noise term is 𝑊 ,  . Now 
 

𝐸 𝐹 ,  ,   𝐸 ∑ 𝐻 , ,  ∑ 𝐻 ,  ,    

𝐸 ∑ 𝐻 ,  ,  ,   𝐻 ,  ,  ,    

∑ 𝐻 ,  ,  ,   𝐻 ,  ,  ,    
= 4𝜎 𝑁 𝑁 1 , 

(4) 

 
where the subscript “𝐼” denotes the in-phase part and 
the subscript “𝑄 ” denotes the quadrature part of a 
complex quantity and the following relation has been 
used [33, 34] 
 

 𝐸 𝑋   3𝜎 , (5) 
 
where 𝑋 is a zero-mean, real-valued Gaussian random 
variable with variance 𝜎 . Moreover from (3) and (2) 
in [22] 
 

 𝐸 𝐹 ,  ,   2𝜎 𝑁  (6) 
 

We also have 
 

𝐸 𝐼 ,  𝐸 ∑ 𝐹 ,  ,   𝑆   

∑ 𝐹 ,  , 
∗

  𝑆∗   

 ∑ ∑ 𝑃    𝐸 𝐹 ,  ,  𝐹 ,  , 
∗ 𝛿 𝑗 𝑙   

𝑃 ∑ 𝐸 𝐹 ,  ,  , 

(7) 

 
where 𝛿 ⋅  is the Kronecker delta function [14, 22], 
we have assumed independence between 𝐹 ,  ,   and 𝑆  
and [22] 
 

 𝐸 𝑆 𝑆∗ 𝑃 𝛿 𝑗 𝑙  2𝛿 𝑗 𝑙  (8) 
 
Now 

 

𝐸 𝐹 , , 𝐸 ∑ 𝐻 ,  ,  𝐻 ,  , 
∗   

∑ 𝐻 ,  , 
∗

  𝐻 ,  ,    

 ∑ ∑ 𝐸    𝐻 ,  ,  𝐻 ,  , 
∗   

𝐸 𝐻 , , 𝐻 ,  , 
∗  

∑ ∑ 4 𝜎 𝛿 𝑙 𝑚  4𝜎 𝑁   

(9) 

 
Substituting (9) in (7) and using (8) we get 
 

 𝐸 𝐼 , 8𝜎 𝑁 𝑁 1  (10) 

 
Due to independence between 𝐼 ,   and 𝑊 ,   in (2) 

we have from (10) and (3) of [22] 
 

𝐸 𝐼 , 𝑊 , 𝐸 𝐼 ,   

𝐸 𝑊 ,  8𝜎 𝑁 𝑁 1 2𝜎  

𝜎   (say) 

(11) 
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Now, each element of 𝐒  in (1) carries 1/ 2𝑁  
bits of information [22]. Therefore, each element of 𝐑  
also carries 1/ 2𝑁  bits of information. Hence, the 
average signal to interference plus noise ratio per bit of 
𝑅 ,   in (2) is defined as, using (4), (8) and (11) 
 

SINR ,   
, ,

,  , 
  

   
(12) 

 
When 𝜎   0 in (12), we get the upper bound on 

SINR ,   as given below 
 

 
SINR ,  ,   

8𝜎 𝑁 𝑁 1 2𝑁
8𝜎 𝑁 𝑁 1

 

 
2𝑁 𝑁 1

𝑁 1
 

(13) 

 
The information contained in 𝐒  in (1) is 𝑁 /

2𝑁  bits. Hence the spectral efficiency of the 
precoded system is 
 

 𝜂      bits per transmission  (14) 
 
Note that both (13) and (14) need to be as large as 

possible to minimize the BER and maximize the 
spectral efficiency. Let 

 
 𝑁   𝑁 𝑁  (15) 

 
Define 

𝑓 𝑁  SINR , ,  𝜂   

  , 
(16) 

 
where we have used (15). We need to find 𝑁  such that 
𝑓 𝑁  is maximized. The plot of SINR ,  ,   (red 
curve), 𝜂  (blue curve) and 𝑓 𝑁  (green curve), as a 
function of 𝑁 , keeping 𝑁  fixed, is depicted in Fig. 2 
and 3. Note that SINR ,  ,   increases monotonically 
and 𝜂  decreases monotonically, with increasing 𝑁 . 
We also find that 𝑓 𝑁  has a minimum (not 
maximum) at 
 

 𝑁   𝑁 2𝑁 𝑁 1, (17) 
 
which is obtained by differentiating 𝑓 𝑁  in (16) with 
respect to 𝑁  and setting the result to zero. Therefore, 
the only possible solution is to avoid the minimum. 
Clearly we require SINR ,  ,  ln 2 , since it is the 
minimum average SNR per bit required for error-free 
transmission over any type of channel [22]. We also 
require 𝜂 𝜂 , where 𝜂  is chosen by the 
system designer. Thus, we arrive at a range of the 
number of transmit antennas (𝑁 ,  𝑁 𝑁 ,  ) 
that can be used, as shown in Fig. 2 and 3. Note that in 
Fig. 3(b) the minimum of 𝑓 𝑁  cannot be avoided, 
since 𝜂  would be too small. 

Next, similar to (20) in [22], consider 
 

 

𝑌 ∑ 𝑅 ,    

∑ 𝐹 ,  ,  𝑆 𝐼 ,  𝑊 ,    

𝐹 𝑆 𝑈  for 1 𝑖 𝑁 , 

(18) 

 
where 𝑅 ,   is given by (2), 𝐹  is real-valued and 
 

 

𝐹 ∑ 𝐹 ,  ,  , 

𝑈  ∑ 𝐼 ,  𝑊 ,     

∑ 𝑈 ,  ′  (say)  

(19) 

 
Since 𝐹 ,  ,   and 𝑈 ,  ′ are statistically independent 

over re-transmissions (𝑘), we have 
 

𝐸 𝐹 𝐸 ∑ 𝐹 , ,  ∑ 𝐹 ,  ,     

   , 

𝐸 𝑈 , 

(20) 

 
where we have used (4), (6), (11) and the fact that 
 

 𝐸 𝑈 , ′  0, (21) 
 
where 𝑈 ,  ′ is defined in (19). Next, we compute the 
average SINR per bit for 𝑌  in (18). Note that since 𝑌  
is a “combination” of 𝑁  re-transmissions, its 
information content is 𝑁 / 2𝑁   1/2 bit (recall 
that the information content of 𝑅 ,   in (18) is 1/ 2𝑁  
bits). Therefore 
 

SINR , ,
| |

| |
 , (22) 

 
where the subscript “𝐶” denotes “after combining” and 
we have used (8) and (20). Note that we prefer to use 
the word “combining” rather than averaging, since it is 
more appropriate in terms of the “information content” 
in 𝑌 . Once again with 𝜎   0 and 𝑁 𝑁 ≫ 1 we get 
the approximate upper bound on SINR ,  ,   as 
 

SINR , , ,

SINR , ,  , 
(23) 

 
when 𝑁 ≫ 1. Thus, the upper bound on the average 
SINR per bit before and after combining are nearly 
identical. Observe that re-transmitting the data 
increases the upper bound on the average SINR per bit, 
it does not improve the BER performance, which is 
seen in the next section. After concatenation, the signal 
𝑌  in (18) for 0 𝑖 𝐿 1  is sent to the turbo 
decoder. The details of turbo decoding will not be 
discussed here. 
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Fig. 2. SINRav, b, UB and ηp as a function of Nt for Ntot = 1024. 
 
 

 
 

Fig. 3. SINRav, b, UB and ηp as a function of Nt for Ntot = 32. 
 

 
4. Simulation Results 
 

In this section, we discuss the results from 
computer simulations. The length of the data bits per 
“frame” (𝐿 ) is taken to be the smallest integer greater 
than 1000, which is an integer multiple of 𝑁 . Note that  
(see Fig. 1) 

 

 𝐿  2𝐿  (24) 
 
The simulations were carried out over 10  frames. 

The turbo encoder is given by (38) of [22]. 
Fig. 4(a) gives the bit-error-rate (BER) results for a 

1 1  single input single output (SISO) system 
(𝑁   2). We get a BER of 2 10  at an average 
SNR per bit of 3.5 dB, with 𝑁   4 . The 
corresponding spectral efficiency is 𝜂   1/8  bits 
per transmission. Th BER also does not vary 
significantly with the number of  
re-transmissions (𝑁 ). 

Fig. 4 (b) gives the results for 𝑁   32  and 
different combinations of transmit (𝑁 ) and receive 
( 𝑁 ) antennas. We find that the BER is quite 
insensitive to variations in 𝑁 , 𝑁  and 𝑁 . Moreover, 
the BER at an SNR per bit of 3.5 dB is about 2 10 , 
which is a significant improvement over the SISO 
system. Of all the curves, 𝑁   25, 𝑁   2 gives 
the lowest spectral efficiency of 𝜂   1.75 
bits/sec/Hz and highest SNR ,  ,    12.39 dB. Of 
all the curves, 𝑁   12, 𝑁   1 gives the highest 
spectral efficiency 𝜂   10  bits/sec/Hz and lowest  
SNR ,  ,    1.36 dB. 

Fig. 4(c) gives the results for 𝑁   1024  for 
various combinations of 𝑁 , 𝑁  and 𝑁 . The BER is 
similar to that of 𝑁   32 . Of all the curves,  
𝑁   400 , 𝑁   1  gives the highest spectral 
efficiency of 𝜂   312  bits/sec/Hz and lowest 
SNR ,  ,    1.09  dB. Of all the curves,  
𝑁   1023 , 𝑁   2  gives the lowest spectral 
efficiency of 𝜂   0.25  and highest  
SNR ,  ,  → ∞. 
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Fig. 4. Simulation Results. 
 
5. Conclusions 
 

This work presents a method for data detection in 
turbo-coded and precoded massive MIMO. An ideal 
receiver is assumed. Future work could be to simulate 
a realistic precoded system with carrier and timing 
synchronization and channel estimation. 
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Summary: Wearable biosensor systems with transmitting capabilities represent innovative technology developed to monitor 
exercise and other task activities. This technology enables real-time, convenient, and continuous monitoring of a user’s 
behavioral signals, relative to body motion, body temperature and a variety of biological or biochemical markers, like 
individual grip force, which is studied in this paper. To achieve this goal, a four-step pick-and-drop image-guided  
robot-assisted precision task has been designed using a wearable wireless sensor glove system. The spatio-temporal grip force 
profiling is analyzed on the basis of thousands of individual sensor data collected from the twelve locations on the dominant 
and non-dominant hands of each of the three users in ten successive task sessions. Statistical comparison have shown specific 
differences between the grip force profiles of individual users as a function of task skill level and expertise. 
 
Keywords: Wearable biosensor technology, Individual grip force, Image-guided task, Robot-assisted task, Wearable wireless 
sensor glove system, Spatio-temporal profiling. 
 

 
1. Introduction 
 

Wearable sensors, as the name implies, are 
integrated into wearable objects or directly with the 
body in order to monitor and transmit a user’s 
behavioral signals in real time. In this paper, the  
spatio-temporal grip force profiling will be studied 
based on the data collected from a wearable wireless 
sensor glove system developed in the lab [1, 2]. 
 
 
2. Materials and Methods 
 

A specific wearable sensor system in terms of a 
glove for each hand with inbuilt Force Sensitive 
Resistors (FSR) has been developed. The hardware and 
software configurations will be briefly described here 
below. For further detailed information, one may go to 
https://www.mdpi.com/1424-8220/19/20/4575/htm. 

The wireless sensor glove hardware-software 
system, is designed for bi-manual intervention, and 
task simulations may solicit either the dominant or the 
non-dominant hand, or both hands at the same time. 
For each hand, twelve anatomically relevant FSR are 
employed to measure the grip force applied on certain 
locations on the fingers and in the palm. These FSR 
have been sewn into a soft glove (Fig. 1(a)) and their 
locations are shown in Fig. 1(b). 

The software of the glove system includes two 
parts: one running on the gloves, and the other running 
on the computer algorithm for data collection. During 
the experiment, each of the two gloves is sending data 
to the computer separately every 20 milliseconds  
(50 Hz), merged with the time stamps and sensor 
identification. This data package is sent to the 
computer via Bluetooth, which will be then decoded 
and saved by the computer software. 

A four-step pick-and-drop image-guided  
robot-assisted precision task, as described in Table 1, 
has been designed for this individual grip force study. 
Grip force data are analyzed here for one left-handed 
highly proficient expert, and one right-handed 
complete novice. 
 

  
                         (a)                                (b) 

 
Fig. 1. Signals relative to grip force are sampled from 12 

anatomically relevant FSR locations on the fingers  
and in the palm of both hands. 

 
 

Table 1. Four-step pick-and-drop task. 
 

Step Description 
1 Activate and move tool towards object location 
2 Open and close grippers to grasp and lift object 
3 Move tool with object to target location 
4 Open grippers to drop object in box 

 
 
3. Results 
 

Several thousands of grip force data have been 
collected from the twelve sensor locations in ten 
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successive sessions for repeated execution of the  
pick-and-drop robotic task. The corresponding task 
times for the dominant and non-dominant hands of 
each of the three users are illustrated in Table 2. 

 
 

Table 2. Task time (sec). 
 

User Dominant Non-dominant 
Expert 8.88 10.19 
Trained 11.90 13.53 
Novice 15.42 12.99 

 
 

As the middle phalanx of the small finger allows 
for precision grip force control [3, 4], and is critically 
important in surgical and other precision tasks, we 
focus on the corresponding sensor S7 on the dominant 
hand of expert and novice as the most representative. 

Individual spatio-temporal grip force profiles have 
been plotted in Fig. 2 for the first and the last individual 
sessions, in terms of average peak amplitudes (mV) for 
fixed successive temporal windows of  
2000 milliseconds (100 signals per time window, 
session, and user). 

 
 

 

 
 
Fig. 2. Individual spatio-temporal grip force profiles 
showing average peak amplitudes (mV) from sensor S7  
for fixed successive temporal windows of 2000 milliseconds 
for the first and last of ten sessions of two users. 

 
 

A 2-Way ANOVA on the raw grip force data has 
been conducted for statistical comparison. The 
expertise-specific difference between the two user 
profiles is characterized by the novice deploying 
largely insufficient grip forces, from the first session 
with m = 98 mV /sem = 1.2 to the last with  
m = 78 mV/sem = 1.6, while the expert produces 
sufficient grip force for fine movement control from 
the first session with m = 594 mV/sem = 1.8 to the last 
with m = 609 mV/sem = 2.2. The interaction between 
the ‘expertise’ and ‘session’ factors for sensor S7 is 
highly significant with F(1,2880) = 188.53; p <.001. 
 

4. Discussion 
 

The spatio-temporal profiling and statistical 
comparison have shown specific differences between 
the grip force profiles of individual users as a function 
of task skill level and expertise in using the robotic 
system. Experts and non-experts employ different 
grip-force strategies, reflected by differences in 
amount of grip force deployed by the middle phalanx 
of the small finger, with the novice dominant hand 
deploying insufficient grip forces, and no major 
evolution between the first and the last task sessions. 

In terms of task time, at the beginning, the novice 
takes more than twice as long performing the precision 
task by comparison with the expert, but at the end 
scores a 30 % time gain indicating a considerable 
temporal training effect. 
 
5. Conclusions 
 

Grip force analysis on wearable sensors signals is 
a powerful means of tracking the evolution of 
individual force profile. The analyses shown in this 
paper here can deliver insight to monitor 
manual/bimanual precision tasks, control performance 
quality, or prevent risks in robot-assisted surgery 
systems, where excessive grip forces can cause tissue 
damage [5]. 
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Summary: In some machining applications industrial robots are shown as a valid alternative to specialized machine tools. For 
example, in case of machining large work pieces, soft materials, or when high tolerance levels are not required but high system 
flexibility is, and when overall cost is a concern, a robotic machining setup can be considered. In traditional machining, 
mounting a work piece to a machine is the least automated process, while in case of robotic machining a serving robot can 
easily be included. To increase the flexibility of robotic machining a robot-robot cooperation approach is proposed, where one 
robot is used for mounting and manipulating the work piece, and another is used for machining the work piece to the desired 
shape. For optimal execution of the process a genetic algorithm optimization is set up to search for the layout of both robots 
and a drilling trajectory, with the goal to maximize manipulability of the system during drilling. Optimization result are verified 
in a simulated environment. It is shown that, using the genetic algorithm, an optimal dual robot cell can be designed, regarding 
the task executed by the robots. 
 
Keywords: Robotic cooperation, Robotic machining, Manipulability, Optimization, Genetic algorithm. 
 

 
1. Introduction 
 

Solutions where robots are in direct contact with 
each other are rare, although a flexible, reconfigurable, 
and fast production system suggests direct robotic 
cooperation. In automotive and assembly industry, 
where flexibility is subordinate to batch size and 
production speed to task sequencing, indirect robotic 
cooperation is common [1], but for smaller production 
runs, these system traits become more important. If 
jobs frequently change and machine quantity and 
utilization is a concern, an improvement in system 
flexibility and reconfigurability could be achieved by 
direct robotic cooperation. 

The manufacturing technology where mentioned 
system traits are highly desirable is machining. Until 
today, robots were already successfully introduced to 
various machining operations, increasing competition 
in the current machining environment. The main 
advantages of using robots for machining are [2]: 
 Price-competitive with traditional machine tools; 
 Broad reach such as the deburring or polishing of 

Large parts for aircraft or wind turbines; 
 Very high levels of precision afforded by machine 

tools are not needed in some sectors and 
applications, 

while the main disadvantages are: 
 Low levels of precision because of low stiffness; 
 Speed in machining parts with long toolpaths. 

A fast, flexible robotic machining system suggests 
robots in direct cooperation, consisting of a service 
robot for work piece mounting and manipulation and 
another robot for machining. Motion control by the use 
of linked motion allows one robot to link or unlink to 
a reference frame on another robot, while that robot is 
moving without stopping motion [3]. Such an approach 

was already efficiently implemented as a master-slave 
setup [4]. 

To increase the systems performance, functional 
redundancy can be exploited. For robotic systems 
kinematic performance measures like manipulability 
are employed [5]. Manipulability is used in: 
 Robot design; 
 Trajectory planning to avoid singularities; 
 Optimization of robotic machining [6]. 

Optimization of robotic systems is computationally 
demanding, but several nondeterministic methods like 
the genetic algorithm have proven suitable [7]. The 
main advantage of the GA is its ability to cope with 
nonlinear problems, common in robotics. Up to now, 
GA was successfully applied for robot topology 
optimization, robot calibration, work piece placement 
and tool trajectory planning. Recently, hybrid GA was 
found to be the most effective algorithm when applied 
to multi-robot cellular manufacturing systems [8], 
while swarm algorithms were considered for  
multi-robot welding path positioning [9]. 

For optimal cooperation of robots during robotic 
drilling relative positions between the cooperating 
robots and the drilling path need to be determined. For 
simultaneous path placement and trajectory planning a 
high degree of functional redundancy must be 
overcome, which was already efficiently solved by a 
kinematic optimization for wrapping a work piece 
[10]. For optimization of robotic drilling, also the 
robot’s stiffness should be considered as it was found 
to have an important effect on hole quality [11, 12]. 

This article studies the feasibility of direct robotic 
cooperation for robotic drilling. A dual robot cell is set 
up, whereby the first robot is fixed in the global 
reference frame. The position of the second robot 
relative to the first robot’s base frame and the drilling 
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trajectory position and orientation are the optimization 
variables. The system’s total manipulability for 
executing the drilling task is defined as the objective 
function. Restrictions of the common workspace and 
simplifications of the collision body geometries were 
applied to increase the algorithm’s performance and 
avoid undesirable solutions with equivalent fitness. A 
single-objective GA algorithm is applied to solve the 
problem. The final solution of the theoretical example 
is verified by an industrial software for offline 
programing of robots. 
 
 
2. Materials and Methods 
 
2.1. Robot Type and Technology 
 

In this theoretical study, two ABB IRB 1200 5/0.9 
robots (Fig. 1) were used to mount, manipulate, and 
drill holes into a soft polyurethane work piece. The 
finished part was a block by length 120 𝑚𝑚, width 
120 𝑚𝑚 , thickness 20 𝑚𝑚  and two through holes 
with diameter ∅4 𝑚𝑚. The service robot was used to 
pick up and mount the workpiece at the input buffer 
and position it into the drilling robot’s workspace, 
where the drilling robot drilled the two holes into the 
workpiece by following a prescribed trajectory. 
 

 
 

Fig. 1. ABB IRB 1200 5/0.9 robot with DH frames. 
 
 
2.2. ABB IRB 1200 5/0.9 Robot Kinematic Model 
 

The kinematic model of the ABB IRB 1200 5/0.9 
robot was constructed by the Denavit-Hartenberg 
approach as a rigid body tree with corresponding joint 
limits (Table 1). 

A drilling spindle was added to form the final 
kinematic model of the drilling robot. The drilling 
spindle was configured to increase robotic drilling 
performance [13]. Tool center point (𝑇 ) of the drilling 

robot was translated by translation vector  
𝑡𝑟𝑎𝑛𝑠   0.10850, 0, 0.0598  and rotated by a 
homogenous transformation matrix defined by Euler 
angles with rotation sequence "𝛾𝛽𝛼". The Euler angles 
for the homogeneous transformation matrix were 
𝑟𝑜𝑡   0, 𝑝𝑖/2, 0 . The virtual model of the drilling 
spindle with 𝑇  frame is presented in Fig. 2. 

 
 

Table 1. DH parameters of ABB IRB 1200 5/0.9 robot. 
 

Joint 𝜶𝒊 [rad] 𝒂𝒊 [m] 𝜽𝒊 [rad] 𝒅𝒊 [m] 
1 𝜋/2 0 0 0.3991
2 0 0.448 𝜋/2 0
3 𝜋/2 0.042 0 0
4 𝜋/2 0 0 0.451
5 𝜋/2 0 0 0
6 0 0 𝜋 0.082

 

 
 

Fig. 2. Drilling spindle with 𝑻𝟏 frame. 
 

The work piece attached to the clamping device 
was added to form the final kinematic model of the 
service robot. Tool center point (𝑇 ) of the service 
robot was translated by translation vector  
𝑡𝑟𝑎𝑛𝑠   0, 0, 0.07 , while 𝑇  orientation 
remained unchanged. The virtual assembly of the 
clamping device with the mounted work piece and 𝑇  
frame is presented in Fig. 3. 
 

 
 

Fig. 3. Clamping device with the mounted work piece  
and 𝑻𝟐 frame. 

 
 
2.3. Inverse Kinematics Algorithm 
 

The iterative Broyden-Fletcher-Goldfarb-Shanno 
algorithm was applied to solve inverse kinematics of 
the robotic drilling system. For both robots, the initial 
guess configuration was chosen as the robot’s home 
position defined in Table 1. For each consecutive point 
along the drilling trajectory, configuration from the 
previous point was used as the initial guess 
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configuration. This ensured a smooth path without 
major configuration changes during task execution. A 
smooth path is important to achieve high geometric 
tolerances of the drilled hole, as for robotic drilling not 
only linear movement from the starting point to the end 
point is required, but a constant tool orientation is also 
required. 
 
 
2.4. Genetic Algorithm 
 

The genetic algorithm searched for the optimal 
placement of the service robot and the drilling 
trajectory relative to placement of the drilling robot, so 
that both robots’ total cumulative manipulability along 
their trajectory was maximized. As manipulability is 
independent of the robot’s first axis rotation the 
orientation of the service robot’s base frame was not 
an optimization variable and was equal to the 
orientation of the drilling robot’s base frame. 
 
Variables: 

GA variables with their lower (L. b.) and upper 
bounds (U. b.) are summarized in Table 2. 
 
 

Table 2. System variables for GA. 
 

Var. L. b. U. b. 
𝑋  0 0.901 
𝑌  0 0.901 
𝑍  0.342 1.3 
𝛾  𝜋 𝜋 
𝛽  𝜋/2 𝜋/2 
𝛼  𝜋 𝜋 
𝑋  0.901 1.802 
𝑌  0 0.901 

 
Drilling robot: 

The drilling robot’s base frame position 𝐵  was 
fixed to the global 𝐺 frame as defined by Eq. (1). 
 

 𝐵  
0
0
0

 (1) 

 
Orientation of the drilling robot’s base frame 𝐵  

was used as the global orientation reference. 
The drilling robot’s tool position coordinates 𝑇  

were optimization variables, defined by Eq. (2). 
 

 𝑇  
𝑋
𝑌
𝑍

 (2) 

 
The drilling robot’s tool orientation coordinates 

𝑇  were optimization variables, defined by Eq. (3). 
 

 

𝑇  
𝛾
𝛽
𝛼

 (3) 

Service robot: 
The service robot’s base position coordinates 𝐵  

in X- and Y-direction were optimization variables, 
defined by Eq. (4). 
 

 

𝐵
𝑋
𝑌
0

 (4) 

 
The service robot’s work piece position 

coordinates 𝑇  were equal to position coordinates of 
the drilling robot 𝑇 . 

In general, the service robot’s work piece 
orientation coordinates 𝑇  are defined by Eq. (5). 
 

 

𝑇
𝛾
𝛽
𝛼

 (5) 

 
For drilling it is important that both robots are 

aligned and that the drilling spindle is perpendicular to 
the work piece. This implies that 𝑇  must be a 
transformation of 𝑇 A convenient approach is to 
perform a rotation of 𝑇  for 𝑝𝑖  around the local  
Y-axis, as expressed by Eq. (6). 
 

 
𝑟𝑜𝑡

𝑐𝑜𝑠 𝜋 0 𝑠𝑖𝑛 𝜋
0 1 0

𝑠𝑖𝑛 𝜋 0 𝑐𝑜𝑠 𝜋
  (6) 

 
The rotation matrix 𝑟𝑜𝑡  rotates points in the  

XZ-plane counterclockwise through an angle 𝜋 with 
respect to the Y-axis about the origin of a  
three-dimensional Cartesian coordinate system. The 
rotation appears counterclockwise when the axis about 
which it occurs points toward the observer, the 
coordinate system is right-handed, and the rotation 
angle is positive. 

To obtain the rotation matrix 𝑟𝑜𝑡  that represents 
𝑇 , a transformation of 𝑇  to a rotation matrix 𝑟𝑜𝑡  
was performed, then, 𝑟𝑜𝑡  was defined by Eq. (7). 
 

 𝑟𝑜𝑡 𝑟𝑜𝑡 ∗ 𝑟𝑜𝑡  (7) 
 

The transformation from 𝑇  to 𝑟𝑜𝑡  and the 
transformation from 𝑟𝑜𝑡  to 𝑇  both followed the 
same sequence of Euler angle rotations. 
 
Variable bounds: 

Only one quadrant of the system’s workspace was 
considered in the GA optimization, as recent studies on 
that maximum kinematic performance of serial robots 
may be expected in the considered region and that the 
symmetry of the system eliminates the risk of 
excluding global extremes [14, 15]. 

Boundaries for positioning the drilling trajectory in 
X- and Y-direction were selected in the interval from 
0 to the maximum reach of the robot in the 
corresponding direction and in Z-direction from the 
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minimum to the maximum reach of the robot in  
Z-direction. 

The robot’s end frame 𝑇  orientations were not 
restricted so that the minimum and the maximum 
accessible Euler angles were selected as boundaries for 
each orientation coordinate of the robot. 

The lower boundary for positioning the service 
robot along the X-axis was selected as the maximum 
reach of the robot in the corresponding direction, while 
the upper boundary was selected as two times the 
maximum reach of the robot. Boundaries in Y-axis 
direction were selected in the interval from 0 to the 
maximum reach of the robot in Y-axis direction. 
 
Constraints: 

To avoid collision postures advancing through GA 
generations a collision detection mechanism was 
included in the algorithm. Collision bodies were 
assigned to both robots, the drilling spindle, the 
clamping device, and the mounted work piece. For 
computational efficiency simplified geometries were 
used and only collisions of the fourth link on both 
robots, the drilling spindle, the clamping device, and 
the mounted work piece were considered in collision 
detection. 
 
Objective function: 

The ability of a robot to follow a trajectory at a 
prescribed velocity is depending on its kinematics. 
Kinematic performance of a robot can be expressed by 
the manipulability index [5]. For redundant robots, 
manipulability may be expressed by Eq. (8). 

 

 𝑤  det 𝐽 ∗ 𝐽 , (8) 
 

where 𝐽 is the analytical Jacobian matrix of the robot 
at current configuration. 

For drilling, it is important that the robot follows 
the drilling path smoothly and maintains the required 
feed rates, therefore small configuration changes of the 
system that are evenly distributed on the contributing 
axes are preferred. As drilling quality is affected by 
both robot’s configuration equally, total manipulability 

𝑤  of the system was considered. The objective of the 
optimization was to minimize 𝑤  as shown in Eq. (9), 
 

 𝑤 ∑ ∑
,

  , (9) 

 
where 𝑤 ,  is manipulability of each robot at its current 
configuration, 𝑛 is the number of robots included in 
the system and 𝑚 are trajectory points. 
 
 
2.5. Drilling Trajectory 
 

To drill the part, a tool path for drilling two through 
holes in normal direction to the work piece was 
generated. As a simplification only the drilling robot 
followed the drilling path by a trajectory, while the 
service robot kept its initial configuration determined 
by the GA. Therefore, only one configuration of the 
service robot was considered in 𝑤 , opposed to seven 
configurations of the drilling robot. 

The drilling tool path was generated by incremental 
position and orientation coordinates, shown in Table 3. 
Work piece frame initial position 𝑾𝒑𝒐𝒔 and orientation 
𝑾𝒆𝒖𝒍  coordinates were determined by the GA and 
were equal to 𝑻𝒑𝒐𝒔

𝟏  and 𝑻𝒆𝒖𝒍
𝟏 . 𝑾𝒑𝒐𝒔 was also equal to 

𝑻𝒑𝒐𝒔
𝟐  (Fig. 3). 

 
Table 3. Incremental position coordinates along the drilling 

path relative to the work piece frame. 
 

∆𝑿𝒕
𝟏 [m] ∆𝒀𝒕

𝟏 [m] ∆𝒁𝒕
𝟏 [m] 

0 0 0 
0 0 0 0.01 
0 0 0 0.035 
0 0 0 0.035 

0 0.01 0 0 
0 0 0 0.035 
0 0 0 0.035 

 
The drilling tool path relative to work piece frame 

is presented in Fig. 4. 

 

 
 

Fig. 4. Tool path for drilling two holes relative to work piece frame. 
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Incremental position coordinates for the service 
robot relative to the work piece frame 𝑾𝒑𝒐𝒔  are 
presented in Table 4. 
 
 

Table 4. Incremental position coordinates for the service 
robot relative to the work piece frame. 

 
∆𝑿𝒕

𝟐 [m] ∆𝒀𝒕
𝟐 [m] ∆𝒁𝒕

𝟐 [m] 
0 0 0 

 
The drilling robot’s spindle orientation during 

drilling was equal to 𝑻𝒆𝒖𝒍
𝟏  and was kept constant. 

Incremental orientation coordinates are presented in 
Table 5. 
 
 

Table 5. Incremental orientation coordinates along  
the drilling tool path for the drilling robot. 

 
∆𝜸𝒕

𝟏 [rad] ∆𝜷𝒕
𝟏 [rad] ∆𝜶𝒕

𝟏 [rad] 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 

 
Incremental orientation coordinates for the service 

robot 𝑇  are presented in Table 6. 
 

 
Table 6. Incremental orientation coordinates  

for the service robot. 
 

∆𝜸𝒕
𝟐 [rad] ∆𝜷𝒕

𝟐 [rad] ∆𝜶𝒕
𝟐 [rad] 

0 0 0 
 
 
3. Results 
 

The obtained optimal layout for the dual robot 
drilling cell found by the GA is presented in Fig. 5. The 
systems total manipulability 𝑤  is 1.92e-12, whereby a 
value of zero would mean, that the highest possible 
manipulability was maintained by both robots during 
the complete drilling process. 
 

 
 

Fig. 5. Dual robot cell layout for drilling at maximum 
system manipulability. 

The obtained optimal variable values representing 
the starting points and orientations of the drilling and 
the service robot are summarized in Table 7. 
 
 

Table 7. Optimal variable values obtained by the GA. 
 

Var Value 
𝑋 0.58462 
𝑌 0.26327 
𝑍 0.50939 
𝛾 0.835993 
𝛽 1.568781 
𝛼 0.103922 
𝑋 0.98253 
𝑌 0.85038 

 
The results are relative to the position of the drilling 

robot base frame (𝐵 ), which was fixed, according to 
Eq. (1). The optimal position of the service robot base 
frame (𝐵 ) is defined by Eq. (10). 
 

 
𝐵

0.98253
0.85038

0
 (10) 

 
The corresponding drilling and service robot initial 

configurations are presented in Table 8. 
 
 

Table 8. Optimal starting configuration for the drilling 
robot and the service robot. 

 
Joint Drilling robot [rad] Service robot [rad] 

1 2.862461 2.381730
2 0.604760 0.754158
3 2.704322 0.164139
4 3.141949 1.615860
5 1.405291 1.635550
6 5.272041 0.977769

 
The absolute trajectory position coordinates in 

Table 9 correspond to position coordinates of the 
drilling robot 𝑇 . Position coordinates of the service 
robot 𝑇  are the first-row coordinates. 
 
 

Table 9. Absolute trajectory position coordinates  
for the drilling (1) and the service (2) robot. 

 
Robot 𝑿𝒕

𝟏,𝟐 [m] 𝒀𝒕
𝟏,𝟐 [m] 𝒁𝒕

𝟏,𝟐 [m] 
1 & 2 0.58462 0.26327 0.50939 

1 0.59206 0.25658 0.50938 
1 0.56602 0.27998 0.50943 
1 0.59206 0.25658 0.50938 
1 0.59208 0.25658 0.51938 
1 0.56604 0.27998 0.51943 
1 0.59208 0.25658 0.51938 

 
The resulting orientation coordinates for both 

robots are presented in Table 10. 
 



1st IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 (ARCI’ 2021), 
3-5 February 2021, Chamonix-Mont-Blanc, France 

19 

Table 10. Optimal tool orientation for the drilling (1)  
and the service (2) robot. 

 
Robot 𝜸𝒕

𝟏,𝟐 [rad] 𝜷𝒕
𝟏,𝟐 [rad] 𝜶𝒕

𝟏,𝟐 [rad] 
1 0.835993 1.568781 0.103922
2 2.305599 1.568781 3.037670

 
 
4. Conclusions 
 

This article studied the feasibility of direct robotic 
cooperation for robotic drilling. Optimization results 
show that a desired cell layout exists and that direct 
cooperation of robots for drilling tasks is theoretically 
feasible. In results, only one possible solution of a dual 
robot drilling cell layout is presented, but due to 
functional redundancy of the system, equally adapted 
solutions with the same minimum objective function 
exist. This means that additional criteria could be 
considered in the optimization without worsening the 
kinematic performance of the system. For robotic 
drilling, stiffness consideration could be a meaningful 
addition to the optimization algorithm as low stiffness 
is a major weakness of machining robots. 

Despite its obvious advantages, direct cooperation 
of robots for robotic drilling was never documented 
before and is discussed as a novelty in this article. The 
most relevant advantages of direct robotic cooperation 
for robotic drilling include the fact that a setup with 
direct robotic cooperation increases the process speed, 
which is considered another major weakness of robotic 
machining also in case of shorter tool paths like drilling 
and deburring. Direct robotic cooperation increases 
system flexibility by multiplying the variety of 
operations that can be conducted in a relatively small 
space. The presented example only considered 
clamping and drilling, while additional operations like 
polishing, quality control, assembly and packing could 
be included to completely automatize a production 
process. Generally, material handling from the input to 
the output buffer is shortened as less actions are 
required to forward a work piece to its next  
production stage. 
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Summary: Control valves are ubiquitous in process control, yet they are rarely explicitly modelled. Here, we propose a 
theoretical valve model as a recurrent neural network (RNN) cell, allowing its parameters to be learned with gradient descent 
methods. Further we alter the theoretical model by incorporating a one-dimensional neural network. The models are capable 
of predicting valve opening from its reference value and can be easily combined with other neural network layers. We compare 
their performance to two long short-term memory networks (LSTMs) and showcase the performance improvements of our 
suggested physics-based models. In particular, we present how a gradient descent based learning algorithm finds parameters 
that lead to improved performance by the original theoretical valve model. The learning experiments are carried out on datasets 
from two different modes of operation, and we explore whether parameters that are suitable both modes can be found. The 
results show the benefit of using a physically inspired model for learning, like interpretable parameter values. 
 
Keywords: Control valve, Soft sensor, Recurrent neural networks. 
 

 
1. Introduction 
 

Control valves are central and critical in the process 
industries as they are applied to a variety of tasks such 
as chemical dosing and tank level control. Predicting a 
valve's response to a control input can be challenging, 
as it is affected by nonlinear phenomena such as 
stiction, dead-band, backlash and hysteresis [1]. 
However, precise predictions are valuable, as they can 
be used to improve outer control loops and other 
estimators, leading to direct economic benefits as more 
efficient control systems lead to less waste and energy 
consumption. 

In this paper, we consider prediction of the control 
valve opening position from its reference value, which 
is typically generated by an outer control loop. In 
particular, we suggest implementation of a newly 
suggested valve model, introduced in [2], as a recurrent 
neural network (RNN) cell, such that its parameters 
can be learned from valve data with gradient descent 
methods and be combined with other neural network 
(NN) layers. This alleviates the control engineer from 
choosing model parameters, while maintaining the 
interpretability of the original valve model. We also 
suggest a NN inspired extension of the original valve 
model and compare the two models’ performances to 
two long short-term memory networks (LSTMs). 

A few publications have considered modelling 
valve opening position, in valves experiencing stiction, 
using NNs [3, 4]. In [3] the authors only consider data 
from a simulated Choudhury model, while [4] also 
consider laboratory data. In contrast however, we 
examine both laboratory data and data from normal 
operation at a scaled offshore pilot plant at Aalborg 
University in Esbjerg [5]. 
 

2. Method 
 

The work of [2] suggests a model for estimating the 
valve opening position from the opening reference 
signal. For illustrative purposes, this model can be 
visualised as an open-top cart of width 2𝐵 , with a 
vertical pin sticking down into the cart – see Fig. 1. 
The cart will not start moving until the pin engages the 
cart edge and starts pulling in one direction. Thus, the 
pin-cart model emulates a delayed response in the cart 
position. The pin position is updated by a P-controller 
with controller gain 𝐾 , where the control error is the 
difference between the cart position and a reference 
signal. Let 𝑥 , 𝑚  and 𝑟  denote the cart position, pin 
position and reference position at time 𝑡, respectively. 
To simplify notation, we let 𝑒   𝑟 𝑥 . Then, the 
pin-cart model is given by: 

 

𝑚 𝑚 𝐾 𝑒 , (1)
 

𝑥 𝑃 𝑥 1 𝑃 𝑚 𝑃 𝐵 , (2)
 

𝑃 1 if |𝑚 𝑥 | 𝐵, 0 otherwise , (3)
 

𝑃 sign 𝑚 𝑥  (4)
 

The pin-cart model aims to capture the behaviour 
of pneumatic control valves experiencing  
state-dependent delay effects, such as hysteresis and 
stiction. The reference signal 𝑟  corresponds to the 
reference valve opening and the cart position 
represents the valve opening. The cart width 𝐵  and 
controller gain 𝐾  describe how responsive the valve 
is to changes in the reference signal. 
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In [2], the authors observe that the delayed step 
response of the valve opening depends on the initial 
opening position of the valve. Therefore, it is 
suggested to update the pin position as follows when 
the pin is not engaged with the cart edge: 
 

 𝑚   𝑚
sign

, (5)

 
where 𝑎 , 𝑏  and 𝑐  are free parameters. We will refer 
to this modified model as Pin-cart II, and the original 
one from Equations (1)-(4) as Pin-cart I. 
 

 
 

Fig. 1. Illustration of the pin-cart model. 
 
Neural networks are popular function 

approximators whose representational power and 
generalising capabilities have been demonstrated 
across a wide range of applications. When trying to 
model dependencies in time, LSTMs are often seen as 
a go-to solution, at least for time-dependencies in 
sequences which are up to hundreds of time-steps long. 
LSTMs are a class of RNNs that utilise gating 
mechanisms to achieve both short- and long-term 
memory, whilst avoiding the vanishing and exploding 
gradient problems of vanilla RNNs. However, LSTMs 
are both structurally complicated, relatively hard to 
train and challenging to interpret, which is why there 
is an argument for replacing them with causal temporal 
convolutional networks, attention networks, 
transformers and residual networks [6]. 

In the experiments we will use two LSTMs; one 
with a single LSTM unit, called LSTM I, and one  
two-layer LSTM with four units in the first layer, and 
one unit in the second layer, named LSTM II. 

The Pin-cart I model in Equations (1)-(4) can be 
implemented as a RNN cell with only two parameters, 
𝐾  and 𝐵 and two hard, binary gates, 𝑃  and 1 𝑃 . 
We assume that measurements of the cart position are 
not available, so that 𝑥 is the previous estimate of 
the cart position. In the RNN setting, 𝑥 is analogous to 
the hidden state, and the pin position 𝑚  to the cell 
state. 

The Pin-cart II model introduces some challenges 
with regards to learning the parameters 𝑎 , 𝑏  and 𝑐 , 
as (5) has one or two singularities for all sets of 
parameters such that 𝑎 𝑥 𝑏 𝑥 𝑐  has at 
least one real root. One possibility is to constrain the 
parameter space such that the polynomial has no real 
roots in the interval 𝑥 ∈ 0, 1 . However, we 
instead note that we might exchange (5) for a function 
that is more easily integrated into the NN paradigm. 
We suggest modelling the pin movement with the 
following equation: 

 

𝑚 𝑚  
sign 𝑒 𝑎 tanh 𝑏 𝑥 c 𝑑  

(6)

 

The hyperbolic tangent function (tanh) is a  
much-used activation function in deep learning and has 
a smooth, continuous derivative everywhere. We can 
regard this new term as a single-input single-output 
two-layer feed forward network with tanh activation in 
the first layer, and linear activation in the second layer. 
This version of the model will be referred to as  
Pin-cart III. For this model, 𝐵 becomes redundant as a 
free parameter, and we therefore fix it to 0.1  
for all models. 
 
3. Data 
 

Pin-cart I in Equations (1)-(4) was used to generate 
20 synthetic datasets with random uniformly sampled 
pairs of parameters 𝐵 ∈ 0.01, 0.25  and  
𝐾 ∈ 0.01, 4 . Each simulation was run for  
10 000 steps. In earlier work, two experiments were 
run on a Bürkert pneumatic control valve system 8802 
[2]. In the first experiment the reference opening 
position is a series of random steps, while the second 
experiment shows the valve in normal, continuous 
operation. These three datasets will be referred to as 
synthetic, step and continuous, respectively. 

The continuous dataset originally contains  
300 000 samples. However, a greater part of the 
continuous dataset documents periods where the valve 
is in steady state at an unchanging set point. Therefore, 
a subset of 56 300 data points where activity is high is 
selected. From this subset, 29 000 are used for training, 
12 500 for validation and 14 800 for testing. The step 
dataset consists of 120 000 measured values, where  
76 800, 19 200 and 24 000 are set aside for training, 
validation and testing, respectively. 

The data must be reshaped to be compatible with 
the RNNs, as these expect time sequences as input. To 
perform back propagation through time during 
training, the input length must be restricted, and 
becomes a hyper parameter. Denoting this input length 
by 𝑁 , one input sequence starting at time 𝑖 1 takes 
the following form: 𝒓   𝑟  𝑟  … 𝑟 . 
Correspondingly, the prediction made based on this 
input is the estimated valve opening at time 𝑖 𝑁 , 
denoted  𝑥 . During training, the measured initial 
opening of the valve for every training example, 
denoted 𝑥 , is used for intialising the cart and pin 
position. So while making prediction 𝑥 , 𝑥  is 
known. During testing, only the very first measured 
valve opening 𝑥  is provided, while the rest of the 
predictions are only dependent on the previous 
predictions. 
 
 

4. Neural Network Training 
 

LSTM I, LSTM II, Pin-cart I and Pin-cart II are all 
trained 10 times on the training part of both the step 
and continuous dataset, leaving us with 80 trained 
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models. All models were implemented as RNNs in 
Python using Tensorflow. 

The models were trained with the mean absolute 
error (MAE) loss, using the Adam optimiser and a 
batch size of 1024. The input sequence length was set 
to 500. Each model was trained until the validation loss 
did not improve for 50 epochs. 
 
5. Results 
 
Pin-cart I was trained on the synthetic dataset. 
demonstrates how the error in the parameters 
converges to zero as the number of training epochs 
increases. 

 

 
 

Fig. 2. The errors between the learned and true values of 𝑩 
and 𝑲𝒑 when the pin-cart model is trained on the 20 synthetic 
datasets. The lines are the means, and the error bands 
represent the 95 % confidence interval. 

 
Further, three test cases are considered: 

1. The models trained on step data evaluated on the 
step test set; 

2. The models trained on step data evaluated on the 
continuous test set; 

3. The models trained on the unfiltered continuous 
data evaluated on the continuous test set. 

For comparison, we include the reference signal as a 
baseline estimator in all tests. 
 
5.1. Test case 1 
 

Table 1 shows the results for Test case 1 by MAE, 
𝑅  value and the sum of squared errors on the step test 
set. For this test case, LSTM II is superior to the other 
models by all metrics. Fig. 4 shows the performance of 
the models on a part of the step test set, where the blue 
line is the mean prediction made by the 10 models of 
each type, and the error band represents the standard 
deviation of the prediction. 
 
5.2. Test case 2 
 

Fig. 3 shows the expected mean absolute error 
(MAE) for test cases 1 and 2. In terms of MAE, LSTM 
II has the best performance on the step data set, 
followed by Pin-cart III. However, the pin-cart models 
experience a large reduction in MAE on the continuous 
datasets, in contrast to the LSTMs. Further, the pin-cart 
models exhibit more stable performance than the 
LSTMs, by having lower standard deviations. 

In Table 2 we see the results from Test case 2. 
These numbers reveal that Pin-cart III has the best 
performance among the learned models on the 
continuous data for all metrics. However, Pin-cart III 
does not beat the reference baseline estimator. 

Fig. 5 shows predictions by the best model of each 
type on parts of the continuous test set. Here we see 
how the pin-cart models only achieve a relatively low 
MAE by lagging the least behind the reference. 
 
 
Table 1. Test case 1. The first number in each cell shows  
the mean of the 10 models of each type and the number  
in parenthesis shows the same metric for the best model  
of each type in terms of MAE. 

 
Model MAE 𝑹𝟐 SSE 

Reference 7.73 % 52.36 % 619.39 

LSTM I 
3.03 % 
2.45 %

93.33 % 
96.61 %

72.36 
(36.37) 

LSTM II 
1.77 % 
1.15 %

98.12 % 
99.20 %

20.72 
(9.08) 

Pin-cart I 
2.78 % 
2.76 %

93.26 % 
93.54  

69.19 
(65.97) 

Pin-cart III 2.12 % 
1.93 %

96.24 % 
96.70  

39.21 
(35.14) 

 

 
 

Fig. 3. Test case 2. The test MAE of each model on both  
the step and continuous data sets. The error bands represent 
the standard deviation of the MAE of the 10 models trained 
for each model type. 
 
 
5.3. Test case 3 
 

When trained on the continuous data, both pin-cart 
models perform better than the reference baseline on 
average. Pin-cart I produces the best performing model 
over all, but Pin-cart III performs slightly better on 
average. Neither LSTM model performs better than the 
baseline on average, but the best models have a 
performance that is on par with the average 
performance of the pin-cart approaches. 

Fig. 6 shows predictions made by the models on 
part of the continuous test set. Here, the solid blue line 
represents the mean of the predictions made by the  
10 models of each type. We see that the reference 
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signal is almost entirely within the error band of the 
predictions made by the LSTMs, while the predictions 
from the pin-cart models, mainly sit between the 
reference and the target measured valve opening. 

 

 
 

Fig. 4. Test case 1. Mean prediction on part of the step dataset 
by all models. The error bands indicate the one standard 
deviation interval of the predictions made by the 10 models 
of each type. 

 

 
 

Fig. 5. Test case 2. Predictions on part of the continuous 
dataset by the model with the lowest MAE of each type. 

Table 2. Test case 2. The first number in each cell shows  
the mean of the 10 models of each type and the number  
in parenthesis shows the same metric for the best model  
of each type in terms of MAE. 

 

Model MAE 𝑹𝟐 SSE 
Reference 0.95 % 99.05 % 3.97 

LSTM I 
4.60 % 
3.41 %

71.08 % 
98.39 %  

44.45 
(24.43) 

LSTM II 
5.64 % 
2.19 %

56.85 % 
94.85 %  

89.82 
(9.59) 

Pin-cart I 
2.23 % 
2.19 %

95.21 % 
(95.37 %) 

13.55 
(13.04) 

Pin-cart III 
1.39 % 
1.27 %

98.29 % 
98.60 %  

4.72 
(3.97) 

 

Fig. 7 shows the mean and standard deviation of 
the parameters learned by the Pin-cart I models on both 
the step and continuous datasets. The parameters 
learned on the step dataset have low standard 
deviation, indicating that all 10 models learn similar 
parameters. 

 

 
 

Fig. 6. Test case 3. Mean prediction on part of the continuous 
dataset by all models. The error bands indicate the one 
standard deviation interval of the predictions made  
by the 10 models of each type. 
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Table 3. Test case 3. Results on the continuous test set  
by the models trained on continuous data. The first number 
in each cell shows the mean of the 10 models of each type 
and the number in parenthesis presents the same metric  
for the best model of each type in terms of MAE. 

 
Model MAE 𝑹𝟐 SSE 

Reference 0.95 % 99.05 % 3.97 

LSTM I 1.52 % 
0.78 %  

95.80 % 
99.40 %

7.75 
(1.43) 

LSTM II 1.13 % 
0.82 %  

98.62 % 
99.04 %

3.34 
(2.41) 

Pin-cart I 0.81 % 
0.68 %  

99.23 % 
99.39 %

1.49 
(1.22) 

Pin-cart III 0.79 % 
0.74 %  

99.18 % 
99.35  

1.65 
(1.30) 

 
 

 
 

Fig. 7. Values of the learned parameters in the 20 Pin-cart I 
models after training. The left bar represents the parameters 
learned on the step data, and the right bar those learned  
on continuous data. The bar height represents the mean  
of the learned parameters of the 10 models trained on each 
dataset and the error bars represent one standard deviation 
intervals. 

 
 

6. Discussion 
 

Looking at Fig. 4, we see that the standard 
deviation of the predictions is virtually zero for  
Pin-cart I in Test case 1. By inspecting Fig. 7 we 
discover that 𝐾  and 𝐵 are very similar, about 0.0075 
and 0.09, respectively, for all 10 models trained on the 
step dataset. This indicates that there exists a local 
minimum of the loss function with respect to 𝐵 and 𝐾  
close to these values. When inspecting the parameter 
values of Pin-cart III, however, we do not observe such 
a pattern. This is reflected by the slightly larger 
standard deviation for the Pin-cart III predictions  
in Fig. 4. 

In Test case 2 we observe that the pin-cart models 
experience a large reduction in MAE when 
transitioning from step to continuous data. However, 
as the reference baseline outperforms the learned 
models on all metrics, it is not expedient to use the 
learned models as estimators. 

The fact that the pin-cart models in Test case 2 fare 
better than the LSTMs on the continuous datasets can 
be attributed to their theoretical foundation; even if 

their parameters are not well tuned, a minimal 
coherence is guaranteed by the model structure. The 
strong reduction in MAE can be explained by that the 
continuous dataset showcases smaller changes in the 
reference position than the step dataset. 

Test case 3 demonstrates that the pin-cart models 
with learned parameters are well capable of describing 
the valve in continuous operation. The LSTMs on the 
other hand apparently need some luck to succeed in 
this, as neither outperforms the baseline on average. 
The learned pin-cart models perform slightly better 
than their non-learning counterparts with handpicked 
parameters when comparing to the results from [2]. 

One of the possible reasons it is not possible to 
discover parameters that are suitable for both modes of 
operation is that the datasets were not gathered at the 
same time, but about one year apart. During this time, 
the physical condition of the valve might have changed 
slightly through wear and tear. 

Looking at Fig. 7 we note that, on average, 𝐾  is 
twice the size and 𝐵 one order or magnitude smaller 
for the Pin-cart I models trained on continuous data 
compared to the ones compared on the step data. This 
indicates that during continuous operation the valve is 
more responsive to changes in the reference than what 
is observed in the step dataset. Thus, even though we 
were not able to discover a unifying set of parameters, 
we are able to draw conclusions about the behaviour of 
the physical system by inspecting the difference in 
learned parameters. 

Another reason for the differing parameters could 
also be due to the different manners in which the valve 
is excited by the reference signal in the two modes of 
operation. In the step dataset the changes are large and 
abrupt, whilst in the continuous dataset the reference is 
gradually changing. Thus, the two modes themselves 
are likely too different to describe with one model, as 
would be expected. 

A last benefit of the p in-cart model as a RNN cell 
is the possibility to incorporate it into a larger NN 
structure. For instance, one might wish to use an 
estimate of the valve opening to estimate mass flow 
through the valve. In such a case, the pin-cart model 
can be easily integrated and possibly updated in an 
end-to-end fashion. 

 

 

7. Conclusion 
 

In this paper, we showed that the parameters of a 
previously proposed valve model can be learned using 
a gradient descent method by implementing the model 
as a RNN cell in Python using Tensorflow. It was 
suggested to alter the model by integrating a  
one-dimensional NN, which improves the 
performance in two out of three test cases. 

Three different datasets, two of which were 
gathered during two different modes of operation by 
the same valve, were considered. A single set of 
parameters that could satisfactorily explain the two 
modes could not be found. However, two distinct sets 
yielding good performance were discovered. As the 
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learning models are based on a physical model, we 
were able to interpret the difference in valve behaviour 
based on the learned parameters. 

The suggested models were compared to two 
LSTMs, and while one of the LSTMs outcompete the 
suggested models in one test case, it does not have the 
benefit of having physically interpretable parameters. 

In addition, as the suggested models are 
implemented as RNN cells, they can be incorporated 
into larger NNs to form more complex estimators, for 
instance for predicting mass flow. 
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Summary: Many industrial tasks, such as welding and sealing, require not only a precise path reference, but also an advanced 
velocity planning in order to achieve the target quality for the final products. In this paper, a novel approach is proposed to 
perform robotic trajectory planning. The developed algorithm exploits Fuzzy Logic (FL) to relate the path features (such as 
curves or sharp edges) to the proper execution velocity. Such a computed velocity reference is then used as an input for 
Dynamical Movement Primitives (DMP), providing the reference signals to the robot controller. The main improved 
methodology features are: path-based velocity planning, extension of DMP to variable velocity reference and smoothing of 
the velocity reference including robot velocity/acceleration limits. The algorithm can be implemented in a collaborative 
framework, defining a compliant controller embedded into the DMP for online trajectory planning. 
 
Keywords: Autonomous robotics, Collaborative robotics, DMP, Fuzzy Logic, Trajectory planning. 
 

 
1. Introduction 

 

Within Industry 4.0 paradigm, industrial tasks are 
re-designed enhancing the automatization of the 
production lines. In such a context, robotics plays a 
fundamental role, in particular considering the  
human-centered solutions that can be implemented [1]. 

To relieve the operators from tedious and hard 
coding of each specific application, robots must be able 
to learn and perform a reference task, exploiting 
autonomous planners for motion generation. Such 
topic is critical in many applications, like sealing and 
welding [2, 3], where trajectory planning and 
optimization is the main objective [4, 5]. The aim is, 
therefore, to automatically assess high-accuracy 
performance in trajectory tracking to achieve the target 
task quality. 
 
 
1.1. Related Works 

 
Trajectory planning is a hot-research topic. In [6], 

a widely used algorithm for welding applications is 
described. The planner finds the optimized motion for 
both the robot end-effector and joints of a welding 
robots, but it doesn't set the velocity along the path. In 
[7], a sealing task is performed using global planning 
interpolation and trapezoidal speed profile, but without 
considering any coupling between the involved 
degrees of freedom and without a variable velocity. In 
[8], Dynamical Movement Primitives (DMP) are 
assessed for movement sequencing trajectory planning 
employing velocity continuity between blocks, but 
there is not a punctual characterization of the velocity 
in the single block. 

Commonly, the traditional approaches for motion 
planning [9] do not address the problem of the punctual 
characterization along the path’s natural coordinate. 

Indeed, such approaches optimize the motion reducing 
the execution time, but these procedures do not take 
into account the execution path geometry. Those 
algorithms work really well in open space movements, 
while failing in material deposition tasks in which it is 
fundamental to precisely define the optimal time with 
a direct correlation to the optimal quality of the final 
result [10]. The aim of the proposed work is to reduce 
the total task time by automatically imposing a proper 
execution velocity along the path natural coordinate 
(i.e., considering the path geometry). 

 
 

1.2. Paper Contribution 
 
Taking as a reference an automatic sealing task 

(within H2020 CS2 ASSASSINN project), the here 
presented contribution aims to design a trajectory 
planner able to generate the robot’s reference motion 
to properly manage the sealant deposition. 

The task execution velocity, which strongly affects 
the material deposition, is the main design and control 
parameter. The velocity reference has to be managed 
considering the deposition path, taking into account its 
geometrical features (such as sharp edges, curves, etc.) 
to avoid a surplus/shortage of sealing material during 
the deposition, while smoothing out vibrations [7]. To 
do that, the trajectory planning problem must consider 
both geometrical path features and hardware 
limitations (robot velocity/acceleration limits). 

The here presented paper proposes an adaptive 
path-based task execution velocity, with a combination 
of Fuzzy Logic (FL) and DMP methods for the path 
velocity definition and for the generation of the 
approximating smoothed trajectory. 

The FL relates the path features to the proper 
execution velocity, ensuring a proper sealant extrusion 
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quality. The computed velocity is then used as input 
for the DMP, so that it is possible to generate the 
reference velocity for the robot controller [10]. 

While the FL methodology has been selected due 
to its capabilities in experimental I/O mapping [11], 
DMP were selected for their capabilities in trajectories 
representation and time/space scaling [12]. 

Simulations and experiments have been performed 
by means of a custom setup, depicted in Fig. 1. 
Achieved results highlight the trajectory planning 
capabilities of the proposed framework, considering a 
complex reference path. A comparison with standard 
DMP (i.e., defining an almost constant velocity 
reference along the path) has been performed. 

 

 
 

Fig. 1. Experimental setup: Franka Emika Panda robot  
with a Makita caulking gun connected through  

a custom flange. 
 
 

2. Methodology 
 

The algorithm structure of the proposed approach, 
depicted in Fig. 2, is composed by trajectory  
pre-processing steps, where FL is exploited, and by the 
trajectory execution step in which the DMP are carried 
out using a novel modified input approach. 
 

 
 

Fig. 2. Trajectory planning framework. Pre-processing 
block is highlighted in B. Execution block  

is highlighted in R. 
 
2.1. Pre-processing Analysis 

 
The algorithm firstly re-samples the path, ydes, in order 
to have all the teaching points equally spaced along the 
path natural coordinate. 

Then, the automatic path recognition is performed, 
through the generation and analysis of a parameter 
called “steer”, which defines the local path curvature. 
It is defined as follows (Fig. 3): 

- Vector vi,i+n is defined, connecting the considered 
path point with another one n steps forward; 

- Vector vi+1,i+1+n is defined, connecting the next 
point with the n+1 steps forward point; 

- Angles β(si) and β(si+1) are computed (between the 
horizontal axis and vi,i+n / vi+1,i+1+n, respectively); 

- Steer is defined as: steeri = β(si+1) - β(si). 
 
 

 
 

Fig. 3. Example of vector definition during a path curve.  
In the example: n = 7. 

 
 

The absolute value of the steer parameter is then 
used as an input to the FL: each value locally describes 
a certain path feature (i.e. straight lines have  
steer = 0). The FL relates, therefore, the path geometry 
to the reference velocity through the generation of an 
experimental I/O non-linear law (Fig. 4). The velocity 
imposed by the FL is the maximum one at which a 
critical path’s feature can be executed with proper 
sealant extrusion quality. 

 
 

 
 

Fig. 4. FL input (steer) and output (velocity) shape functions. 
The Fuzzy rules are represented by the colors (i.e., low steer, 
R, corresponds to high velocity and vice versa). In B the I/O 
non-linear correlation is reported. 

 
 
Entering the acceleration limit block (Fig. 2), the 

planned trajectory in output from the FL is corrected 
accordingly to the end-effector linear 
acceleration/deceleration limits, by relaxing the time 
intervals at which each spatial point is reached. The 
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two cases, acceleration and deceleration overshoots, 
are depicted in Fig. 5: 

- if a(si+1) > amax then set a(si+1) = amax, such that  
vout (si+1) < vfuzzy (si+1) and the new time instant is 
longer; 

- if a(si+1) < - amax then fix vout,back(si+1) = vfuzzy (si+1), 
and lower the previous computed velocity values, 
vout,old(si, si-1, …), up to the convergence of related 
deceleration values (backward). 

 
 

 
 

Fig. 5. Time-shift for the acceleration limit: in (B&G)  
the computed v(s) that exceeds the limit, while in (R)  

the new (feasible) velocity reference. 
 

It must be noticed that in the deceleration case, 
vout,back(si+1) cannot be increased to reduce the 
deceleration (as done for the acceleration), so that the 
maximum punctual velocity does not exceed the one 
computed by the FL controller. 
 
 
2.2. Path Execution 
 

The computed trajectory yref is finally converted to 
be a time function, rather than a natural coordinate 
used in the pre-processing stages of the algorithm. 
Then, it is used as an input to the DMP framework, 
which approximates the path with smoothing features 
and providing continuity to the velocity. 

The novel contribution proposed by this paper is 
related to the capabilities of the modified DMP to make 
use of the input path (which has to be reproduced) to 
achieve a final task execution with a punctual velocity 
characterization along the path natural coordinate (i.e., 
adapting the execution velocity). 

The provided algorithm can be executed offline, 
just by sending the reference positions to the robot 
controller, but it also allows to define an on-line 
human-robot collaborative framework by embedding a 
compliant controller to manage external interactions 
sending real-time signals to the robot and to perform 
trajectory error recovery [13]. The trajectory yout is 
finally fed into the robot position controller 

commanding the Cartesian end-effector signals using 
the built-in C++ library, lib_franka. 

 
3. Results 
 

The proposed framework has been successfully 
tested both in numerical simulations with a Python 
code and experimentally on a Franka Emika Panda 
robot (Fig. 1). 

The numerical analysis focuses on the 
approximation of a taught path, which has been 
executed with both standard and modified DMP 
approaches (Fig. 6). Considering a proper tuning of the 
DMP, it is possible to achieve in both cases a proper 
trajectory reproduction. However, considering the 
standard DMP, the acceleration has unwanted sharp 
peaks which would cause vibrations in the real 
experiments. Moreover, in this case the total task time 
must be fixed a priori, without an optimization with 
respect to the path length and geometry. Conversely, 
the novel modified DMP approach permits to control 
the velocity along all the path, and consequently to 
assign an optimized total runtime as function of the 
path complexity. To compare the results, the standard 
runtime has been set to be equal to the optimized time 
of the modified input approach (resulting in a different 
velocity profile). 

In Fig. 6 it is possible to see that the testing path 
(Fig. 6a) is performed at constant velocity if the 
standard DMP approach is considered (Fig. 6b), and 
with modulated velocity using the modified DMP 
approach (Fig. 6c): the straight lines (orange) are 
executed at a higher velocity with respect to the small 
curves (light blue). 

Several testing paths have been studied in order to 
check the consistency of the algorithm. In Fig. 7 and in 
Fig. 8 a complete generic path which has different 
complex geometries (small radius curves, sharp edges 
and a saw tooth profile) is reported. The experimental 
executions show the sealant extrusion comparison 
between standard DMP approach (Fig. 7) and the 
modified DMP approach (Fig. 8). The standard 
execution shows large vibrations in correspondence of 
the sharp directional changes (i.e., in the saw tooth) 
and the overall extrusion is not uniform, reducing the 
final quality. Instead, the result of the modified DMP 
approach smooths out most of the vibrations, 
achieving a higher quality deposition along the path.  
 
 

4. Conclusions 
 

The presented paper proposes a framework for 
autonomous trajectory planning, being able to take into 
account geometrical path features for velocity 
definition, while also considering velocity/ 
acceleration limits. The planned trajectory shows an 
execution velocity that is dependent on the geometrical 
path characteristics, making possible to reduce the 
total execution time, while obtaining the target quality 
for the specific deposition task. 
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Fig. 6. Two different executions of the path shown in (a): in (b) the output velocity from a classical DMP formulation is 
presented, while in (c) the newly proposed method permits a continuous modulation of the velocity reference. 

 
 

 
 

Fig. 7. Sealant extrusion with standard DMP approach. 
 
 

 
 

Fig. 8. Sealant extrusion with modified DMP approach. 
 
 

The presented algorithm needs a manual tuning of 
the FL controller in order to characterize the velocity 
shape functions referred to some reference geometries. 
Current work is devoted to optimize such shape 
functions using a pairwise preference-based algorithm, 
which exploits operator’s judgements [14]. 

While the here presented trajectory planning is 
performed offline, the proposed DMP framework is 
under implementation for real-time trajectory 
planning, embedding a compliant controller into the 
DMP framework to manage external interaction (e.g., 
for human-robot collaboration purposes and 
disturbance recovery). 
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Summary: Elman neural network is a recurrent neural network. Compared with traditional neural networks, an Elman neural 
network has additional inputs from the hidden layer, which form a new layer called the context layer. Elman neural network 
can be applied to solve prediction problems of discrete time sequences. In the present contribution, for a modified Elman neural 
network with a periodic input, we present sufficient conditions for the existence of a periodic output by using Mawhin’s 
continuation theorem of the coincidence degree theory. An example is given of an Elman neural network satisfying these 
sufficient conditions. A periodic solution is found for a particular choice of the weights and periodic inputs. 
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1. Introduction 
 

Artificial neural networks are computational 
paradigms which implement simplified models of their 
biological counterparts, biological neural networks. 
Biological neural networks are the local assemblages 
of neurons and their dendritic connections that form 
the human brain. Neural networks process information 
in a similar way the human brain does. The network is 
composed of a large number of highly interconnected 
processing elements (neurons) working in parallel to 
solve a specific problem. Neural networks learn  
by example. 

Elman neural network [1] is a kind of recurrent 
neural networks. Compared with traditional neural 
networks, an Elman neural network has additional 
inputs from the hidden layer, which form a new layer 
called the context layer. So the standard back-
propagation algorithm used in Elman neural network is 
called Elman back-propagation algorithm. Elman 
neural network can be applied to solve prediction 
problems of discrete time sequences [2-4]. 

The Elman neural network is one of the most 
widely used and most effective neural network models 
in artificial neural networks and has powerful 
processing ability for nonlinear decisions [5, 6]. The 
Elman neural network can be considered as a special 
kind of feedforward neural network with additional 
memory neurons and local feedback. Because of its 
better learning efficiency, approximation ability, and 
memory ability than other neural networks, the Elman 
neural network can not only be used in time series 
prediction, but also in system identification and 
prediction [7, 8, 4, 9]. 

In our recent paper [10], for a modified Elman 
neural network with a periodic input, we obtained 
sufficient conditions for the existence of a periodic 
output by using Mawhin’s continuation theorem of the 

coincidence degree theory. In the present contribution, 
an example is given of an Elman neural network 
satisfying these sufficient conditions. A periodic 
solution is found for a particular choice of the weights 
and periodic inputs. 
 
 

2. Main Results 
 

We consider a modified Elman network with 𝑟 
nodes in the input layer, 𝑛 nodes in the hidden and 
context layers, respectively, and 𝑚 nodes in the output 
layer which adds a self-feedback factor 𝛼, 0 𝛼 1, 
in the context nodes, based on the traditional Elman 
neural network [4, 11]. Its mathematical model is: 
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for 𝑘 ∈ ℕ. Here 𝑢 is the input, 𝑥 is the output of the 
hidden layer, 𝑥  is the output of the context layer, and 
𝑦 is the output of the output layer. The matrices with 
entries 𝑎 , 𝑏 , and 𝑐  are the weights respectively of 
the context nodes, input nodes and hidden nodes; 𝑓  are 
the transfer functions of the hidden layer often taken as 
sigmoid functions, 𝑔  are the transfer functions of the 
output layer and are often taken as linear functions. 

Clearly, for a given input 𝑢 𝑘 , 𝑘 ∈ 0 ∪ ℕ, and 
initial values 𝑥 0 , 𝑥 0  we can find the output 
𝑦 𝑘 , 𝑘 ∈ ℕ, from system (1)-(3). 
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Now suppose that the input 𝑢 𝑘  is 𝑁-periodic for 
some 𝑁 ∈ ℕ, that is, 𝑢 𝑘 𝑁   𝑢 𝑘 , 𝑘 ∈ 0 ∪ ℕ. 
We are looking for an 𝑁-periodic output 𝑦 𝑘 , 𝑘 ∈ ℕ. 
This means that for a suitable choice of the initial 
values 𝑥 0 , 𝑥 0  the output 𝑦 𝑘  is 𝑁-periodic. For 
this purpose, it suffices that the output 𝑥 𝑘  of the 
hidden layer is 𝑁-periodic. 

We make the following assumptions: 
A1. There exist positive constants 𝐿 , 𝑖  1, 𝑛 , 

such that 
 

 |𝑓 𝑥 𝑓 𝑥 | 𝐿 |𝑥 𝑥 |,  
 

for all 𝑥 , 𝑥  ∈ ℝ, 𝑖  1, 𝑛. 
A2. The following inequality holds: 
 

 min
  ,

1
1

1 𝛼
𝐿 𝑎

  

0  

 
In order to formulate our last assumption, we 

introduce the 𝑛 𝑛-matrix 
 

 𝒜  𝛿 𝑎 , 𝑖, 𝑗  1, 𝑛 ,  

 
where 𝛿  is the Kronecker delta, and assume that 

A3. The matrix 𝒜 is an M-matrix. 
Assumption A3 implies that the matrix 𝒜  is 

nonsingular and its inverse has only nonnegative 
entries [12, 13]. 

The main result of [10] is the following theorem. 
Theorem 1. Suppose that assumptions A1-A3 hold. 

Then the system of equations (1), (2) has at least one 
𝑁-periodic solution 𝑥 𝑘 . 

Theorem 1 is proved using Mawhin's continuation 
theorem of coincidence degree theory [14]. 

 
 

3. Example 
 

Consider a modified Elman neural network with 
𝑟  2, 𝑛  3 and 𝑚  4 (see Fig. 1 at the end of 

the paper). Suppose that 𝛼  , the transfer functions 

𝑓 𝑥 , 𝑖  1,3 , of the hidden layer all equal the 

sigmoid function 𝑓 𝑥   , 𝑢 , 𝑢  are arbitrary 

𝑁-periodic functions for some positive integer 𝑁, say, 
 

𝑢 𝑘   𝑘 𝑁, 𝑢 𝑘   𝑘 1 𝑁,  

 
𝑘 ∈ 0 ∪ ℕ, where 𝜈  is the greatest integer in the 
real number 𝜈, that is, 
 

𝑢 0   0, 𝑢 1   1, … , 𝑢 𝑁 1  𝑁 1,  
 

𝑢 𝑁   0,  𝑢 𝑁 1  1, … , 𝑢 2𝑁 1   
 𝑁 1, 𝑢 2𝑁   0, 𝑢 2𝑁 1  1, …, 

 

 

𝑢 𝑁 1, 𝑢 𝑁 1  2, … , 𝑢 2𝑁 1 = 

𝑁, 𝑢 2𝑁 1, 𝑢 2𝑁 1   2, … 
 

 
a) Further on, let us assume, for the sake of 

simplicity, that the weights 𝑎 , 𝑖, 𝑗  1,3 , of the 

context nodes all equal , the transfer functions  

𝑔 , 𝑖  1,4, the weights 𝑏 , 𝑖  1,3, 𝑗  1,2, of the 
input nodes and 𝑐 , 𝑖  1,4, 𝑗  1,3, of the hidden 
nodes are arbitrary. 

Then, assumption A1 is satisfied with 𝐿   ,  

𝑖  1,3, assumption A2 is also satisfied since 
 

 1
1

1 𝛼
𝐿 𝑎   

1
4

, 𝑖  1,3  

 
Finally, the matrix 
 

 𝒜  

⎝

⎜
⎛

 

 
⎠

⎟
⎞

   

 
is an M-matrix with inverse 
 

 𝒜
2 1 1
1 2 1
1 1 2

  

 
Since all assumptions of Theorem 1 is satisfied, the 

modified Elman neural network under consideration 
has an 𝑁-periodic output 𝑦 𝑘 , 𝑘 ∈ ℕ. 

Let us assume that, moreover, 𝑏   , 𝑖  1,3, 

𝑗  1,2, and 𝑁  3. Then, the system of equations 
(1), (2) takes the form 

 

𝑥 𝑘 𝑓 ∑ 𝑥 𝑘 ∑ 𝑢 𝑘 1  , (4) 

 

 
𝑥 𝑘 𝑥 𝑘 1 𝑥 𝑘 1 , 

𝑘 ∈ ℕ, 𝑖  1,3, 
(5) 

 

where 
 

 

𝑢 𝑘
1, 𝑘 ≡ 1 mod 3
2, 𝑘 ≡ 2 mod 3 ,
0, 𝑘 ≡ 0 mod 3  

𝑢 𝑘
2, 𝑘 ≡ 1 mod 3
3, 𝑘 ≡ 2 mod 3 ,
1, 𝑘 ≡ 0 mod 3  

  

 

It suffices to find the initial values 𝑥 0 , 𝑥 0 , 
𝑖  1,3, so that 
 

 𝑥 3 𝑥 0 , 𝑥 3   𝑥 0 , 𝑖  1,3 (6) 
 



1st IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 (ARCI’ 2021), 
3-5 February 2021, Chamonix-Mont-Blanc, France 

32 

 
 

Fig. 1. An Elman neural network with 𝑟  2, 𝑛  3 and 𝑚  4. 
 
 
Equations (4), (5) imply that 𝑥 𝑘   𝑥 𝑘  

 𝑥 𝑘 , 𝑘 ∈ ℕ , and 𝑥 𝑘   𝑥 𝑘   𝑥 𝑘 ,  
𝑘  2,3, … Thus, in order to satisfy equations (6), the 
initial conditions must be chosen so that  
𝑥 0   𝑥 0   𝑥 0  and 𝑥 0   𝑥 0  
 𝑥 0 . System (4), (5) reduces to 

 

𝑥 𝑘   𝑓
3𝑥 𝑘 𝑢 𝑘 1

𝑢 𝑘 1
, (7) 

 

 𝑥 𝑘   
1
2

𝑥 𝑘 1 𝑥 𝑘 1 , 𝑘 ∈ ℕ (8) 

 
 

We have found that the initial values 𝑥 0 , 𝑥 0  
satisfying (6) are (approximately) 𝑥 0   1.9634, 
𝑥 0   0.9810. The first 4 values of the 3-periodic 
solution of system (7), (8) are presented in Table 1. 
 
 

Table 1. A 3-periodic solution of system (7), (8). 
 

 
 

b) Next, let us assume that 𝑎   , 𝑎  

 𝑎   , 𝑎   𝑎   𝑎   , 𝑎   𝑎  

 , 𝑎   , the transfer functions 𝑔 , 𝑖  1,4, the 

weights 𝑏 , 𝑖  1,3, 𝑗  1,2, of the input nodes and  
𝑐 , 𝑖  1,4, 𝑗  1,3 , of the hidden nodes are still 
arbitrary. 

Then, assumption A1 is still satisfied with 𝐿   , 

𝑖  1,3, assumption A2 is also satisfied since 
 

 

1 ∑ 𝐿 𝑎   , 

1 ∑ 𝐿 𝑎     , 

1 ∑ 𝐿 𝑎     

 

 
Finally, the matrix 

 

 𝒜  

⎝

⎜
⎛

 

 
⎠

⎟
⎞

   

 
is an M-matrix with inverse 
 

𝒜
1.3536229 0.1951023 0.0967449
0.0983574 1.1577144 0.0451476
0.0467601 0.0257986 1.070644

  

 
Since all assumptions of Theorem 1 are satisfied, 

the modified Elman neural network under 
consideration has an 𝑁-periodic output 𝑦 𝑘 , 𝑘 ∈ ℕ. 

Let us assume that, moreover, 𝑏   ,  

𝑏   𝑏   , 𝑏   𝑏   , 𝑏   , and  

𝑁  3. Then, the system of equations (1), (2) takes 
the form 
 

𝑥 𝑘 𝑥 𝑘 1 𝑥 𝑘 1 , 𝑘 ∈ ℕ, 𝑖 1,3,  

 

𝑥 𝑘 𝑓
1
2

𝑥 𝑘
1
4

𝑥 𝑘
1
8

𝑥 𝑘
1
3

𝑥 𝑘   𝑓
1
8

𝑥 𝑘
1
4

𝑥 𝑘
1

16
𝑥 𝑘

1
4

𝑥 𝑘 𝑓
1

16
𝑥 𝑘

1
32

𝑥 𝑘
1
8

𝑥 𝑘
1
8 ⎭

⎪
⎬

⎪
⎫

 

𝑘 ≡ 1 mod 3 , 
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𝑥 𝑘   𝑓
1
2

𝑥 𝑘
1
4

𝑥 𝑘
1
8

𝑥 𝑘
7
6

𝑥 𝑘   𝑓
1
8

𝑥 𝑘
1
4

𝑥 𝑘
1

16
𝑥 𝑘

5
6

𝑥 𝑘   𝑓
1

16
𝑥 𝑘

1
32

𝑥 𝑘
1
8

𝑥 𝑘
7
8 ⎭

⎪
⎬

⎪
⎫

 

𝑘 ≡ 2 mod 3 , 

 

 

 

𝑥 𝑘   𝑓
1
2

𝑥 𝑘
1
4

𝑥 𝑘
1
8

𝑥 𝑘 2

𝑥 𝑘   𝑓
1
8

𝑥 𝑘
1
4

𝑥 𝑘
1

16
𝑥 𝑘

17
12

𝑥 𝑘   𝑓
1

16
𝑥 𝑘

1
32

𝑥 𝑘
1
8

𝑥 𝑘
1
2 ⎭

⎪
⎬

⎪
⎫

 

𝑘 ≡ 0 mod 3  

 

 
It suffices to find the initial values 𝑥 0 , 𝑥 0 , so 

that 𝑥 3   𝑥 0 , 𝑥 3   𝑥 0 . We have found 
that, approximately:  
𝑥 0   1.8403,  
𝑥 0   1.614,  𝑥 0   1.3689, 
𝑥 0   0.9705, 𝑥 0   0.89425, 
𝑥 0   0.77054  
(see Table 2 for the first 4 values of the 3-periodic 
solution of the above system). 

 
Table 2. A 3-periodic solution in Case b). 

 

 
 

The initial values in Cases a) and b) have been 
found using MATLAB, after numerous experiments 
with different sets of possible initial values. 
 
 
4. Conclusions 
 

We found a periodic solution of a modified Elman 
neural network satisfying the sufficient conditions. In 
the future, we plan to consider similar problems for 
Output Hidden Feedback Elman neural networks. The 
model considered can be applied to the services quality 
of experience prediction. 
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Summary: Through the analytics of real-time data collected from internet of things (IoT) sensor networks, machine learning 
system has enabled confident decision making and made it possible to optimise the controls and maintenance of the physical 
assets, manufacturing systems and processes of prediction and prevention, and further to achieve maximum power efficiency 
and productivity. In many industrial applications, it is critical to use deep neural networks that make predictions both fast and 
accurate. Indeed, deep learning is a foundational technology for predictive control and maintenance that can be applied to 
coupled multiple-input multiple-output (MIMO) systems of industrial processes. However, due to the strong nonlinearity and 
its nearly instantaneous response to disturbances, it is still very challenging to achieve predictive control with optimised 
performance in such a complex MIMO system. In this paper, to raise the power and capabilities of machine learning, we 
propose a novel machine learning system designed by building IoT networks to remotely collect data and developing deep 
wavelet neural networks (DWNN) with Gaussian (Mexican hat) wavelet derived as activation functions to improve nonlinear 
fitting and convergence speed, and to process the real-time data for predictive control with energy efficiency. Experimental 
results demonstrate that optimal performance of MIMO system operations can be achieved by the trained DWNN over the IoT 
communication networks, where the sensing capabilities and the computational power are provided by the designed controller, 
transmitter and cloud server to track everything that is relevant to operations, such that by deep learning with real-time data 
analytics we can have a knowledge base from which to correct errors, improve control strategy and maximise efficiency. 
 
Keywords: Real-time machine learning, Complex MIMO systems, Deep wavelet neural network, Activation function, Data 
analytics, Predictive control, Energy efficiency. 
 

 
1. Introduction 
 

With the advances in artificial intelligence (AI) and 
machine learning (ML), real-time data from various 
sensors and intelligent systems over the internet of 
things (IoT) networks can be remotely collected and 
processed to monitor machine conditions, detect faults, 
predict and optimise control processes, which offer 
ways to optimise the operations and maintenance of the 
physical assets, manufacturing systems and processes 
of prediction and prevention, by enabling the 
technological innovation that the industry needs. 
Equipped with many sensors over the IoT networks 
and enabled by deep learning to detect relevant status 
information of the actuators and to monitor the health 
status of specific components [1], this new data-driven 
model is improving and dramatically changing the way 
how predictive control system can be designed and that 
energy efficiency can be achieved through minimising 
power consumption. The resulting cost savings and 
competitive advantages are essential as the evolution 
and convergence of many new technologies – 
mechatronic systems, controllers, edge and cloud 
computing, big data, machine learning and the IoT, are 
adopted and providing the basis for increasing the  
self-awareness of the machine, allowing it to optimise 
its own performance for the given duty cycles, 
diagnose and compensate for non-catastrophic faults, 
and coordinate operations with other machines with 
minimal input from the operator. From the perspective 

of production and service management, establishing 
the intelligent and communicative systems can enable 
the processes to deal with the data flow from intelligent 
and distributed system interaction and to promote 
autonomous interoperability, agility, flexibility, 
decision-making, and efficiency [2]. 

Through enabling controllers to perform specific 
tasks intelligently, machine learning systems can carry 
out complex processes by learning from data, rather 
than following the pre-programmed rules, allowing a 
compelling and robust control architecture with 
optimised performance to be built on [3]. Automatic 
learning also vastly improves product quality by 
introducing predictive maintenance systems into 
production processes, replacing visual inspections that 
can execute quality controls more accurately and 
efficiently. Indeed, deep learning is regarded as a 
foundational technology for complex applications such 
as predictive control and maintenance, and can be 
applied to coupled multiple-input multiple-output 
(MIMO) systems of industrial processes. However, 
due to the strong nonlinearity and its nearly 
instantaneous response to disturbances, the predictive 
control with optimised performance in such a complex 
MIMO system is difficult to achieve [4]. It is required 
to build up appropriate research environments and 
obtain datasets that can be used to explore and raise the 
power and capabilities of machine learning, where 
commonly used deep neural networks require 
improvements in nonlinear fitting and convergence 
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speed. In this paper, we propose a novel machine 
learning system designed by building IoT network to 
remotely collect data and developing deep wavelet 
neural networks using nonlinear Gaussian (Mexican 
hat) wavelet with sparsity as activation functions to 
process the real-time data for predictive control with 
energy efficiency. 

 
 

2. Machine Learning System 
 

Real-time machine learning system is designed as 
shown in Fig. 1, where by designing printed circuit 
boards (PCBs) as machine controllers, signal 
collectors and transmitters, the IoT communication 
networks could be built for real-time monitoring, 
control and optimising by machine learning, so that the 
predictive control and maintenance for highly efficient 
operation of industrial systems can be achieved. This 
means the current systems can be upgraded to suit next 

generation needs of actioning changes in a process to 
optimise the efficient use of industrial systems, thus 
creating opportunities for industry 4.0 to be 
implemented with modernised products, systems and 
services, and also to improve productivity, precision, 
flexibility, and profitability. By real-time machine 
learning, the designed controller is able to predict and 
optimise control parameters to minimise energy 
consumption, while by real-time processing of 
measurement data provided by dedicated sensors 
installed in the machine, the system can enable 
autonomous decision making based on the online 
diagnosis of the correct machine with right condition, 
leading to increased machine reliability towards zero 
defects, together with higher productivity and 
efficiency. Predictive maintenance based on condition 
monitoring by measuring such as vibration, acoustic, 
motor current etc., can then be planned and scheduled, 
such that we can have a knowledge base from which to 
correct errors and improve efficiency. 

 

 
Fig. 1. Real-time machine learning system. 

 
For MIMO systems of industrial processes, they 

can be modelled by the form of regression problem 
aimed at predicting: 

 
 𝑌  𝑓 𝑋 𝜖, (1) 

 
where 𝑓 𝑋  is an unknown function with inputs 𝑋 and 
outputs 𝑌 , and 𝜖  is typically white additive noise 
processes represented by a random matrix. Prediction 
can be achieved by the nonlinearly mapping or fitting 
that models the observed past data, and we aim to 
minimise the mean squared error (MSE) between the 
actual inputs and predicted outputs at the  
training process. 

For one input 𝑋  and one output 𝑌 , we have 
 

 𝑌   𝑓 𝑋 𝜖 𝑑  
 

If 𝑋   𝑥 , 𝑥 , 𝑥 , ⋯ , 𝑥  represents the 
past data, and 𝑌   𝑦 , 𝑦 , ⋯ , 𝑦  denotes the 

prediction with k steps, the time-series forecasting 
would be: 
 

 
𝑦 , 𝑦 , ⋯ , 𝑦   

𝑓 𝑥 , 𝑥 , 𝑥 , ⋯ , 𝑥 𝜖 , (2) 

 
where 𝑖, 𝑗, 𝑘, 𝑚 ∈ Ζ (Ζ is the set of all integers). The 
prediction is a complex nonlinear mapping where deep 
wavelet neural networks (DWNN) with nonlinear 
fitting can be used for predictive control and 
maintenance. 
 
 
3. Deep Wavelet Neural Networks 
 

To better map the inputs to outputs with highly 
nonlinear relationship, we construct deep wavelet 
neural networks (DWNN) as shown in Fig. 2. 

The prediction output 𝑌  can be expressed by deep 
prediction rule: 
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𝑌   𝑓 𝑊 𝑋 𝐵 , 
𝑌   𝑓 𝑊 𝑌 𝐵 , 

⋮ 
𝑌   𝑓 𝑊 𝑌 𝐵 , 

𝑌   𝑊 𝑌 𝐵  

(3) 

 
where 𝑓 is a wavelet function that is used as activation 
function to construct the DWNN,  𝑊  is the weight 
matrix and 𝐵 denotes bias. Rewrite equation (2) by the 
analysis of variance (ANOVA) expansion [5]: 
 

𝑦 𝑡   𝑓 𝑥 𝑡 , 𝑥 𝑡 , ⋯ , 𝑥 𝑡 𝑒 𝑡  
  𝑓 ∑ 𝑓 𝑥 𝑡  

 ∑ 𝑓 𝑥 𝑡 , 𝑥 𝑡   
∑ 𝑓 𝑥 𝑡 , 𝑥 𝑡 , 𝑥 𝑡 ⋯   

∑ 𝑓 ⋯ 𝑥 𝑡 ,⋯ 𝑥 𝑡 , ⋯ , 𝑥 𝑡  

 ⋯ 𝑓 ⋯ 𝑥 𝑡 , 𝑥 𝑡 , ⋯ , 𝑥 𝑡  𝑒 𝑡  

(4) 

 
where 𝑖 , 𝑖 , ⋯ , 𝑖 , 𝑚, 𝑛 ∈ Ζ. 
 

 
 

Fig. 2. A deep wavelet neural network (DWNN). 
 

For any function 𝑓 ∈ 𝐿 𝑹 , the form of wavelet 
decomposition is 
 

𝑓 𝑥   
∑ ∑ 𝑐 , 𝜓 , 𝑥  ∑ 𝑐 𝜓 𝑥    (5) 

 
For an 𝑛-dimensional wavelet 

 

 𝜓   𝜓 𝑥 , 𝑥 , ⋯ , 𝑥   ∏ 𝜓 𝑥     

 
If we choose Gaussian wavelet functions, we have 
 

 
𝜓   𝜓 𝑥 , 𝑥 , ⋯ , 𝑥   

 𝑥 𝑥 ⋯ 𝑥 𝑒
‖ ‖

, 
(6) 

 

where ‖𝑥‖   ∑ 𝑥  . In this study, we use 
Mexican hat wavelet as activation functions. It is the 
negative normalised second derivative of a Gaussian 
function and has admissibility condition and a 
symmetric structure. 
 

 𝜓 𝑡   
√

1 𝑡 𝑒   (7) 

Its derivative is also a Gaussian function: 
 

 𝜓 𝑡
2𝑡

√3𝜋
𝑡 3 𝑒   

 
Thus the expansion component 

𝑓 ⋯ 𝑥 𝑡 , 𝑥 𝑡 , ⋯ , 𝑥 𝑡  can be expressed 
by DWNN model: 

 

𝑓 ⋯ 𝑥 𝑡 , 𝑥 𝑡 , ⋯ , 𝑥 𝑡   

∑ ∑ ⋯∈    

∑ 𝑐 ; ,⋯, 𝜓 ; ,⋯, 𝑥 𝑡 , 𝑥 𝑡 , ⋯ , 𝑥 𝑡∈  

(8) 

 
where 𝑘 , 𝑘 , ⋯ , 𝑘 , 𝑗 , 𝐽 , 𝐾 ∈ Ζ. 

Compared with commonly used deep neural 
networks, using nonlinear Gaussian (Mexican hat) 
wavelet with sparsity as activation functions in the 
DWNN model can improve nonlinear fitting and 
convergence speed with adaptive learning rate, so that 
the power and capabilities of machine learning  
can be raised. 
 
 
4. Experiments 

 
To evaluate the proposed DWNN for predictive 

control and maintenance, unmanned medical air plant 
was set up as shown in Fig. 3, where it consists of  
4 compressors and 2 dryers to compress and purify air 
for hospital users. 

Based on the choice of fixed speed compressor, 
with condition monitoring for medical compressed air 
plant and real-time machine learning for predictive 
control, the plant can achieve similar performance as 
variable speed compressor in terms of energy saving 
but with lower costs. The dynamic flow control of the 
plant is to keep the pressure and quality of output air at 
the level required by medical usage, which can be 
assured by measuring the receiver pressure (defined as 
P) and dewpoint temperature (defined as T). As for 
predictive control, parameters P and T are used to 
determine the control logic in order to balance the air 
flow between input and output, where dryers 
generating process at the time of purging is included as 
compressed air lost (purge lost). Now define the input 
air flow rate as 𝑣  (generated by the duty 
compressor(s), output as 𝑣  (used by surgical needs), 
and purging air flow rate at dryer 1 as 𝑣 , and dryer 2 
as 𝑣 , the compressed air pressure equalising function 
can then be expressed as  

 

 
𝑣 𝑡 𝑑𝑡 ∙ 𝑒 ≜ 𝑣 𝑡 𝑑𝑡

𝑣 𝑡 𝑑𝑡 𝑣 𝑡 𝑑𝑡  
 

 
where 𝜏 denotes time delay when input and output air 
pressure are balanced, and can be identified by 
machine learning at the commissioning stage. The 
parameter 𝑣  and 𝑣  can also be estimated at this 
stage by performing tests with the system modelled 
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and trained by DWNN algorithm. To ensure all 
compressors and dryers provide optimum 
performance, predictive control strategy is employed 
with system parameters P and T measured and 
predicted. After training the DWNN by minimising the 
error between the actual outputs and desired outputs to 
determine the network parameters, it is used online to 
continuously predict the control parameters based on 
the past measured data to optimise the control strategy. 
An example of time series pressure (parameter P) 
measurement and prediction by the DWNN is shown 
in Fig. 4 which can be used for predictive control. The 
DWNN training and processing is performed at the 
cloud server site with optimised control parameters 
adjusted and sent back to the edge, where each PCB 
controller of compressor is collecting signals of 
collective faults and analogue input of pressure and 
motor current transducers, while one of the PCB 
controllers of dryer is collecting switch signals of 
pressure low and dewpoint temperature high, and 
analogue input of receiver pressure (P) and dewpoint 
temperature (T) transducers. A central PCB controller 
connected is taking the role of master and computing 
for machine sequence control with general pressure 

control between 9.0 and 10.0 bar (lower pressure 
control with less purge lost) as follows (Table 1). 
 

Table 1. Machines sequence control. 
 

Compressor 
on duty 

Dryer on duty 
Time of 

operating 
Loading Drying/Operating 4 minutes 
Idling Equalising 1 minute 
Loading Regenerating/Purging 4 minutes 
Idling Equalising 1 minute 
 
 
By the real-time machine learning system built, 

predictive control and condition monitoring based 
maintenance with real-time data measured from 
sensors of motor current, vibration and acoustic, can 
then be performed by mapping the multiple inputs to 
outputs using the DWNN framework for high quality 
and consistency of air supply with energy efficiency, 
keeping costs to a minimum. From the tests performed, 
it is noted that up to 30 % of energy costs can be saved 
through real-time data analytics by the DWNN 
developed. 

 

 
 

Fig. 3. Unmanned medical air plant. 
 

 
 

Fig. 4. Time series pressure (parameter P) measurement and prediction. 
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5. Conclusions 
 

Equipped with many sensors over IoT networks 
and enabled by deep learning to detect relevant status 
information of the actuators and to monitor the health 
status of specific components, the new data-driven 
model proposed is improving and dramatically 
changing the way that predictive control system can be 
designed and energy efficiency can be achieved 
through minimising power consumption. Through the 
analytics of real-time data collected from internet of 
things (IoT) sensor networks, machine learning system 
enables confident decision making and predictive 
control and maintenance, and can be applied to coupled 
multiple-input multiple-output (MIMO) systems of 
industrial processes. However, due to the strong 
nonlinearity and its nearly instantaneous response to 
disturbances, predictive control with optimised 
performance in complex MIMO systems is difficult to 
achieve. It is required to build up appropriate research 
environments and obtain datasets that can be used to 
explore and raise the power and capabilities of 
machine learning, where the commonly used deep 
neural networks require improvements in nonlinear 
fitting and convergence speed. In this paper, we 
propose a novel machine learning system designed by 
building IoT network to remotely collect data and 
developing deep wavelet neural networks (DWNN) 
using nonlinear Gaussian (Mexican hat) wavelet with 
sparsity as activation functions to process the real-time 
data for predictive control with energy efficiency. 

Experimental results have demonstrated that 
optimum performance of MIMO system operations 
can be achieved by the trained DWNN model over the 
IoT communication networks, where the integrated 
high technologies such as IoT, machine learning, cloud 
computing enable systems to make the best decisions, 
improve control strategy and maximise efficiency. 
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Summary: In control arena, one of the most important issues is to effectively control the robot motion and force and in the 
meantime, the robots must safely respond to contact forces while interacting with people. Another issue is that how to handle 
uncertainties that are occurred during the process of interacting with environment. Human beings can control ourselves’ 
motions (e.g. control arms to move, legs to move, whole body to move) perfectly. This partly attributes to the fact that human 
control system is based on millions of neurons that are receiving and sending signals to each other, and partly attributes to the 
fact that this control is formed by our initial learning. This paper reviews the most recent development on the brain and 
cognitive intelligence based control used in robotics. Some future research recommendations are proposed. It is concluded that 
the final goal is how to combine neuroscience, AI, and robotics so that we can make robots have more human-like 
performances. 
 
Keywords: Robotics, Adaptive control, Cognitive intelligence, Learning control, Human-robot interaction. 
 

 
1. Introduction 
 

In 2000, the humanoid robot ASIMO is developed 
by Honda research group, and the robot can walk and 
climb stairs etc., but the robot cannot have physical 
interaction with humans [1, 2]. Recently, the Boston 
Dynamics research group together with Google 
developed a humanoid robot Atlas, surprisingly it is 
not heavily based on artificial intelligence but motor 
control and learning through the state space model, and 
it is by far the most agile robot on the market [3, 4]. 
However, the Atlas robot was not designed to have 
physical interaction with human beings, so it cannot 
really have physical interaction with human beings. 
Similarly, the recent developed humanoid robot 
Sophia that is largely based on artificial intelligence 
developed by Hanson Robotics research group can 
have verbal interactions with human beings, but not 
too much physical human robot interaction. 

Before proceeding further, it is noted that 
biologically inspired robots have been developed in the 
past decades [5-7], in which researchers are trying to 
simulate and copy biology organisms to make robots 
more intelligent and accomplish complicated tasks. 
What about simulating and copying human behaviors 
(human nervous system) instead of animals behaviors? 
Since the most reliable and intelligent control system 
ever encountered is the human internal control system. 

Human beings can control ourselves’ motions (e.g. 
control arms to move, legs to move, whole body to 
move) perfectly. This partly attributes to the fact that 
human control system is based on millions of neurons 
that are receiving and sending signals to each other  
[8-10], and partly attributes to the fact that this control 
is formed by our initial learning [11, 12]. It is noticed 
that when we were babies, we learned how to control 

the motions over and over again, and gradually formed 
the perfect control of movement. 

Some of the traditional control systems (e.g. PD 
control) mimic the spring and damper system, as 
briefly illustrated in Fig. 1. Traditional control systems 
(used in robots) that are mainly geared to the industrial 
manufacturing purpose are no longer effective in 
human-robot interaction, e.g. one of the applications is 
eldercare. As serving an elderly people requires more 
complicated motions and safety issues need to be taken 
into consideration as well while the robot is interacting 
with elderly [13, 14]. The robot requires more than just 
a position control, motion control, force control, or a 
trajectory planning [15-17]. It also involves with 
combination of above and unexpected motion control 
[18, 19]. For example, in the process of assisting an 
elderly to walk around, if an elderly accidently falls, 
the robot needs to handle this unexpected motion and 
help to pick up the elderly. A learning control system 
inspired by human brain and cognitive intelligence 
system seems to be a good candidate to address the 
above problem, i.e. how to design a human-nervous 
inspired learning control algorithm for assistive robots 
to help elderly people in their daily lives, for example, 
help to pour a cup of water and deliver it to the elderly, 
help to assist elderly to walk around, and help to clean 
the house. All these tasks need a robot and an advanced 
control algorithm. One of the most important issues is 
to effectively control the robot motion and force and in 
the meantime, the robots must safely respond to 
contact forces while serving an elderly people [20, 21]. 
Another issue is how to handle uncertainties that are 
occurred during the process of, for example, serving an 
elderly people [22, 23]. The development of physical 
assistive robots is not a main issue here, the main issue 
is to develop an advanced control algorithm to control 
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the robots to execute an unexpected tasks in the process 
of assisting elderly people [24-26]. 
 

 
 

Fig. 1. PD control analogy. 
 
Here, the most recent development of brain and 

cognitive intelligence based control are reviewed and 
the human-nervous-systems-based learning control 
algorithm for robots is discussed in order to further 
summarize and improve the methodologies  
in this field. 
 
 
2. Cognitive Based Control in Robotics 
 

In [27], the author studied how human beings 
control arms’ movements by looking at the patterns of 
electrical activity in neurons when a person moves his 
or her arm through combining artificial intelligence 
and neuroscience, and then apply such skills to robots. 
The studies show that how artificial intelligence and 
neuroscience can help each other in order to advancing 
both fields. 

Very similarly, artificial intelligence, computer 
programs, and brain organization are compared and 
investigated together in [28], and it came to the same 
conclusion that AI and brain organization are helpful 
to each other. The output of brain organization might 
be useful in better modelling and simulating of AI. In 
[29], a deep neural network is identified and trained by 
computational approaches in order to study the 
patterns of electrical activity of a monkey neurons in 
the process of recognizing an object. The deep neural 
network was modelled based on the human brain 
hierarchical architecture, and it is acknowledged that 
generally neural networks perform supervised 
learning. In [30], a “brain-like” control technique is 
used in the visual servo control of a redundant 7-DOF 
robotic manipulator for the tele-robotic operations 
application to remove the image-feature extraction and 
tracking requirements. However, the technique 
requires installation of advanced sensing systems and 
reconfigurable base. Furthermore, the force control is 
not considered and also safety issue is one of the major 
concerns when applying above approach. Precisely 
speaking, the above brain-like control technique can 
actually be considered as non-vector space control. 

In [31, 32], the intersection of cognitive science, 
computational neuroscience, and artificial intelligence 
are reviewed. It shows that by using Bayesian 
cognitive models, one can engage complex cognition, 
such as the way our minds model the physical world 
by optimally combining prior knowledge about the 
world with sensory evidence. However, the study did 

not specify how we can apply such approach to robots. 
In [33], the authors discussed how to build and make 
robots that learn like people. The article presented and 
illustrated two major challenges in the process of robot 
learning: image and character recognitions, and 
learning how to play a video game. The authors argued 
that the combination of neural network modeling and 
learning-based artificial intelligence could result in 
much better result and more human-like learning 
abilities than that of single artificial intelligence 
system. Furthermore, it also concludes that deep neural 
networks learning together with psychological 
ingredients could lead to a much higher level of 
cognitive control. The challenging problem and of 
course the next step of work seem to be that how to 
build the bridge between deep neural networks 
learning and psychological ingredients. 

There are also numerous of recent studies focusing 
on the deep learning and neuroscience [35-40], but the 
studies did not specify how exactly to connect deep 
learning and neuroscience to robot controls. 

In [41], a recurrent emotional cerebellar model 
articulation controller neural network is presented for 
vision-based mobile robots to handle complex 
nonlinearities in the dynamic equations so as to 
achieve accurate positioning tasks. The developed 
control neural network combines a recurrent loop with 
an emotional learning system and therefore generate a 
cerebellar model articulation control system, which is 
acted as the main piece of the control system module. 
The developed control system contains three parts: a 
sliding surface, the recurrent emotional cerebellar 
model articulation controller, and a compensator 
controller, and the control system is designed based on 
the Lyapunov stability theory and therefore, the 
stability of the overall controller is guaranteed. 
However, the designed control network has certain 
limitations where the control network can only be used 
in target tracking due to the fact that lacking of  
self-organization mechanism in the overall control 
system. In [42], the authors proposed an approach by 
training machine learning regression algorithms to 
anticipate slippage related to individual wheels in 
mobile robots that are used in off-road conditions. The 
novelty about that study is that the machine 
learning regression is employed instead of machine 
learning classification to detect slippage and related 
uncertainties. The interesting part is that the slippage 
is considered as a random variable. The MIT  
single-wheel equipment is used as a demonstration, 
and the result shows that the Gaussian process 
regression leads to a trade-off among computation time 
and precision. Using deep learning approaches to 
model slippage as a discrete variable will be interesting 
to look at in the future. 

In [43], a framework for investigating the nature of 
consciousness in cognitive robots is developed, and the 
issue of how to create a humanoid robot that learns to 
conduct works based on imitation learning is 
discussed. It is pointed out that the above humanoid 
cognitive robot can be achieved by copying and 
following human-provided demonstrations (i.e. the  
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so-called learning from demonstrations) rather than 
pre-programming a robot. However, the potential issue 
is that the robot is very limited to generalize to a 
completely new set of circumstances where the robot 
needs to use different actions to execute the same 
intention, because the robotic system does not 
understand the demonstrator’s intentions. In [44], the 
development of neuroscience and psychology-inspired 
human – robot interaction is briefly reviewed, and 
some challenging issues are brought up. The study 
reviewed the above topic from the following three 
different perspectives: technical solutions for  
human-robot interaction, the development of social 
behaviour in robots, and human social perception and 
social behaviour. Nevertheless, it was concluded that 
we need to integrate different research areas to make 
significant progress in controls of human-robot 
interaction. 

In [45], a framework for coordinating stimulus 
sport interaction scenarios with robots is developed 
based on motivational instruction patterns. It is shown 
that by employing a structured way of assessing 
multiple interaction configurations and robot 
platforms, one can obtain a deep understanding in 
psychological concepts that shape human-robot 
interaction. However, the study is still preliminary in 
terms of scenarios presented. 

In the beginning of the century, people are looking 
at the adaptive control to handle the situation where 
parameters in the dynamic equation change with 
respect to time. Adaptive control still replies on models 
and it is a type of model-based control. Later, many 
research groups investigated the model-free control, 
particularly the deep reinforcement learning in robotics 
[46-48]. The challenging problem we are facing is that 
how to make robots deal with uncertainties and make 
corresponding decisions, and how to make robots truly 
achieve human-like intelligence. 

In [49], the authors investigated the human–robot 
cooperative tasks by looking at the needed individual, 
geometric reasoning and situation assessment based on 
affordance analysis and perspective-taking. The 
context is that robots and humans are put in a common 
space, and humans and robots exchange information 
mainly via verbal communication and social 
observation, and the robot is then anticipated to carry 
off interactive object manipulation by considering the 
human’s intentions, skills and beliefs. The study 
presented is till preliminary. It does not consider cases 
where different beliefs might appear between the robot 
and human. Moreover, the study is only limited at the 
spatial and temporal situations, where a context 
selection consists of retrieving one monolithic set of 
beliefs rather than single one belief. In another 
interesting and similar study [49], a coordinated 
speech-based humanoid robot is developed that can 
follow human commands and produce poems, receive 
audiences feedback and thereafter display 
corresponding emotional responses, and produce body 
language movements accordingly. The dialogue 
capabilities of the robot yet needs to be further 

improved in order to allow an active learning for 
extracting and organizing knowledge from human. 

In programming arena, for example in Java, we 
have the concept of modularized programming (Robert 
2008), where one lengthy program is reduced to one 
main method and several blocks of sub-methods. Each 
of these sub-methods is one module, and each module 
does its own work and returns the result to the main 
method which utilizes the returned result. A Java 
example is shown here in Fig. 2 for the purpose of an 
illustration. Furthermore, it is argued that our human 
body does not only have one controller, but rather 
multiple controllers that are working together with the 
central nervous system, which is our brain and spinal 
cord. When humans control bodies, not all controllers 
are working at the same time. For example, when 
human humans grab an object, the only control system 
working might be the arm controller and other related 
controller, the controller that controls our facial 
expression might not be working. Or as another 
example, when human beings lay on the bed and 
relaxing, we still have all the controllers but most of 
the controllers are not performing to control any 
movement. The idea of the multiple controllers 
working independent and together with the central 
control system might be one of the future research 
directions we can take to handle robot control in order 
for robots to accomplish more complex and delicate 
works, as conceptually demonstrated in Fig. 3. We can 
build a model to represent such hierarchy concept and 
apply such control to robots. 

 
 

3. Discussions 
 

The general approach as a future study that we are 
going to take for designing cognitive based control for 
robotics or human-nervous-system-based learning 
control algorithm is to build a mathematical model to 
resemble and represent human nervous system based 
on the structure and function of the nervous system, 
and then apply such model to robots. 

The following states how we are going to achieve 
human-nervous-system-based learning control 
algorithm in details: in the designing of such  
human-nervous-system-based learning control 
algorithm, the initial idea is to make the human-
nervous-system-based learning control system have 
two major sections. The first section contains the 
learning control algorithm. The learning control 
algorithm can be designed based on the artificial 
intelligence by simulating the human learning 
approach (learning over and over again) and modelling 
a deep neural nets model. After that, maybe we can add 
something that is very similar to the structure of 
neurons that are receiving and sending signals to each 
other to the above learning control algorithm, and this 
forms the second section, which will be one of our 
future works. The purpose of the first section (the 
learning control algorithm) is to store enough “correct 
move” and “wrong move” information. The purpose of 
the second section (the neurons alike structure) is to 
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utilize the first section’s information to communicate 
with the robot. Fig. 4 briefly illustrates the overall plan 
for designing a human-nervous-system-based learning 
control algorithm used, for example, in a socially 

assistive robot. The key problem that needs to be 
solved is the human-nervous inspired learning control 
algorithm instead of building a robot. 

 
 

 

 
 

Fig. 2. A Java program example – modularized programming concept. 
 
 

 
Fig. 3. Multiple controllers work together  

and independently to control a robot. 

 
Fig. 4. Example of human-nervous inspired learning 

control algorithm design overall plan. 
 
 
4. Potential Applications 
 

Robotic systems have been used in many industrial 
areas, but its development in the human-robot 
interaction, for example, socially-assistive robots in 
eldercare, is still in the infant stage [51]. It is estimated 
that by 2030, there will be over 1 billion elderly people 
who are over 60 years old around the world. Young 
people will not be able to stay at home and serve their 
older parents often as they have to go to work. Thus 
the use of assistive robots in eldercare will become 
necessary in the near future. There are few robots being 
designed in the last decade where the robots can do 
some basic tasks for elderly, but mainly on the 

communication and entertainment level [52-54], not 
actually having physical interactions with elderly. The 
significance and potential impact of the cognitive 
based control research are summarized as follows: 

(1) By 2030, it is estimated that 20 % of world's 
population will be over 60 years old. The development 
of socially-assistive robots will greatly assist elderly 
people in their everyday lives; 

(2) The development of human-nervous inspired 
learning control algorithm will further push the 
development of the automatic control theory to a new 
level and introduce a new concept of control, which 
can potentially be used also in advanced 
manufacturing. Manufacturing plays a crucial role in 
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today’s economy responsible for about 16 % of global 
gross domestic products. In current manufacturing 
industries (e.g. in manufacturing assembly lines), 
robots are working independently and not working 
with human operators. In order to improve the 
productivity and adapt to the rapid changes in 
production, current assembly robots are very limited in 
satisfying those needs. Whereas robots working with 
human operators is an effective approach to meet the 
needs of rapid changes in production. 
 
 

5. Conclusions 
 

The author here reviewed the most recent 
development of the brain and cognitive intelligence 
based control used in robotics in order to further 
summarize and improve the methodologies in this 
field. A human-nervous-systems-based learning 
control algorithm design framework for assistive 
robots is briefly illustrated and discussed. Some future 
research recommendations are proposed. It seems the 
final goal is that how to combine neuroscience, AI, and 
robotics so that we can make robots have more  
human-like performances. 
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Summary: This article presents our work from research project which objective is to allow a robot to perform pick & place 
and assembly tasks by intuitively teaching and programming the robot trajectories from human demonstrations. Based on 
motion acquisition systems, we aim at developing a system capable of acquiring and analyzing the manipulation actions 
performed by an operator to extract their primitives and compound characteristics. A Leap Motion sensor and a 3D camera are 
used to acquire gestures and movements at different scales and objects position. Classification algorithms and deep learning 
models are used in order to recognize gestures. An expert system is allowing the translation of recognized gestures into robot 
trajectories. The challenge in our case is the automation of tasks through artificial intelligence. ABB's YuMi Robot is used to 
validate our solution. 
 
Keywords: Observational learning, Collaborative robots, Robot learning, Cognitive systems, Cyber-physical systems, 
Imitation learning, Gesture and movement capture. 
 

 
1. Introduction 
 

Robot learning by demonstration (LfD) is a 
promising approach that allows the transfer of robotic 
solution prototypes from the academic world to the 
business world [1].Technological advances in recent 
years have allowed robots to get out of their cages and 
work side by side with human operators. With these 
collaborative robots, a new era of industrial robotics is 
opening. The potential market for collaborative robots 
is expected to grow from $ 400 million in 2017 to  
$ 7.5 billion in 2027. Brought to work with and 
alongside humans, these robots will have to provide 
advanced skills. Classic robot programming (complex 
and time consuming) is reaching its limits in the face 
of this new challenge. Effort is, therefore, being 
invested to reduce programming time and reduce the 
cost of deploying a robotic system by up to 60 % 
according to the study [2]. 

The goal of our project LD4Robots (Learning from 
Demonstration for collaborative Robots) is to design 
and prototype a learning system that will be used to 
automatically program manipulation tasks of an 
industrial collaborative robot by reproducing the 
actions demonstrated by an operator (see Fig. 1). 

 

 
 

Fig. 1. LDF approach. 
 
In this project, we propose to apply this method 

first to a “Pick & Place” [5] use case and in a second 
step to an assembly one. Currently, we are working on 
the first use case, which will be the basis for 

developing the second one. In our project, we favored 
an approach for LFD based on a vision system 
consisting of a Leap Motion [3] and a RealSence 
camera unlike kinesthetic guidance [4] which refers to 
manual movements of the robot by haptic interaction 
through haptic sensors. Note that the second approach 
simplifies the task of correspondence learning but on 
the other hand requires a robot allowing haptic 
interaction. 

It should be emphasized that our workflow  
phases are: 
 Data capture and fusion; 
 Learning phase; 
 Reproduction by the robot of the movement or the 

learned action. 
 
 
2. Architecture and Set-up 
 

The overall architecture of our solution is depicted 
in Fig. 2. The solution requires the integration of 
different components running on different Operating 
Systems (OS). In order to solve OS compatibility 
issues, we have created a specific architecture: an 
application running on Windows OS captures the 
movements of an operator using different sensors 
(LeapMotion, RealSense), assembles the data and 
saves the movement of the operator in a file located on 
a server. Once the demonstration is done by the 
operator, the data collected by the sensors, the 
trajectories and gestures classified saved in a file, the 
goal is then to program the YuMi robot and reproduce 
the task. To do it the trajectories are computed and 
programmed by MoveIt! running on ROS (Robot 
Operating System) a motion planning framework and 
then communicated to the robot using the EGM 
(Externally Guided Motion) library provided by ABB. 
This second part is running on a Linux platform. 
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Fig. 2. Architecture. 
 

The set-up on which the taught demonstration is 
reproduced is composed of an ABB YuMi robot (dual 
arm robot; each arm having 7 DoF), a Leap Motion 
sensor and an Intel RealSense camera (see Fig. 3). 
 

 
 

Fig. 3. ABB YuMi robot, Leap Motion  
and RealSense sensors. 

 
 
3. Methodology 
 

Our approach is composed of two different parts: 
teaching and reproduction. For the "pick & place" 
scenario, three essential types of gestures are initially 
considered: 
 Movement: this is an action which recognition and 

precise description will guide the trajectory of the 
robotic arm; 

 Pick: action of picking an object in a “Pick & 
Place” scenario, one of the most frequent scenarios 
in collaborative robotics. Determining when and 
how to grab an object is an essential capability; 

 Place: action of placing an object. This action 
makes sense and usually follows the picking of an 
object. 
For the teaching part we use the 3D camera to track 

the position and orientation of the object before 
picking it and after placing it. On the other, hand the 
leap motion is used to track the fine movements and 
track different fine gestures such as the pinch gesture. 
This latter gives also the start of the recording of the 
trajectory of the hand and the detection of the final new 
position of the object. 

Recognizing these three actions requires the 
automatic interpretation of the data provided by the 
different sensors. We use SVM (Support Vector 
Machine) classifiers to differentiate the gestures and 
we are currently working on another version using 
deep learning to compare the performance of the two 
ways of doing. 

Regarding the reproduction of the trajectory, it is 
therefore a matter of matching the trajectory described 
by human movements with the typical trajectories of a 
robotic arm. For the moment, we extract from the 
trajectories given by the Leap Motion 4 poses (position 
and orientation) of the hand of the demonstrator that 
are the starting point, the ”picking” point, the ”placing” 
point and the end point. These 4 points enable us to 
fully describe and programme the trajectory. In a 
second step we will also include obstacle avoidance by 
closely tracking the movement of the hand of the 
operator between the picking point and the placing 
point during the movement. 
 
 
4. Conclusions 
 

So far, thanks to optical sensors (LeapMotion and 
RealSense), we are able to capture, classify, recognize 
and reproduce all movements and gestures involved 
into a simple “Pick & place” use case. The RealSense 
camera enables us to improve the accuracy obtained 
with the Leap Motion sensor when it is needed (to get 
the exact picking and placing positions). The next steps 
will be to include obstacle avoidance and also to 
perform more complex tasks like assembly tasks. 
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Summary: Middleware gateways are a feasible solution for improving interoperability between legacy connectivity 
technologies in industrial automation and enterprise information technology. However, developing, configuring, and deploying 
gateways on different devices for connecting middlewares are not well examined. A proposed gateway generation process that 
builds upon a generic gateway model in the Architecture Analysis & Design Language (AADL) and allows platform-specific 
code generation addresses those challenges. Additional, configuration files define all necessary bindings. The paper concludes 
by outlining subsequent steps by pointing out research challenges in the presented process. 
 
Keywords: Middleware, Gateways, Industrial automation, Industrial Internet of Things (IIoT), Architecture Analysis & 
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1. Introduction 
 

Accessing information in industrial automation has 
always been a critical element for a system's optimal 
functioning, but often hindered by the used 
architecture [1]. From a historical perspective, typical 
automation systems follow a hierarchical architecture 
often visualised as an automation pyramid (Fig. 1) [2]. 
The first two levels represent sensors and actuators, 
followed by controllers (e.g., programmable logic 
controllers (PLCs)) which are responsible for the 
interaction with the underlying technical process and 
the processing of automation functions (e.g., 
open/closed-loop control), respectively. With the third 
SCADA systems level, the lower levels represent the 
operational technology (OT) part of automation [3]. 

Compared to the two top levels, summarised as 
information technology (IT), OT has more stringent 
requirements (e.g., on real-time and safety) achieved 
by automation and industrial communication 
technology. On the other hand, IT uses off-the-shelf 
components and communication systems ready for use 
with the Internet Protocol (IP) suite part of any 
enterprise / IT environment. Typical applications in the 
upper levels are Manufacturing Execution Systems 
(MES) and Enterprise-Resource-Planning (ERP) tool 
suites that process and abstract the data from the lower 
levels. Accessing OT information is complicated and 
is often referred to as the OT/IT gap [2]. 

Given more recent initiatives, e.g., the Industrial 
Internet of Things (IIoT) or Industry 4.0, access to 
information is becoming even more critical. IIoT aims 
to close the OT/IT gap by introducing the same IP 
technology at all levels, thus creating a more flat and 
transparent architecture. Such a system design would 
make it possible to address a single sensor on the shop 
floor directly from a top-level application (e.g., located 
in the cloud). 

 
 

Fig. 1. OT / IT gap and gateway positions  
in the Automation Pyramid. 

 
New technological developments such as fog and 

cloud computing or time-sensitive networking (TSN) 
further promise to close the OT/IT gap [4]. 

An often forgotten problem in the long history of 
industrial communication is that the domain looks 
back on several decades of industrial communication 
technology. Due to long life cycles, it is not uncommon 
to find relatively old, still correctly working systems 
[5]. Therefore, a sudden change towards an all-new IP 
architecture is not very realistic. There is, therefore, a 
need for interim solutions, for example, gateways to 
connect older OT protocols with newer technology and 
Internet protocols of the IT levels [6]. 

In this context, this article describes the possible 
positions of gateways within the automation pyramid. 
It presents arguments why middleware gateways are a 
feasible solution to close the OT/IT gap. It also 
describes the related challenges, followed by a process 
that addresses them. The results form the basis for 
further research about middleware gateways for 
industrial automation. 
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Section 2 presents possible positions of gateways 
in the automation pyramid and the historical 
background. Section 3 introduces the middleware 
gateway concept and lays the ground for the related 
challenges in Section 4. Within Section 5, the gateway 
generation process is introduced and discussed in 
Section 6. Section 7 concludes the paper and provides 
an outlook on future work. 

 
 

2. Gateways in the Automation Pyramid 
 

Gateways have always been part of industrial 
automation. They found their application at different 
automation pyramid levels by connecting protocols 
horizontally or vertically with IT applications [1]. 

In the early days of automation when fieldbus 
systems replaced parallel and discrete cabling in the 
lower levels of the automation pyramid, early 
suggestions appeared to improve interoperability with 
gateways [7]. The focus of these dedicated automation 
networks (e.g. Controller Area Network (CAN), 
PROFIBUS or INTERBUS) however was to overcome 
the restrictions of parallel cabling and not on 
interoperability [7]. Therefore, low-level horizontal 
gateways, as depicted in Fig. 1, remained an exception. 

With the advent of the Internet, the relevant 
technology also made its way into the automation 
domains. Due to the uniform Ethernet standard, 
gateways seem to be a relic of the past. However, 
Ethernet lacked actual real-time capabilities, which led 
to the development of several new dedicated protocols 
and reintroduced the need for gateways. 

Protocols such as PROFINET or EtherCAT either 
use parts of the OSI layers or adapt them to achieve 
low latency communication. In contrast to Internet 
technology, such protocols are OT specific and not 
intended for communication with the IT domain [8]. 
The specific real-time requirements make creating 
horizontal gateways a problematic endeavour. 
Research has shown that directly connecting such 
protocols can create serious security risks [1]. 
Nowadays, the new initiative creating time-sensitive 
networks (TSN) opens up new possibilities [4]. 

Vertical gateways are another solution to overcome 
OT and IT's separation as they transfer automation data 
to the IP-based networks. The gateways abstract a 
certain amount of data and functions from OT to the 
enterprise environment [9]. However, creating vertical 
gateways requires extensive knowledge of the protocol 
and the connected application (MES, ERP system). 
The uniqueness of each gateway makes it challenging 
to maintain and reuse or adjust it for other applications. 
One possible solution is to connect vertical gateways 
with middleware that is better suited to the IT 
environment. 

With middleware, IT applications can access the 
OT world's data points with the necessary abstraction 
and additional information. There are different ways to 
access legacy protocols. Either directly with specific 
APIs and drivers or as mentioned via vertical 
gateways. Since middlewares offer standardised access 

to all IT applications, their use would reduce the 
number of required gateways [6]. However, the 
number of middleware and protocol combinations is 
still considerably large and would hinder 
interoperability. 

At this point, middleware gateways could improve 
the situation by building bridges between 
middlewares. The complexity of such gateways is high 
because middlewares sometimes use different 
communication patterns, e.g., OPC Unified 
Architecture (OPC UA) (Server-Client), MQTT 
(Broker) or Data Distribution Service (DDS)  
(publish-subscribe) and means of transport (TCP/IP, 
UDP, HTTP or CoAP) [9]. Nonetheless, the IT 
compatibility allows the flexible deployment, e.g., on 
fog nodes or in the cloud and are therefore a suitable 
solution to play an essential role in closing  
the OT/IT gap. 

 
 

3. Middleware Gateway Concept 
 

Middleware gateways could reduce the total 
amount of required gateways in IIoT. The goal is to 
connect the existing middlewares, which are either 
already attached to legacy protocols or provide drivers 
or APIs. Such a proposal is not new. The Industrial 
Internet Consortium (IIC) published a related study to 
identify the leading middleware technologies for their 
suitability for IIoT applications [10]. After an in-depth 
evaluation OPC UA, DDS, oneM2M and Web 
Services turned out to be best candidates for all types 
of industrial sectors. Connecting those ”main” 
middlewares with gateways would significantly 
improve interoperability. Secondary gateways would 
connect other middlewares or legacy protocols to one 
of the main middlewares (cf. Fig. 2). 

 

 
 

Fig. 2. Main middleware gateways concept. 
 
As part of the IIC, the OMG Group published an 

OPC UA / DDS gateway specification [11] to follow 
up on the concept. Since OPC UA is a server-client-
based middleware and DDS follows the 
publish-subscribe paradigm, the specification 
addresses these differences by utilising configurable 
bi-directional bridges. Since its publication in 2019, 
the gateway specification received some attention in 
the industry and led to a proprietary implementation. 
In academic research, the focus remains mainly on the 
gateway's information exchange and functionality 
aspects by implementing reduced prototypes as in [12]. 
However, none of the studies focused on the 
challenges associated with implementing, configuring, 
and deploying such gateways. 
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4. Challenges Related to Middleware  
    Gateways 
 

A recent use-case study about fog computing in 
automation systems to consolidate SCADA 
functionality, and using an OPC UA / DDS gateway 
prototype revealed several challenges [13]. In this use 
case, DDS acted as a bridge between two OPC UA 
networks and provided remote maintenance 
functionality. The trials revealed mostly problems 
related to the implementation of the gateway  
prototype itself. 

One other significant difficulty is the configuration 
of the gateway. Configuration requires in-depth 
knowledge about both networks; i.e., the node 
addresses, the data to be transferred or access rights. 
These hurdles directly impact the gateway's 
deployment and scalability because some information 
must be in place before the compilation. If such 
dependencies exist, the dynamic deployment of a 
gateway on different resources, for example on fog 
nodes, would require an automated compile process or 
a change in the gateway architecture. Other studies 
report similar problems with gateways, despite 
different protocols and architectures [14]. For 
example, Dionisio et al. [15] present an OPC UA / 
MQTT gateway based on Node-RED for ”loom 
machines” where they use a static gateway 
configuration. Some authors [16] try to counter the 
configuration issue with a software-defined 
perspective or with a particular additional  
middleware [17]. 

Other problems encountered in the use case are 
related to security and latency issues. An additional 
firewall that protects the gateway from malicious 
access solved the problem. However, this solution 
required additional configuration effort. It would have 
been more user-friendly if the gateway had supported 
the security functions used by DDS and OPC UA. 
While latency and overhead were not a critical problem 
in the use case, some considerations had to be made. 
Other authors report similar problems and use HTTP 
to bridge protocols to reduce overhead and  
latency [18]. 

In summary, to enable middleware gateways to 
bridge the OT/IT gap and connect legacy protocols, 
those challenges need to be addressed first. 

 
 

5. Gateway Generation Process 
 

Gateway configuration, deployment and scalability 
are the most relevant challenges that a potential 
solution needs to address. The suggested process 
foresees using a modelling language to model the 
different aspects of a gateway and code generation to 
achieve higher flexibility. Potential candidates are 
Unified Modeling Language (UML), Systems 
Modeling Language (SysML) and the Architecture 
Analysis & Design Language (AADL). All languages 
support the modelling of complex applications and 

allow code generation. However, only SysML and 
AADL are capable of specifying hardware and 
communication. AADL originating out of avionics 
provides analysis possibilities for embedded, real-time 
systems, supporting its use in industrial  
automation [20]. 

 

 
 

Fig. 3. Gateway generation process. 
 

The suggested process assumes the usage of AADL 
and related tools. However, it is also applicable to 
other modelling languages. The first step is the 
creation of a generic gateway model based on a 
specification. This unique specification depends on the 
middleware combination and defines necessary 
bindings and features. The created general model is the 
foundation for the further code generation and acts as 
an empty shell for specific gateway instances. For the 
actual code generation, each gateway instance requires 
further ”hardcoded” information, e.g., data type 
mappings or node addresses. The proposed process 
foresees two stages for adding the required 
information. In the first stage, a configuration file 
provides the parser everything to create a specific 
gateway model. The following code generation then 
produces code. In AADL, the Ocarina toolchain 
creates either C or ADA code out of the model [20]. It 
might be worth to mention that the code generation is 
dependent on the chosen hardware environment, e.g., 
an embedded system. This feature is essential when 
considering that gateways might run on resource-
restricted edge devices or fog nodes. In the last step 
before compiling the code, an XML configuration file 
provides the final mappings that end the gateway 
creation process. 

 
 

6. Discussion 
 

Although the proposed process is relatively simple, 
it addresses the most relevant challenges related to 
middleware development and use of gateways. 
Adopting a general gateway model allows the 
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generation of specific and compiled gateway instances 
and reduces the configuration effort when adjustments 
are required. A weak point of the process is that the 
model entirely depends on a given gateway 
specification unique for each middleware 
combination; however, following the main gateway 
idea with only a few combinations reduces the effort. 

As other studies indicated, the configuration of the 
gateway is a core challenge. Despite the proposed 
approach to integrating the configuration into the 
building process, the required configuration files are 
complex. This fact limits the flexibility as the 
configuration is static. A possible solution would be 
using an external tool that creates the files. In the best 
case, the tool obtains the needed (network) information 
from both middlewares automatically. OPC UA, for 
example, applies information models to structure all 
involved nodes. Another option is to change the 
architecture of the gateway, that would allow 
dynamical changes during runtime. Such functionality, 
however, might increase the complexity and is not 
supported in all programming languages. 

If the configuration is static, the process will allow 
an automated generation of gateways. For instance, 
applied in fog computing, a deployment tool creates 
new instances when one gateway cannot handle all 
traffic. Moreover, though the process aims for 
middleware gateways, it is applicable for direct 
vertical gateways to connect legacy protocols with IT 
applications. 

 
6. Conclusion 
 

The paper presents a process to address challenges 
related to the development and deployment of 
middleware gateways which are an efficient way of 
connecting legacy OT protocols to the IT environment. 
A previously conducted use case study and related 
work indicate that the most relevant challenges are 
configuration, deployment, scalability and security. 
The model-based approach includes a two-step 
configuration, code generation for different platforms, 
and automation potential. Further studies will include 
the actual modelling of an OPC UA / DDS gateway 
with the proposed AADL language. 
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Summary: Early damage detection and classification by condition monitoring systems is crucial to enable predictive 
maintenance of manufacturing systems and industrial facilities. The data analysis can be improved by applying machine 
learning algorithms and fusion of data from heterogeneous sensors. This paper presents an approach for a step-wise integration 
of classifications gained from vibration and acoustic emission sensors, in order to combine the information from signals 
acquired in the low and high frequency range. A test rig comprising a drive train and bearings with small artificial damages is 
used for acquisition of experimental data. The results indicate that an improvement of damage classification can be obtained 
using the proposed algorithm of combining classifiers for vibrations and acoustic emission. 
 
Keywords: Condition monitoring, Vibration, Acoustic emission, Drive train, Data fusion, Machine learning. 
 
 
1. Introduction 
 

Increasing demand for efficient, reliable and 
available industrial production systems has led to the 
development of systems for continuous condition 
monitoring (CM). By the analysis of sensor signals, 
failures and wear can be detected in an early stage, 
enabling cost-effective predictive maintenance and 
prohibiting severe damages [1-3]. 
 
 
2. Applications and Methods for Condition  
    Monitoring 
 

A widely implemented application is condition 
monitoring of bearings. These are critical parts of 
many industrial drives. Since bearings exist in a wide 
range of geometries and are driven at different speeds 
and loads, CM systems have to be adapted individually 
for a sufficient damage detection capability [4]. 

A common monitoring approach includes vibration 
measurements, usually conducted with accelerometers. 
It has been successfully applied for the detection of 
mechanical faults like imbalances [2]. Still, the 
performance of vibration-based CM systems suffers 
when dynamic acceleration levels become low due to 
slow rotation speeds, when disturbance levels are high 
due to coupling with noisy gearboxes or other 
drivetrain components, and in case of varying speeds. 

CM based on ultrasonic structure-borne noise or 
acoustic emission has been proven to be an alternative 
in some cases [5]. The method is based on the detection 
of impulsive events (bursts) sent out from the rolling 
contact of damaged bearing elements. While being 
very sensitive, disadvantages of the method include the 
limited range of the impulsive waves in the mechanical 
structure and being insensitive to global mechanical 

faults like misalignment of drive shafts, imbalances or 
loose parts. 

For both methods, vibration approach and 
ultrasonic approach, a number of signal analysis 
algorithms have been developed, either in time or 
frequency domain. More recent approaches use the 
corresponding sensor data as input to powerful 
machine learning algorithms. 
 
 
3. Data Fusion Approach 
 

In this paper, a combined system is presented, 
which utilizes low-frequency vibration signals from 
accelerometers and high-frequency acoustic emission 
(AE) signals from ultrasonic transducers. By feeding 
the signals into a multi-stage classification algorithm 
(see Fig. 1), the capabilities of the detection should be 
enhanced to a broad range of faults and damages. The 
classifier architecture thereby consists of 3 parts, 
which all are trained to detect the defect state of the 
system: 
 A classifier which receives data from the acoustic 

emission sensor (AE classifier); 
 A classifier which receives data from the 

acceleration sensor (vibration classifier); 
 A classifier which receives activations of the AE 

and vibration classifiers at intermediate layers 
(combined classifier). 
The intension for this approach was to increase the 

sensitivity and to improve the resilience with respect 
to sensor failures. The proposed classifier architecture 
provides classifications based only on single sensor 
streams on the one hand (using the data from one 
sensor), and classifications based on fused sensor 
information on the other hand (using all available 
sensors). Thereby, the sensitivity of the respective 
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sensor data for the detection of different defect states 
can be evaluated and the performance gain due to the 
conducted sensor fusion can be assessed. Additionally, 
faults can even be detected if a single sensor stream is 
missing, albeit not with the maximum prediction 
accuracy. 

 
 

 
 
Fig. 1. Sketch of the proposed classifier architecture. 

 
 

4. Laboratory Set Up 
 

The proposed approach is demonstrated with a 
drive train set up, at which multiple bearing failures 
can be simulated (see Fig. 2). 

 
 

 
 

Fig. 2. Drive train set up with vibration and acoustic 
emission sensors. 

 
 

The basic concept documented in [2] is extended 
by an instrumentation with AE sensors. The set up used 
here comprises a motor (WEG V3.5111) connected to 
a bearing shaft by a flexible coupling. The bearing is a 
standard roller bearing type E12. 

For vibration measurements, the setup is 
instrumented with ICP accelerometers (PCB 607A11, 
100 mV/g) at the bearings of the motor and the shaft. 
AE signals are acquired by a piezo transducer (Vallen 
VS30V, 20 kHz – 80 kHz) connected to an AEP5  
pre-amplifier. 

As test cases, artificially damaged bearings are 
used. Damages of different sizes are introduced to the 
inner ring and outer ring (slots of 376 m, 1880m 
each), and rolling elements (flattening by 94 m and 
376 μm) by wire erosion (see Fig. 3). 

 

  

 
 

Fig. 3. Artificially damaged bearings, each w/o damage 
(left) and small damage (right); Inner ring damage, outer 

ring damage, and rolling element damage. 
 

Measurements were conducted at two different 
speeds (800/2000 rpm) and with different damaged 
bearings mounted. In order to separate the effect of 
mounting a damaged bearing from the variability of 
the set up when demounting and mounting due to 
uncertainties in torque of screws, orientation of the 
damage at the bearing etc., measurements were 
repeated several times after demounting and mounting 
the bearing. 

In total, data from 39 measurements was collected 
and used to train machine learning based classifiers as 
explained in the following Sections 5 and 6. 
 
 
5. Data Preprocessing and Classifier Set Up 
 

At first, one measurement per class was separated 
for validation. All measurements in the resulting 
validation dataset were measured at a rotation speed of 
2000 rpm and the damaged bearings all had the smaller 
defect severity. The remaining 35 measurements with 
varying rotation speeds, failure severities and defect 
states were used to train the classifiers. This training 
dataset was again splitted into two parts: A stage 1 
training dataset (5x no defect, 5x inner ring defect, 9x 
outer ring defect, 6x rolling element defect) and a stage 
2 training dataset (1x no defect, 3x inner ring defect, 
3x outer ring defect, 3x rolling element defect). An 
illustration of the division into datasets is shown  
in Fig. 4. 

Measurements from both sensors were divided into 
snippets to create distinct samples for training and 
evaluation of the classifiers. An AE sample consists of 
8000 consecutive values measured at a sampling rate 
of 390625 values per second (20.48 ms per sample), 
while a vibration sample consists of 4096 values, 
which corresponds to one second of measuring. 
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Vibration signals from the sensor mounted close to the 
bearing was used. For each vibration or AE sample, the 
mean and standard deviation was calculated and it was 
afterwards standardized using these values. From each 
standardized sample, the Fast Fourier Transformation 
(FFT) was calculated. For AE data, the frequency 
range between 512 Hz and 50000 Hz was extracted, 
and for the vibration data, the frequency range between 
5 Hz and 512 Hz was used. The previously calculated 
mean and standard deviation values were appended to 
the FFT-transformed samples and thereby create a 
feature vector for each sample. An additional scaling 
of all datasets to a feature range between 0 and 1 was 
conducted based on the range parameters of the stage 
1 training dataset. Examples of the measured sensor 
time series as well as their transformation into 
frequency domain are provided in Fig. 5. 

 
 

Fig. 1. Splitting of the measurements into a stage 1  
and stage 2 training dataset as well as a validation dataset. 

 
 

 
 

Fig. 2. Examples from the measurement data. Left column: Samples from all four used defect states in time domain.  
The upper four plots show vibration measurements, the lower four plots show AE data from the same measurement. Right 

column: FFT transformations of the samples in the left column. 
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All the sub classifiers mentioned in Section 3 are 
multi-layer perceptron. This type of neural network 
together with the frequency transformed input samples 
was chosen, since for vibration measurements it was 
shown that it can lead to classifiers with better 
generalization ability compared to e.g. convolutional 
neural networks which receive the time domain signals 
as input [2]. The AE classifier has 3 hidden layers, each 
with 1024 nodes, the vibration classifier has 2 hidden 
layers, also consisting 1024 nodes, respectively. 
Dropout was applied to all hidden layers of both 
classifiers to reduce overfitting. The combined 
classifier uses the activations of the last hidden layer of 
both the AE and the vibration classifier as one 
concatenated input vector. In addition, it has two 
hidden layers, each with 128 nodes. No dropout was 
applied to the combined classifier since enough 
variability was induced by the AE and vibration 
classifiers. During training phase of the combined 
classifier, the weights of the AE and the vibration 

classifier are frozen, to only fit the weights of the 
combined classifier. 
 
6. Results of the Classifier Training 
 

At first and as a baseline, both the AE classifier and 
the vibration classifier were trained on the full training 
dataset (including stage 1 and stage 2 training dataset). 
Each one got the scaled feature vectors from the 
respective sensor. Both classifiers achieve accuracies 
close to 100 % on the training dataset. The 
classification results of the trained classifiers on the 
unseen validation dataset are visualized in Fig. 6(a) 
and (b). While both classifiers correctly classify the 
defect free measurement and the measurement with the 
damaged rolling element, they both fail to classify the 
measurement of the outer ring defect. The inner ring 
defect can be recognized by the AE classifier, while 
the vibration classifier is only partially able to 
correctly classify this measurement. 

 
 

 
 
Fig. 3. Confusion matrices of the classification results on unseen validation measurements. (a) Vibration classifier, (b) AE 
classifier, (c) Combined classifier, where all sub classifiers were trained on the whole training dataset, (d) Combined classifier, 
where the AE- and the vibration sub classifiers were trained on one split of the training measurements and the combined 
classifier was trained on the other split of the training measurements. 
 
 

Here we see a typical weak point of drive train CM 
systems: Since the frequency spectra of single samples 
inside one measurement differ only slightly, it is a 
quite easy task for any machine learning algorithm to 
recognize other samples from the same measurement. 
However, there are comparatively huge differences in 
frequency spectra between samples from different 
measurements even when they belong to the same 
defect class and especially, when the setup is 
dismantled and reassembled between the 
measurements as it was done here. It is therefore easier 
for the classifier to learn characteristic features of each 
measurement rather than to learn characteristic 
features of each defect state. A much larger number of 
measurements would be necessary to compensate for 
these effects and to achieve robust classifiers. 

An approach to increase the robustness of the 
defect state classification is to combine the information 
from both used sensor modalities. This is done by the 
proposed combined classifier. In a first experiment the 
combined classifier is trained on the full training 
dataset. The pretrained vibration and AE classifiers 
thereby provide the input for the combined classifier. 

Their weights however remain unchanged during this 
procedure. The classification accuracies of the 
resulting classifier on the validation dataset is depicted 
in Fig. 6(c). Still, the inner ring defect and the outer 
ring defect cannot be classified correctly. And again, 
the reason for this result is the overfitting of the 
vibration and AE classifier. Since all classifiers receive 
input data from the same measurements, the combined 
classifier is not able to learn when to trust more the 
vibration classifier and in which cases the AE classifier 
is more reliable, because both of them are almost 
perfectly able to correctly classify samples from the 
dataset they are trained on. 

To let the combined classifier learn when to trust 
which of the preclassifiers more, it needs to be trained 
with data from measurements unseen to the vibration 
and the AE classifier. For this purpose, the splitting of 
the training dataset in the stage 1 and the stage 2 
training datasets as described in Section 5 was 
conducted. At first, the vibration classifier and the AE 
classifier were trained on data from the stage 1 training 
dataset. The combined classifier was afterwards fitted 
to data from the stage 2 training dataset. As with the 
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validation data, both preclassifiers were not able to 
perfectly classify the measurements from the stage 2 
dataset and therefore the combined classifier could 
learn when to trust which one more or less. The 
validation result of the combined classifier trained with 
the described procedure is shown in Fig. 6(d). A 
remarkable improvement in the classification accuracy 
is apparent which indicates that the resulting classifier 
is much more robust to changing vibration behavior 
caused by a remounting of the setup compared to the 
classifier approaches discussed before. 
 
7. Discussion and Outlook 
 

Using the presented approach, bearing damages at 
drive trains can be detected early, precisely and 
robustly. While both sensor types enable a defect state 
classification separately, their data fusion further 
improves the fault detection sensitivity when they are 
trained on data from different measurements. In a next 
step, the concept needs to be evaluated on a broader 
and continuous rotation speed range as well as with 
differently sized drive trains. Additional sensor 
modalities (e.g. motor current, thermography) can 
increase the capabilities of the CM system further. 
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Summary: New industrial paradigms and technologies bring new possibilities for the automation of systems, increasing the 
flexibility of the production, customization of products, reducing set-up times among other value drivers. Nevertheless, these 
new possibilities imply complex challenges. For this, the use of formal methods can provide effective solutions to model, 
analyze and control large and complex manufacturing systems. In particular, we have proposed in previous works a control 
design approach based on Petri nets, called regulation control. In this work, we describe the application of this regulation 
control methodology for the modelling, specification and synthesis of a control program for a small scale manufacturing cell. 
The goal is to validate different algorithms and methodologies of this approach, and to detect omissions and opportunities to 
extend the regulation control theory. 
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1. Introduction 
 

Since the introduction of the Supervisory Control 
Theory (STC) in the ‘80s, many researchers have 
addressed the control problem of systems that evolve 
by the occurrence of events, named Discrete Event 
Systems (DES), such as automated manufacturing 
systems. The SCT was firstly proposed for systems 
modeled by finite state automata, where events are 
represented by arcs with labels, describing the possible 
transitions between the system’s states. The synthesis 
of supervisors relies on regular languages analysis. In 
detail, a trajectory in the system is represented by a 
sequence of events occurrences, i.e., a sequences of 
labels associated to those events, such sequence is 
called a word. The set of all possible sequences in the 
system is called the system’s language. In this control 
framework, the specification is defined as a set of safe 
event sequences, i.e., a specification language. Thus, 
the controller is an agent that prevents the occurrence 
of certain events, named controllable, in order to make 
the system to evolve inside the specification language, 
i.e., to maintain a safe behavior. The controller can be 
realized as a state automaton whose synchronization 
with the system leads to the required behavior. The 
SCT has been extended to consider several scenarios, 
e.g., distributed control, hierarchical control, control 
under partial observation, time notion, etc. A recent 
survey of SCT can be found in [1]. Nevertheless, there 
are some practical difficulties when applied the SCT in 
automation problems. First, the engineer has to be 
familiar with the SCT and regular language theory. 
Secondly, modelling with automata requires to 
enumerate all the possible states in the system. This 
number of states grows exponentially w.r.t. the number 
of components in the system. For instance, if we have 

a system with two actuators, each one described by two 
states (On, Off), then we have a total of four states (the 
combination of the states of the components). Thus for 
a system with 30 actuators, we will have an automaton 
model of 230 states! 

In order to deal with the state explosion problem, 
the SCT has been extended to Petri nets (PN). PN is 
formalism for modelling and analyzing DES with 
concurrency. In a PN model, there are two kinds of 
nodes, named transitions and places: events are 
presented by transition nodes, potential local 
(component) states are represented by place nodes. 
The current state of the components in the system is 
indicated by a dot, named token or mark. Thus, if we 
model a system with 30 actuators, each one having two 
states, we will require only 60 place nodes,  
60 transition nodes and 30 tokens. Thus, the number of 
nodes in the PN model grows linearly w.r.t. the number 
of components in the system. Nevertheless, for the 
application of the SCT in PNs, the engineer still 
requires a deep knowledge on the system behavior and 
SCT theory. 

Other control approaches have been proposed for 
PN [2]. A particularly interesting approach is the so 
called Generalized Mutual Exclusion Constraints 
(GMEC). In this, the goal is to avoid that certain 
components reach certain states simultaneously, 
representing problematic (unsafe) states. For this, new 
places, named monitors, are connected to the system, 
imposing new pre-conditions to avoid such 
problematic states. This technique has been widely 
extended in order to avoid deadlock states in certain 
classes of PN that represent manufacturing systems. 
Nevertheless, the problem of eliminating deadlock 
states is nontrivial, since the computation of potential 
deadlocks is a NP problem and the addition of 



1st IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 (ARCI’ 2021), 
3-5 February 2021, Chamonix-Mont-Blanc, France 

58 

monitors may introduce new deadlock states. In any 
case, the GMEC approach is only applied to avoid 
reaching undesired states. 

In this work, we consider the regulation control 
approach for PN [3-5], which has been proposed in 
order to enforce a system to follow particular 
trajectories that fulfill with high-level specifications 
provided by the engineer. In this approach, the 
engineer requires neither a deep knowledge on PN 
theory nor on the system’s behavior. We claim that the 
regulation approach is suitable for developing the 

control programs in automated systems. However, this 
technique is still under development. 

The contribution of this work is the experimental 
validation of the modelling, specification and synthesis 
control methodologies for the regulation control 
approach presented in [3-5], in order to detect practical 
issues and omissions. For this, we used a small-scale 
manufacturing cell depicted in Fig. 1, which dispenses 
wooden caps with three different shapes (square, 
circle, octagon) to a conveyor, collocate RFID tags to 
the caps and drill ten bores in the caps by using a CNC 
drilling machine. 

 

 
 

Fig. 1. Manufacturing cell. 
 
This work is organized as follows. In Section 2, an 

introduction of the Petri net formalism is presented. 
Section 3 explains the existing regulation control 
methodologies for modelling, specifying and 
synthesizing controllers under this framework.  
Section 4 presents the experimental validation results, 
describing the omissions, inconsistencies and 
problems found. Finally, Section 5 provides some 
conclusions. 
 
 
2. Petri Nets Definitions 
 

The regulation control framework is based on 
Interpreted Petri nets models, which is an extension of 
PN that allows to represent input and output symbols 
in transitions and places, respectively. Let us provide 
some basic definitions. 

Definition 1. A Petri net (PN) structure is a bipartite 
digraph represented by the 4-tuple G = 〈P,T,I,O〉, 
where P = {p1,p2,...,pn} is the finite set of places,  
T = {t1,t2,...,to} is the finite set of transitions,  

I:P×T → Z≥ 0 is a function representing the weighted 

arcs connecting places to transitions, O:P×T → Z≥ 0 is a 
function representing the weighted arcs connecting 

transitions to places. Z≥ 0 represents the non-negative 
integers. 

Pictorially, places are represented by circles, 
transitions by rectangles, and arcs by arrows. The 
incidence matrix of a PN is a |P|×|T| matrix C defined 
such that C[i,j] = O(pi,tj)- I(pi,tj). A PN is said to be a 
state machine if |•tj| = |tj•| = 1, ∀tj∈T. 

Definition 2. Given a PN structure, the marking 

distribution is defined as a function M:P→ Z≥0, where 
M(pi) represents the number of tokens residing inside 
the place pi (tokens are depicted as dots). The marking 
distribution is expressed as a column vector M of 
length |P|, where M[i] = M(pi), ∀pi∈P. A PN system is 
the duple 〈G,M0〉, where G is a PN structure and M0 
the initial marking distribution. The marking 
distribution evolves according to the firing of 
transitions. A transition tj is enabled at marking Mk if 
∀pi∈•tj, Mk(pi)≥I(pi,tj ), this is denoted as Mk[tj〉. A 
transition tj can fire if it is enabled. The firing of an 
enabled transition tj leads to a new marking Mk+1 that 
can be computed by 

 

 𝑴 𝑴 𝑪𝒆 ,  
 

where ej[i] = 0 for i≠j and ej[j] = 1. This is denoted as 

Mk[tj〉Mk+1. 
Given a PN system 〈G,M0〉, a sequence of 

transitions σ = t1t2,...,tk is said to be a firing sequence 
(or fireable) from M0 if there exist markings M1, M2,..., 
Mk-1 such that M0[t1〉M1, M1[t2〉M2,..., Mk-1[tk〉. The 
marking M′ reached after the firing of a fireable σ from 
a marking M can be computed by the so-called PN 
fundamental equation 

 

 𝑴′ 𝑴 𝑪�⃗�,  
 

where �⃗� is a vector, named Parikh vector, defined as a 
column vector of size |T| such that �⃗� 𝑗   𝑘 if tj is 
fired k times in the sequence σ. This is denoted as 
M[σ〉M′, moreover, M′ is said to be reachable from M. 
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A PN system is said to be safe if, for every reachable 
marking, there is at most one token in each place. A 
PN is said to be deadlock-free if every reachable 
marking enables at least one transition, otherwise it is 
said to have a deadlock. 

Definition 3. An Interpreted Petri net (IPN) system 
is a 6-tuple Q = 〈G,M0,ΣI,ΣO,λ,φ〉, where 〈G,M0〉 is a 
PN system, and: 
● ΣI is the input alphabet, where each element of the 

set ΣI is an input symbol; 
● ΣO is the output alphabet, where each element of 

the set ΣO is an output symbol; 
● λ:T→2ΣI is the input-labeling function of transitions 

(a single transition can be associated with more 
than one symbol from the input alphabet ΣI); 

● φ:P→ 2ΣO is the labeling function of places (a single 
place can be associated with more than one output 
symbol). 
If λ(t)≠∅, the transition t is said to be controllable, 

otherwise it is uncontrollable. 
The evolution of an IPN is similar to that of the PN 

system with the addition of the following rules: 
1) a symbol a∈ΣI is said to be indicated if either it is 

activated by an external device (for instance a 
controller or a user) or ∃p∈P such that a∈φ(p) and 
M(p)>0 (notice that ΣI may include symbols of ΣO); 

2) if λ(tj ) = a is indicated and tj is enabled then tj must 
fire; 

3) if λ(tj ) = a and tj is enabled, but the symbol λ(tj ) is 
not indicated, then tj cannot fire; 

4) if λ(tj ) = ∅ and tj is enabled, then tj can fire at any 
moment; 

5) at any reachable marking Mk, an external observer 
reads the symbols φ(pi) if M(pi)>0. 
An IPN is said to be event-detectable if ∀ti,tj∈T it 

holds either they are associated to different input 
symbols or their firings produce different marking 
changes. 

Example 1. Fig. 2 shows an IPN Q where  
P = {p1, p2, p3, p4}, T = {t1, t2, t3, t4}, ΣI = {a,b},  
ΣO = {A,B,C,b}. The incidence matrix of Q is given by 

 

 𝑪  

1
1

0 1
0 1

0
0

1 1
1 1

  

 
 

 
 

Fig. 2. IPN system described in Example 1. 
 

The initial marking is M0 = [1,0,1,0]T, describing 
that p1 and p3 have a token but p2 and p4 have not. Thus, 
at the initial marking, the IPN indicates the output 

signals {A,B,C}. Now, at the initial marking, both t1 
and t2 are enabled by the marking, however, none of 
them can fire since both have input symbols that must 
be indicated (they are controllable). In particular, t1 
requires that both symbols a and b be indicated. If an 
external agent indicates the symbol a, only t2 is fired. 
The firing of t2 transfers a token from p3 to p4. The new 
marking can be computed as M1 = M0+Ce2 = 
[1,0,0,1]T, where e2 = [0,1,0]T (i.e., the elementary 
vector associated to t2), thus p1 and p4 are the marked 
places. At this new marking, the symbols {A,B,b} are 
indicated. Then, t1 is fired if an external agent indicates 
the symbol a again (since b is indicated by the current 
marking). The firing of t1 transfers a token from p1 to 
p2. At this new marking, t3 is enabled since its input 
places have tokens and it is uncontrollable (it is not 
labelled), thus it can fire at any time, leading the 
system to the initial marking. In this way, the sequence 
σ = t2t1t3 is a sequence fireable from the initial 
marking. As an example, σ′ = t1t2t1 is not fireable from 
the initial marking, since t1 cannot fire twice without 
firing t3. 

 
 

3. Regulation Control Methodologies 
 

In the regulation control framework, the system to 
be controlled, named the Plant, and the desired 
behavior, named the Specification, are both modelled 
as IPN. The goal is to compute a controller that drives 
the Plant in such a way that its output becomes equal 
to the Specification's output, i.e., the Plant's output 
tracks the Specification's output. 

Definition 4. The Plant is a safe event-detectable 
IPN Q = 〈G,M0,ΣI,ΣO,λI,φ〉 that models the system to 
be controlled, where G = 〈P,T,I,O〉. It is assumed that 
two plant places cannot generate the same output 
symbol (i.e. a sensor cannot be turned on by two 
different variables), moreover, the input and output 
plant alphabets are disjoint (i.e., ΣI∩ ΣO = ∅). 

In [3], we have introduced a modelling 
methodology for electro-pneumatic systems. In 
accordance, the manufacturing cell is modelled as the 
synchronous composition of the dispensers, pneumatic 
arm, CNC driller and RFID stations PN models. 
Neither the conveyor nor input/output buffers are 
included in the PN model. The model of each station is 
obtained by selecting the PN model for each of their 
pneumatic actuators from the library introduced in [3], 
shown in Figs. 3-5. The resulting model is depicted  
in Fig. 6. 

Each of the three dispensers involves a  
double-effect pneumatic-actuator. The pneumatic arm 
consists of three double-effect pneumatic actuators 
(one for each axis X-Y-Z) and one suction cup driven 
by a vacuum ejector valve. The RFID station involves 
two pneumatic-actuators. The CNC driller includes 
one double-effect pneumatic-actuator to secure the 
caps to be drilled. Moreover, the CNC operation is 
represented by a Petri net with two local states, “home” 
and “drilling”. The resulting PN model is  
denoted as QP. 
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Fig. 3. IPN models for different kinds of switches. 

 
Fig. 4. Sensor symbols and their IPN model for a pressure 

sensor (a), capacitive sensor (b), inductive sensor (c), 
magnetic sensor (d), and optical sensor (e). 

 

  

 
 

Fig. 5. IPN models for electro-pneumatic assemblies: double acting actuator controlled by a 5-ways 2-positions valve (a), 
spring return actuator controlled by a 3-ways 2-positions spring return valve (b), and a rotary actuator controlled  
by a 5-ways 2-positions valve (c). 

 
Once the model of the Plant is defined, the next step 

is the specification definition, i.e., to describe the 
required behavior of the Plant. 

Definition 5. Given a plant as defined in Definition 
4, a Specification is a deadlock-free state-machine IPN 
QS = 〈GS,M0

S,ΣI
S,ΣO

S,λS,φS〉. The output alphabet 
fulfills ΣO

S∩ΣI = ∅. The specification input alphabet 
contains symbols from the plant's alphabets and other 
external symbols, whose set is denoted as  
Σext = ΣI

S∖{ΣI∪ΣO}. 
The specification is built by following the 

methodology of [5]. First, the cell is split in four 
workstations: dispensers, pneumatic arm, RFID and 

CNC driller. For each workstation, a set of tasks is 
defined. The dispensers perform three tasks: 
dispensing a rectangular cap (task named Rectangle), 
dispensing a circled cap (Circle), dispensing and 
octagon cap (Octagon). The CNC performs one task: 
drilling a cap (Drill). The pneumatic arm can perform 
four tasks: moving a cap from conveyor to RFID 
(In_2_RFID), moving a cap from RFID to CNC 
(RFID_2_CNC), moving a cap from conveyor to CNC 
(In_2_CNC) and moving a cap from CNC to conveyor 
(CNC_2_Out). Each task is described by a sequence of 
states that are reached after the task operations 
execution, each state is represented by a combination 
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of sensors activation (e.g., the task Rectangle is 
described by the sequence HomeDisp > APSQR.B > 
HomeDisp; where the HomeDisp state is characterized 
by the Reed sensors of the dispensers actuators 
detecting their retracted position, and the APSQR.B 
state is characterized by the Reed sensor of the  
square-cap dispenser at its extended position, as can be 
seen in the model of Fig. 6).  

Finally, guards are defined for state transitions, 
representing proximity sensors and push-buttons that 

must be active in order to allow the execution of the 
operation. This information is captured in tables as 
shown in Fig. 7. Later, those tables are translated into 
PN models, one for each workstation. Fig. 8 shows the 
resulting IPN specification for the Cap’s Dispensers 
workstation, in which each operation is represented by 
a place, and the three tasks lead to three branches from 
the HomeDisp place. The composition of those models 
leads to the PN specification denoted as QS. 

 
 

 
 

Fig. 6. IPN model for Plant, including the cap dispensers workstation, and 3 DoF pneumatic arm and the CNC  
driller workstation. 

 

 
 

Fig. 7. Tables for defining the specification. Shortcuts are: HomeDisp = {APCIR.A,APSQR.A,APOCT.A},  
HomeArm = {APAX.A, APAY.A,APAZ.A, APV.A}, HomeCNC = {APCNC.A,CNC.HOME}.  
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Fig. 8. IPN specification for the Cap’s Dispensers 
workstation, obtained from the data of Fig. 7. 

 
 
In [4], an algorithm for the automatic synthesis of 

a regulator controller is introduced. The application of 
such algorithm to the PN model QP and the obtained 
specification model QS results in another PN that 
represents the controller, denoted as QC. The 
synchronous composition of the plant, specification 
and controller represents the closed-loop system, 
which can be simulated to verify the correct operation. 
On the other hand, the synchronous composition of the 
specification and the controller represents the control 
program, which must be translated to a PLC code for 
implementation. Fig. 9 shows the synchronous 
composition of the specification and controller for the 
Cap’s Dispensers workstation. Notice that the new 
places (controller places) include labels associated to 
controllable transitions, i.e., these places command the 
activation of actuators. 
 

 
 

Fig. 9. IPN representing the synchronization  
of the specification and the controller for the Cap’s 
Dispensers workstation. Labels with symbol * should be 
eliminated, here are kept for relating the specification places. 

4. Validation 
 

The modelling methodology was firstly analyzed. 
For this, we performed a classical model validation as 
commonly achieve for continuous control systems, 
i.e., we manually activate combinations of actuators 
(input signal) in the system and simulate the same 
input into the PN model; then we compare the 
evolution of the physical plant with that of the 
simulation. The results are summarized in the Table 1. 
 
 

Table 1. Results after model validation. 
 

Workstation Discrepancies Omissions 
Dead-
locks 

Dispensers - × – 
Arm × × – 

Driller – × – 
Complete 

Cell 
× × – 

 
 

For instance, the discrepancy at the arm model is 
due to the suction cup with its ejector valve, whose 
behavior does not correspond to the original PN model, 
since the valve has an internal control-loop for saving 
energy. An important omission found in the dispensers 
model is due to that two or more dispenser actuators 
cannot operate simultaneously, since they dispatch a 
cap on the same physical place on the conveyor, but 
the model allows the simultaneous operation of two or 
more dispensers since neither the conveyor nor output 
buffers are modelled. 

The next step was to analyze the specification 
mythology [5]. For this case, we obtained a set of four 
disconnected state machine PN as specification. For 
the synthesis of the controller, it would be convenient 
to transform those state machines into an equivalent 
single one. However, we found that even for this small 
Plant, such approach will lead to an inconveniently 
large state machine (348 places). Thus, we decided to 
maintain the specification as four independent PN. 

In order to check the controllability of the tasks, we 
manually execute each one, i.e., by manually 
activating each actuator. This allowed us to detect a 
controllability issue in the CNC specification. In detail, 
the CNC specification requires to reach a state when 
the CNC is drilling, however it is not possible to 
maintain such state indefinitely, as required by the 
synthesis algorithm, since the CNC will immediately 
return to its home state after finishing the drilling of all 
the bores. This issue was avoided by adding a virtual 
binary-state variable to the CNC workstation model in 
order to detect when the CNC has visited its drilling 
state, and modifying the specification by considering 
this signal instead of the CNC drilling signal. 

Finally, we applied the control synthesis algorithm 
of [4] for each workstation, obtaining thus four 
controllers. Next, we translated the control programs 
to ladder language. Finally, we implemented the four 
controllers in a single PLC device, obtaining thus a 
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distributed control architecture without 
communication [4]. In this case, we did not found any 
issue in the operation of the controlled system. 
However, we realized that the distributed control 
scheme worked as expected due to the fact that the 
conveyor synchronizes the workstations, and that the 
workstations do not compete by common resources. In 
other case, a coordinated control would be required to 
ensure a process specification [4]. 
 
 
5. Conclusions 
 

Here, we reported the application of modelling, 
specification and control synthesis methodologies to a 
manufacturing cell for enforcing regulation control 
based on Petri nets. We found that the modelling and 
specification methodologies must be extended in order 
to consider buffers and conveyors, and to deal with 
components that are not controllable. Moreover, we 
found that a centralized control approach, in which the 
specification can be defined as a single state machine 
PN, is unsuitable even for small cases. Thus, the 
development of decentralized control synthesis 
techniques is of paramount importance for the 
applicability of the regulation control theory in real 
cases. After making some minor adjustments on the 
methodologies, we were able to synthesize a controller 
that achieves the control goal, validating thus the 
regulation control methodology in a general way. 
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Summary: The article concerns the implementation of the closed door technology concept in the production of thin-walled 
aircraft transmission housings. High requirements regarding dimensions and shape impose the necessity to minimize the 
influence of the human factor in the technological process of manufacturing these parts. The article discusses the difference 
between the standard housing machining process and the closed door process, with particular emphasis on the specificity of 
manufactured parts. The concept of the implementation of the procedure for measuring geometric characteristics on a machine 
tool supported by a neural-fuzzy system is presented. The purpose of the neural-fuzzy system is to correct the results of 
measurements carried out on the machine tool in such a way that they are as close as possible to the results obtained with the 
use of the coordinate measuring machine. This makes it possible to reduce the number of measurements performed on the 
measuring machine and thus eliminate the bottleneck problem in the process. The results of the application of the neural-fuzzy 
system for data from the actual production process are presented, which confirms the usefulness of the developed solution. 
 
Keywords: Closed door technology, Aircraft accessory gearboxes, Geometric measurement, Neuro-fuzzy system. 
 

 
1. Introduction 
 

The concept of machining in accordance with 
closed door technology (CDT) is based on the best use 
of a production line built of autonomous machines, 
capable of continuous production with minimal human 
intervention. In the case of the manufacturing of 
products based on machining, such a line generally 
consists of a group of numerically controlled (CNC) 
machining centers, equipped with a whole range of 
devices and systems ensuring the autonomy of the 
system. These devices include the multi-pallet system 
integrating several centers into one whole, as well as 
the master system controlling the operation of the line, 
pallet system and CNC machining centers. Machine 
tools should be equipped with systems monitoring the 
condition of tools, e.g. by optical measurement with a 
laser beam or contact elements. 

The standard equipment for CNC machining 
centers has become a set of measuring probes with 
dedicated software for their operation. This makes it 
possible to take measurements and record the results in 
the form of CNC system variables or measurement 
reports. 

The software of multi-axis CNC machining centers 
is extended with software packages using, among 
others measurement of the position of the work piece 
on the machine and software adjustment of the 
machining system of the work piece to the system used 
in the CAM environment [6]. 

CDT is characterized by full use of production 
possibilities thanks to better planning of workshop 
tasks and the maximum limitation of the impact of the 
human factor on the technological production process. 

When machining behind closed doors, operators play 
a different role than in traditional machining 
approaches. They move up the skill chain to become 
machining cell coordinators, capable of operating 
several machines simultaneously and intended to keep 
the production line up and running through process 
activities. They focus on supervisory and control tasks 
with high added value, while the machines operate 
independently [1]. 

The following sections of the article describe the 
possibility of using CDT in the production of housings 
for aircraft accessory gearboxes (AGB), part of the 
accessory drive train. Section 2 describes the process 
of producing the housings, Section 3 presents the 
possibility of automatically measuring the housings on 
a machine tool, and Section 4 presents a computational 
model for improving the quality of the measurement 
process. 
 
 
2. Manufacture of Aircraft Transmission  
    Housings 
 

Aircraft AGB housings (Fig. 1) are intended for the 
reciprocal arrangement of various elements, 
assemblies and mechanisms. In order to reduce the 
weight, the external shapes of the housings do not 
greatly differ from the outlines of the elements located 
inside. This results in complexity of the shape and 
specific technological requirements. In order to 
minimize the weight, the housings are made of  
thin-walled light alloys. During the machining process, 
they are subject to geometric deformations resulting, 
among others, from the release of stresses occurring in 
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them resulting from the casting process. The 
machining process is the second cause of stress 
formation [5]. 
 

 
 

Fig. 1. AGB housing mounted in a milling fixture. 
 

One of the most important geometric parameters of 
the transmissions is the arrangement of the bearing 
seats. It has a direct impact on the interaction of the 
gears, which is the main factor determining the 
durability of the transmission. 

Machining of gear bearing seats is carried out with 
the use of precise machining centers. The position of 
the bearing seats is largely determined by the 
kinematic accuracy of the machine tool. The second 
factor influencing the position of the bearing seats is 
the deformation of the housing resulting from changes 
in the stress state during machining and after 
unclamping. Assuming that the machine tool used is 
allowed to carry out the process only when its 
kinematic accuracy is appropriate [1], the main 
emphasis should be placed on taking into account the 
influence of changes in the stress state, which result in 
an increase in the curvature of the transmission 
housing division surface. 

Fig. 2 shows the standard process of machining 
AGB housings compared to the process carried out in 
CDT. Currently, the most difficult stage of the process 
from the point of view of implementing CDT is 
measurement operations, i.e. the last stage of the 
process in CDT. In principle, they should only take 
place on the machine tool. This requires replacing the 
coordinate measuring machine (CMM) with a machine 
tool equipped with measuring probes. 
 
 
3. Determinants of Automatic Measurements 
 

Precision CNC machining centers and CMMs have 
to some extent similar properties. They include, among 
others: 

- Kinematics, because they are machines with 
mainly so-called Cartesian configuration; 

- Precise measurement systems enabling the 
description of the position of a characteristic point 
in Cartesian space; 

- Measuring equipment, i.e. measuring probes; 
- Possibility of programming measurement cycles; 
- The ability to generate reports directly or via 

system variables. 

 
 

Fig. 2. Standard manufacturing process by machining  
and by CDT. 

 
A significant challenge is the measurement of 

dimensional and shape characteristics on the machine 
tool and the generation of a measurement report that 
will ensure its identity with the measurement report 
generated on the basis of data collected with the CMM. 
An obstacle to such a task, however, is numerous 
factors that significantly complicate the mathematical 
and physical description of the condition of the AGB 
housing mounted on the machine tool after the 
machining operation. Of many, at least two basic 
factors can be mentioned. First, according to the design 
requirements, the housing should be measured in a 
loose state on a CMM. On the other hand, on the 
machine tool, the AGB housing is mounted in the 
machining device and is subject to clamping forces 
resulting from the pressure of the clamping elements. 
Second, the effect of the stresses released by the 
removal of the allowance and the stresses introduced 
during machining mean that the shape of the housing 
is different in the clamped state than in a loose state. 
Summing up, it is not possible to prepare a correct 
measurement report for an AGB based only on data 
collected on a machine tool with measuring probes. It 
should be emphasized that this is a specific problem in 
the machining of thin-walled components which are 
subject to high deformation, such as AGB housings. 

Automation of measurements involving their 
inclusion in a CDT requires additional information 
about stresses. It is necessary to determine the 
relationship between the measurement results on a 
machine tool with the measurement results that would 
be obtained on a CMM in an unmounted state. Of 
course, direct information about stresses is impossible 
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to obtain, but the influence of stresses can be 
determined indirectly. First, it should be realized that 
changing the stresses in the machined housing changes 
the stresses in the components holding it. Additionally, 
after unclamping the housing, it deforms as a result of 
changes in stresses. As a result, the measurement 
results of the housing on the machine tool in the 
attached state and on the CMM in the unattached state 
differ. From these observations, there are two ways to 
obtain information, indirectly, about the change of 
stress in the housing. The first is the use of measuring 
systems in the housing mounting element. This makes 
it possible to determine changes in the housing 
mounting forces as a result of changes in stresses. This 
method requires significant modifications to the 
attachment for mounting the housing on the machine 
tool. The second method is based on the fact that the 
housing deforms after unclamping and changing the 
stresses. Both information on the change of the housing 
mounting forces and information on the deformation of 
the housing after unclamping can be used to build 
computational models allowing for the correction of 
geometric characteristics from the machine tool in a 
mounted state so that they correspond to the geometry 
of the housing in a free state. 

The first method based on measuring the change in 
clamping forces still requires extensive research and is 
the target solution for the full implementation of CDT. 
The second method, described in this article, is a 
temporary solution, because its implementation means 
that not all of the measurement process is performed in 
CDT. This method consists in introducing a calibration 
measurement for each housing and using a 
computational model that takes into account both the 
calibration measurement and other measurements from 
the machine tool. The calibration measurement 
performed in an unattached state on the CMM consists 
in determining the curvature of the plane of the AGB 
housing division. On the basis of the authors' research 
[2] it was determined that taking into account the 
curvature of the plane allows us to find a correlation 
between the results of measurements on the machine 
tool and the CMM. The advantage of this solution is 
that several dozen geometric parameters are 
determined on the machine tool and only the curvature 
of the plane is determined by the CMM. This 
contributes to the elimination of the bottleneck in the 
manufacturing process: the CMM, which is used to 
control production on many processing lines [2]. 
 
 
4. Computational Model Supporting  
    the Monitoring of Geometric  
    Characteristics 
 

Taking into account the characteristics of AGB 
housings, selected properties of machine tools and 
measuring machines, as well as the possibility of 
learning and interpreting the computational model, the 
use of an Adaptive Neuro-Fuzzy Inference System 

(ANFIS) was proposed [3]. The following assumptions 
were made for such a system: 

- A separate ANFIS will be built to define each 
geometric characteristic in order to avoid large 
dimensionality of the problem as well as to obtain 
the possibility of model interpretation; 

- The input data to ANFIS will be the measurement 
data obtained on the machine tool in an unmounted 
state and the curvature of the transmission housing 
division surface determined on the CMM in an 
unmounted state; 

- Measurement data will be obtained on a machine 
tool according to measurement programs that are 
possibly convergent with measurement programs 
on CMM; 

- The measuring probes used on the machine tool 
and CMM will have the same or similar 
parameters. 
ANFIS combine the advantages of artificial neural 

networks and fuzzy systems [4]. It is possible to train 
such systems in the mappings on the basis of a data set 
and at the same time obtain a clear representation of 
knowledge in the form of a base of inference rules. In 
such a system, the subject of training are the 
parameters of premises and conclusions. Due to the 
generalizing properties of ANFIS, it is possible to 
build an inference model based on a relatively small 
set of experimental training data. 

An example of the application of the discussed 
solution for determining the compliance of the position 
of the bearing seat with the base on the housing is 
presented below. The deviation of the seat position 
should not exceed 0.25 mm, which results from the 
technical requirements. Fig. 3 shows the position 
deviations of the bearing seats determined on the 
CMM (HPDCMM) and the machine tool (HPDMT). It is 
clear that the results vary considerably. What's worse, 
the results obtained from the measurements on the 
machine tool are in most cases "too optimistic" in 
relation to the actual state. After applying the learned 
ANFIS, the input of which is the deviation determined 
in the measurements on the machine tool (HPDMT) and 
the curvature of the housing division surface (SCCMM) 
(Fig. 5), deviations (HPDANFIS) were obtained with the 
values shown in Fig. 4. Additionally, the deviations 
were presented as a reference specified on the CMM. 
 
 

 
 

Fig. 3. Hole position deviations determined using the CMM 
and a machine tool. 
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Fig. 4. Hole position deviations determined using CMM 
and ANFIS. 

 
 

 
 

Fig. 5. ANFIS scheme. 
 

Fig. 4 shows that the deviations determined by 
ANFIS are much closer to the results obtained with the 
CMM. The maximum difference between ANFIS 
results and CMM data is 0.0275 mm, while the 
maximum difference between machine results and 
CMM data is 0.0996 mm. Therefore, the use of ANFIS 
to correct the measurement process on the machine 
tool allowed us to obtain over three and a half times 
more accurate results. 
 
 

5. Conclusions 
 

The presented solution is a step towards the 
implementation of CDT in the production of  
thin-walled aircraft transmission casings. At the 
present stage, the solution enables the improvement of 

the measurement procedure. If the number of 
measurement characteristics determined by means of 
the CMM is much smaller than all the necessary 
characteristics, then the proposed solution eliminates 
the bottleneck problem and is rational from an 
economic point of view. 

Further research is required to fully implement 
CDT. It will consist in the design, construction and 
implementation of a housing clamping device that will 
be equipped with a clamping force measurement 
system. Data from this system will be used to  
train ANFIS. 
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1. Introduction 
 

Vulnerability of systems in Industry 4.0 and Smart 
Factories increases as the number of new threats grows 
with the number of connected devices, especially in 
ICSs (Industrial Control Systems). It is crucial to 
devise methods capable of reliably detecting novel 
types of attacks. Anomaly detection [1, 2] addresses 
this issue by considering possibly novel attacks as 
anomalies with respect to nominal system behaviors. 
However, the diversity of processes and the various 
variable users' habits and behaviors entail many 
deviations with respect to nominal system behaviors, 
even in the absence of attacks. Because of this 
variability, anomaly detection may yield too many 
false alarms. It is thus desirable to cast the anomaly 
detection problem into a theoretical framework to deal 
with deviations around a nominal model, with 
guaranteed performance and even optimality. 

Although statistical hypothesis testing provides a 
“statistically justifiable solution for anomaly 
detection” even “in an unsupervised setting without 
any need for labeled training data” [1], they however 
assume that observations obey specific distributions, 
which is questionable in practice because of the 
aforementioned variations around nominal models, 
even in absence of attacks. 

The Random Distortion Testing (RDT) [3] aims to 
overcome the aforementioned limitations of statistical 
methods and anomaly detection. This framework 
incorporates the existence of unknown deviations and 
deals with fully unknown probability distributions for 
the observation. The observation is assumed to result 
from some signal with unknown distribution observed 
in additive and independent Gaussian noise, and the 
RDT approach is optimal with guaranteed performance 
to decide whether the noisy signal drifts by too much 
from a certain deterministic model. Since RDT 
assumes a perfectly known noise distribution, we 
present below theoretical and experimental results to 
upgrade the original RDT framework to the White 

Gaussian Noise (WGN) case with estimated standard 
deviation. 

Notation and terminology. 𝑀 Ω, ℝ  denotes the 
set of all 𝑑-dimensional real random vectors defined 
on the probability space Ω, Σ, ℙ . 𝑄 /  is the 
generalized Marcum function. ∀ 𝜃 , 𝜌 ∈ ℝ
0, ∞ , 𝑆   𝑦 ∈ ℝ : ‖𝑦 𝜃 ‖   𝜌 , 𝐵   𝑦 ∈

ℝ : ‖𝑦 𝜃 ‖ 𝜌  and 𝐵   𝑦 ∈ ℝ : ‖𝑦
𝜃 ‖ 𝜌 . For all 𝑡 0, we define the test 𝑇 : ℝ →
0, 1  by: 

 

 ∀𝑦 ∈ ℝ , 𝑇 𝑦 1 if ‖𝑦 𝜃 ‖ 𝑡
0 otherwise

  

 
 

2. The RDT Approach in the WGN Case 
 
The RDT problem can be stated as follows [3]: 
 

⎩
⎪
⎪
⎨

⎪
⎪
⎧

Data model: ∃ 𝑌, 𝛩 ∈ 𝑀 Ω, ℝ , ∃𝑋~𝑁 0, 𝜎 𝑰 ,

 
𝛩 and 𝑋 are independent,
𝑌  𝛩 𝑋,
∀𝑦 ∈ ℝ , ∃𝜔 ∈ Ω, 𝑦  𝑌 𝜔  1

Testing problem: Given 𝑦  𝑌 𝜔 , test:
𝐻 : 𝛩 𝜔 ∈ 𝐵 vs. 𝐻 : 𝛩 𝜔 ∈ 𝐵

with 𝜏 0 and 𝜃 ∈ ℝ

 (1) 

 
The existence of optimal tests for the RDT problem 

is established via the notions of conditional size and 
conditional power defined as follows. 

Definition 1. For 𝜌 0  and 𝑇: ℝ → 0, 1 ,  
we set: 
Conditional power: 
 

∀Θ ∈ 𝑀 Ω, ℝ , ℙ 𝑇 Θ 𝑋   1  ∣∣ Θ ∈ 𝑆 ,  

 
Conditional size: 
 

α sup
∈ ,ℝ : ∈

ℙ 𝑇 Θ 𝑋   1  ∣∣ Θ ∈ 𝐵   
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Definition 2. Given 𝛩 ∈ 𝑀 Ω, ℝ  and 𝜌 0 , a 
test 𝑇  is said to have constant conditional power 
function (CCPf) given 𝛩 ∈ 𝑆  if for every 𝜃 ∈ 𝑆 : 

 
ℙ 𝑇 Θ 𝑋   1  ∣∣ Θ ∈ 𝑆   ℙ 𝑇 𝜃 𝑋 1   
 
We can then exhibit optimal tests as follows. 
Theorem 1. Given 𝛾 ∈ 0,1 , if 𝜆 𝜏  is such that 

𝑄 / 𝜏, 𝜆 𝜏   1 𝛾, 𝑇  is optimal in that: 

i. 𝛼   𝛾; 

ii. ∀𝛩 ∈ 𝑀 Ω, ℝ  and for ℙ ‖Θ θ ‖ -
almost every 𝜌 𝜏 , 𝑇  has CCPf given 𝛩 ∈
𝑆  and for all 𝑇  with 𝛼 𝛾  and CCPf given 
𝛩 ∈ 𝑆 : 

 

 
ℙ 𝑇 𝛩 𝑋  1 ∣∣ 𝛩 ∈ 𝑆  

ℙ 𝑇 𝛩 𝑋  1 ∣∣ 𝛩 ∈ 𝑆  
 

 
 

3. Asymptotic RDT 
 

For any 𝑡 0, let 𝑇  be the function defined by: 
 

𝑇 : ℝ ℝ 0. ∞ → 0, 1

𝑦, 𝜃, 𝜎 ↦  1 if ‖𝑦 𝜃‖ 𝜎𝑡
0 otherwise

  

 
We hereafter consider consistent estimators 𝜃  and 

𝜎  of  𝜃  and 𝜎  respectively. Set 𝑍  𝑌, 𝜃 , 𝜎  and 
∀𝑛 ∈ ℕ, 𝑍   𝑌, 𝜃 , 𝜎 . ∀𝜌 0  and ∀𝑛 ∈ ℕ , 
define Π 𝜌,⋅  and Π ρ,⋅  by setting for all Borel set 
𝐴 ⊂ ℝ : 

 

 
Π 𝜌, 𝐴   ℙ 𝑍 ∈ 𝐴 ∣∣ ‖𝛩 𝜃 ‖ 𝜌

Π 𝜌, 𝐴   ℙ 𝑍 ∈ 𝐴 ∣∣ ‖𝛩 𝜃 ‖ 𝜌
  

 
Theorem 2 (Asymptotic level). If 𝑆  Ξ ∈

𝑀 Ω, ℝ : ∀𝑛 ∈ ℕ, Ξ and 𝜃 , 𝜎  are independent , 
then: 

 

limsup sup ℙ 𝑇 Ξ 𝑋, 𝜃 , 𝜎   1 ∣∣ Ξ ∈ 𝐵
 ∈ :ℙ ∈  

𝛾  

 
Define the critical region of 𝑇: ℝ → 0, 1  as: 
 

𝐾   𝑦, 𝜃, 𝜎 ∈ ℝ ℝ 0, ∞ : 𝑇 𝑦, 𝜃, 𝜎 1   
 
Theorem 3. If 𝑇: ℝ → 0, 1  is such that  

𝑇 ⋅, 𝜃 , 𝜎  has asymptotic level 𝛾  and constant 
conditional power function given ‖Θ 𝜃 ‖   𝜌 for 
ℙ‖Θ 𝜃 ‖ -almost every 𝜌 and if the critical region 
𝐾  is a ℙ𝑍 -continuity set, then: 

 

limsup Π 𝜌, 𝐾 Π 𝜌, 𝐾 0 (2) 

4. Experimental Results for Signal Detection  
    in Non-asymptotic Regimes 
 

Consider the detection problem (3), where Δ ∈
M 𝛺, ℝ  is a bounded random interference and 
assume that we have a consistent estimator of 𝜎. The 
standard Neyman-Pearson test and the GLRT cannot 
be used since the distribution of Δ is unknown. We can 
cast (3) in (1) with Θ  𝜀𝜃 Δ and thus use 𝑇  to 

perform the decision. The false alarm rate (FAR) of 
𝑇  tends to 𝛾 by upper values as 𝑁 increases. 

 

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

Observation: 𝑌 𝜀𝜃 Δ 𝑋, where:

 

⎩
⎪
⎨

⎪
⎧

 

𝜀 ∈ 0, 1 is unknown
𝜃 ∈ ℝ  is known, 𝑋~𝑁 0, 𝜎 𝐼
Δ ∈ 𝑀 Ω, ℝ  has unknown distribution
‖Δ‖ 𝜏 for a known 𝜏 0
Δ and 𝑋 are independent

 

Testing problem: given 𝑦  𝑌 𝜔 , test:
𝐻 : 𝜀 0 vs. 𝐻 : 𝜀  1

  (3) 

 
It is then possible to determine 𝜏∗  so that 𝑇 ∗  

maintains the FAR below 𝛾 for the detection problem 
(3). This adjustment is achieved as follows. Consider a 
uniform distribution for Δ  on 𝑆  because this 
distribution is the least favorable in that it maximizes 
the FAR. Seek the value 𝑘  1, 2, …  such that the 
FAR of 𝑇  drops below 𝛾. For the value of 𝑘 thus 

found, fix 𝜏   𝑘 1 𝜏  and 𝜏   𝑘𝜏 . Then, by 
dichotomy, calculate 𝜏∗ ∈ 𝜏 , 𝜏  such that the FAR 
of 𝑇 ∗  approximates at best 𝛾  without exceeding 

this level. In our experiments below, the dichotomy 
was stopped after 10 steps. The Monte-Carlo 
simulations were carried out with the following 
parameters: 𝑑  2 ; 𝜎  1 ; 𝜏  1.77 , which 
corresponds to a Distortion-to-Noise ratio of 2 dB; 
‖𝜃 ‖   5.62 , which corresponds to an SNR of  
12 dB; 𝜎 was the Maximum Likelihood Estimate from 
𝑁  iid standard Gaussian samples, with  
𝑁  20, 50, 100 . The ROC curves of 𝑇  in 

Fig. 1 exhibit two important features. First, they are 
identical, which can be proved mathematically. 
Second, although 𝑇 ∗  is not optimal in the sense of 

Theorem 3, it maintains the FAR below 𝛾  without 
much performance loss in comparison with the optimal 
𝑇  that requires a known 𝜎. 

 
5. Conclusion and Perspectives 
 

In this paper, with respect to current issues in 
cybersecurity and ICS, we have presented Asymptotic 
RDT, which extends the initial RDT approach so as to 
take estimation of the model and the noise variance 
into account. We have illustrated the relevance of the 
approach through simulations and presented a way to 
compensate the effect of the estimation when detection 
is performed via Asymptotic RDT. The approach is 
very promising due to its genericity. Applications to 
change detection are in progress. Future works involve 
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extension to the case of an unknown noise covariance 
matrix and to noise distributions other than Gaussian. 
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Fig. 1. ROC curves of 𝑇 ∗  and 𝑇 .
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Summary: The design of the electrical machines is a complicated process. On top of that, it follows the objective physical 
and mathematical principles, but on the other hand, knowledge of these principles is often insufficient to produce a correct and 
economic design, and must be complete by considerable judgment, rules of thumb and experience which can be acquired only 
after intensive training on the job. This paper carries out efficiency optimization of 37 kW, 380 V, 1800 synchronous r.p.m., 
three phase squirrel cage induction motor (SCIM) using two swarm intelligence techniques Firefly algorithm (FA) and 
accelerated particle swarm optimisation (APSO). A comparison between APSO and FA swarm techniques is done. Efficiency 
and power factor are achieved to the goal and efficiency results satisfies high efficiency level (IE 2 class > 93.0 %). APSO is 
the best method for optimization in comparison with FA if efficiency is to be optimized. 
 
Keywords: Metaheuristic, Design, Induction motor, High efficiency. 
 

 
1. Introduction 
 

Electric motors consume over half of the energy 
produced by power stations. This represents almost 
three-quarters of industrial consumption and almost 
half of the consumption of commercial sectors in 
industrialised countries. Motors therefore represent the 
most significant electrical loads and are therefore the 
main targets for achieving significant energy  
savings [1, 2]. 

The design of asynchronous motors covers a very 
wide field of activity, ranging from machines with a 
few watts of power intended for computer applications 
to a motor with a few megawatts installed in heavy 
industrial processes. This type of machine represents a 
large part of the electrical machinery market, 
especially squirrel-cage machines, are the most 
commonly used electrical machines [3]. Considerable 
efforts have been and still are being made to perfect the 
theory and methods of analysis and designs thereof, in 
order to improve its performance and optimise its  
price [1-15]. 

 
 
2. Proposed Method 
 

In this work we present an optimal design method 
to optimise the three-phase induction motor in the 
manufacturing process. The APSO and FA have been 
adapted to optimise its design to improve its 
performances. The motor design procedure consists of 
a system of nonlinear equations imposing the 
characteristics of the induction motor, motor 
performances, magnetic stresses and thermal limits. 

The results of the computer simulation are given to 
show the efficiency of the proposed design process and 
the optimisation techniques applied. 
 

3. Problem Formulation 
 

APSO and FA are implemented with the direct 
design described in [13] formulated by the following 
equation: 
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(1) 

 
where losses is the total losses in induction motor, Dis 
is the stator bore diameter, d1 is the rotor slot higher 
diameter, d2 is the rotor slot lower diameter, hr is the 
rotor slot useful height, btr is the rotor tooth width, bts 
is the stator tooth width, bs1 is the stator slot lower 
width, bs2 is the stator slot higher width, hs is the stator 
slot useful height, 𝜂 is the efficiency, Tc0 is the winding 
temperature, iLR is the per unit locked rotor current, tbk 

is the per unit breakdown torque, Dout is the stator outer 
diameter, Dshaft is the shaft diameter. 

 
 

4. Simulation Results 
 

The change of objective function values according 
to the iteration is shown in Fig. 1 it is seen that the 
APSO method converges at the smallest iteration 
number. The APSO algorithm converges at the 29th 
iteration. However, FA algorithm converges at the 
127th iteration. 
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The performances and the optimal design variables 
of the motor obtained with the two methods are given 
in Table 1. 

It is clear from the table that the APSO is able to 
offer the better efficiency and the desired power factor 
than that of the FA approach. 
 
 

 
 

Fig. 1. Iteration number versus the objective function value. 
 
 

Table 1. Comparison of the results obtained by the FA  
and APSO methods for a 37 kW SCIM. 

 

Designation 
Conception 

conventionelle 
FA APSO 

Dis [mm] 221 215 215 
d1 [mm] 7.3477 7.5 7.5 
d2 [mm] 2.8419 2.5 2.5 

bs1 6.5195 5.2430 5.289712 
bs2 10.3856 8.7699 8.943088 

hr [mm] 28.6257 28.7 28.69998 
btr [mm] 9.2754 5.0420 5 
bts[mm] 8.2721 4.4 4.4 
hs [mm] 29.4923 28.3769 28.03786 

iLR 5.9638 5.9812 5.9959 
tLR 0.9928 0.9964 1.0008 
tbk 2.9135 2.9278 2.9323 

Power factor 
[%] 

86.44 86.18 86.18 

Efficiency 
[%] 

93.23 93.51 93.52 

T° of 
winding [ °C] 

112.2971 113.2397 113.8508 

 
 

5. Conclusions 
 

APSO and FA are two powerful populations based 
heuristic algorithms for solving multimodal 
optimisation problems. The results of SCIM 
performances clearly demonstrate the ability of the 
APSO and FA to produce the best global design 
parameters that maximise its efficiency and starting 
torque as well. It has been exhibited that the proposed 
approaches encourage the continued use of APSO and 
will go a long way in serving as a useful tool in design 
problems. 

 
 

Fig. 2. Efficiency-Shaft torque characteristic  
after optimization. 
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Summary: This article describes our work in the supervision of data exchange in an IoT information systems. Traditional 
monitoring approaches and tools do not allow to apprehend the volume, speed and variety of alerts generated. Among these 
locks impacting service continuity, our work addresses the internal supervision of a distributed information system. In this 
work, we address the collection, modelling and processing of data in order to analyse and identify the evolution of the system 
architecture and the problems that may arise. The proposed framework supports various data exchange protocols, including 
AMQP and MQTT. It allows to navigate in the proposed structure, to query and visualize the architecture. Thanks to this 
framework, architecture problems can be identified. We have implemented the approach and tested it on different systems, 
including RabbitMQ. The next step will be to implement it for ROS. 
 
Keywords: Data monitoring, IoT system, Dynamic analysis of IoT architecture, Interoperability assessment, Message broker. 
 

 
1. Introduction 
 

Event-driven architectures (EDAs), like the ones 
used in IoT, allow a loose coupling, but limit the ability 
to understand the overall behaviour of the architecture. 
The multiplicity of data exchanges generates 
complexity and highlights supervision needs that can 
be addressed by establishing monitoring and analysis 
systems [1]. A monitoring system is defined as a 
distributed process or set of processes that includes the 
function and dynamic collection, interpretation and 
processing of information about an application that  
is running. 

Existing structures, including ROS [5], provide 
monitoring consoles. However, they mainly focus on 
low-level control information such as message 
frequency, performance indicators or memory usage. 

The supervision of IoT systems involves 
integrating the dynamic aspect of the information 
systems architecture and the management of 
unpredictable phenomena, such as constituent security 
issues. The collection of information coming from the 
system on the one hand and from the technical 
vulnerabilities of the constituents on the other hand is 
a first step in keeping an IoT system in operation. 

In this context, the main research problem 
addressed is to ensure the supervision of an IoT system 
based on the metadata of the messages transiting 
through the system. 

 
 

2. The Pulse Framework 
 

Our approach uses monitoring to perform an 
analysis capable of defining a kind of classification of 
the potential causes of problems occurring in 
exchanges in order of importance for a given problem. 
In a first study, we recommend that the behaviour of 

data exchange between communicating applications 
gives an indication of the level of interoperability of 
their data. A monitoring system should provide 
elements to maintain a good level of interoperability 
based on interoperability requirements [2]. 

We therefore propose to combine the information 
in order to perform advanced monitoring and 
interrogation. This would provide indicators for 
determining maintenance actions. The Pulse 
framework is composed of four levels: (i) A data 
import level, (ii) A time management and model 
version management level, (iii) A persistence level, 
(iv)  An analysis level. 

First, it collects the metadata of the messages 
transiting the IoT system in order to analyse its 
architecture. For this we proposed the analysis 
framework illustrated in Fig. 1. It collects metadata in 
order to (i) track the messages exchanged, (ii) simplify 
the visualization of the exchanges, (iii) improve 
maintainability by detecting exceptions. 

Second, it organises the collected metadata so that 
they can be processed in a coherent manner. For this, 
we proposed a generic and extensible metamodel 
adapted to the EDAs. It is capable of analysing the 
AMQP, MQTT, KAFKA and CoAP protocols [3, 4]. 
We are currently working on adapting our metamodel 
to the ROS middleware (Robot Operating System is an 
open source system dedicated to robotics, now 
recognised as a standard software platform and widely 
used in the scientific community [5]). We have already 
theoretically valued the adequacy between ROS and 
the Pulse metamodel. It aims to represent three aspects 
of the information system: (i) a static representation: 
the architecture of the implemented system, 
representing the queues and channels that messages 
take; (ii) a dynamic representation, where messages 
are represented from the source component to the 
destination. It represents connections, messages, and 
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any volatile entities; (iii) the life-cycle representation 
of the architecture, where components are created, 
modified, deleted. 

Third, it identifies interoperability problems and 
help resolve them. To do this, we have carried out a 
study of the causes and effects of the problems while 
identifying the indicators related to interoperability 
[3]. 

Fourth, it takes into account the life cycle of the 
different components. For this purpose, the Pulse 
structure integrates dynamic modelling functionalities, 
where the life cycle of the different components of the 
architecture is described including a history and the 
dates of creation and deletion of the components. 

 
π 

 
 

Fig. 1. The Pulse Framework [3]. 
 
3. Implementation 
 

We set up a prototype tool of the Pulse framework. 
It allows us to visualize some of the system's 
behaviours. The objective of this prototype is to allow 
to understand the status of each message and to provide 
indications facilitating the analysis of interoperability 
problems. The prototype is implemented on top of 
Moose, an open source data analysis platform [6, 7], in 
which we have implemented the Pulse metamodel. The 
extension of Moose is a major asset for our 
implementation approach, as it allows us to build on 
existing tools and reuse them. 

The prototype shows the feasibility and interest of 
our approach. Its implementation is composed of all 
parts of the framework (Fig. 1): the Pulse metamodel, 
the importer development, the versioning management 
thanks to Orion [8], the persistence layer, and some 
visualisations. 

 
 

4. Conclusion 
 

In this article, we presented Pulse Framework. This 
framework is already used in AMQP type systems  
[3, 4]. The metamodel used by our framework is 
generalizable and we are currently working on 
integrating the messages transiting on the ROS 
middleware. 

The next step is to automatically collect the data 
transiting between the ROS nodes and provide analysis 

tools (visualisation, metrics) to identify problems that 
may appear at runtime. 
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Summary: Automation systems in the automotive context are moving towards new challenging applications. Although the 
state of the art of these technologies is advanced, the presence of the human component in such systems still remains a critical 
issue in terms of safety. Autonomous vehicles represent an example where the transition to a fully automated vehicle still 
requires the presence of the human which can represent the failure or added value of such systems. The possibility to monitor 
driver’s conditions becomes crucial to detect common or unexpected driver behaviour and to identify, if any, accidents  
in advance. In this paper, an electroencephalogram (EEG)-based Brain-Computer Interface (BCI) system is proposed to detect 
and identify the driver’s brain activities during common driving task. The aim is to explore brain electrical signals when a 
driver has to rotate the steering wheel to perform a right or a left turn in order to execute a curve on a path. A time delay neural 
network (TDNN) technique has been implemented to classify the human’s EEG signals when the participant has to drive a car 
along a curvilinear path in a virtual simulated scenario. Results demonstrated that the TDNN models may represent a suitable 
tool to identify driver's arm movements but further efforts have to be dedicated to improve the quality of recognition. 
 
Keywords: Electroencephalogram (EEG), Brain-Computer Interface (BCI) system, Movements detection and recognition. 
 

 
1. Introduction 
 

In the road transport chain, the safety aspect 
represents one of the main concern. Automated 
driving, assistant driver systems, and platooning have 
been recently introduced in automotive sector [1]. 
Although various types of automation are adopted, 
these technologies are not the unique solutions 
addressing negative road safety results, in fact, the 
driver still remains one of the most critical elements in 
terms of accident causes. In this context, the main 
challenge is to provide control vehicle system with the 
possibility to identify autonomously critical situation 
during a tour and driver’s intentions while performing 
driving tasks [2]. Considering the driver as an integral 
component of the intelligent vehicle automated 
system, the objective is to monitor his/her behaviour in 
order to acquire data and information to enhance the 
automated system’s performance, to adjust unforeseen 
errors, and support the decision making process. 

The emerging technology which is able to create a 
direct communication channel between the human 
brain and external devices is the Brain-Computer 
Interface (BCI). The BCI offers the potential to predict 
the intention of the monitored human by analysing the 
electrical brain signal and to transit control input to the 
external devices. The electroencephalography (EEG) 
represents, at the present, the most reliable brain signal 
acquisition system. EEG provides the electrical brain 
activities by monitoring the voltage variation through 
electrodes allocated on the scalp. Many emotional and 
cognitive processes may be detected by physiological 
signals EEG based methods [3]. 

In the driving context, the EEG signal recognition 
has been applied to identify specific driver’s mental 
state such that driving fatigue [4], slipness [5], aletness 
or distraction [4]. In general, in those approaches, the 
partecipant is subjected to external stimuli called 
evoked potentials in order to perceive changes in heart 
rate [7] or eyes blinking [8]. In [9], the authors 
demonstrated that unexpected acoustic alarms and 
visual external events may be strongly correlated to the 
drivers’ brain activities during a simulated  
driving sessions. 

More complex is the task to identify the imaginary 
or the real execution of the body movements by EEG 
signals variations [10]. Large literature is dedicated to 
identify the main reliable classifier to correlate the 
movement related EEG signal into the corresponding 
actual body movement. Different kind of classifier are 
presented in this context: learning vector quantization 
(LVQ) for hand movement [11], support vector 
machine (SVM) for arms [12] or fingers movements 
[13]. The authors in [14] proposed widespread reviews 
on EEG signal classification. 

In this paper, the behaviour of a driver who turns 
the steering wheel of the vehicle while preforming a 
curvilinear path in a virtual driving environment is 
analysed. The objective of this study is to detect and 
identify, by the driver’s brain activities, the different 
movements of the arms to turn and take a left or right 
curve in a path. A time delay neural network (TDNN) 
classification model was built to predict right and left 
turns during actual driving. Different experiments have 
been carried out involving three participants, with 
driving license. 
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2. Material and Methods 
 
2.1. Enobio EEG cap 

 
An Enobio Cap 8 Features was adopted in the 

experiments. Signals were recorded from six different 
channels, namely F7, FZ, F8, C4, C3, CZ, in 
accordance with the international 10-20 system. The 
selected channels are shown in the Fig. 1. 

 

 
 

Fig. 1. Electrodes placement in the ENOBIO cap. 
(Red circles represent the electrodes monitored during  

the experiments). 
 
The electrodes are located in the frontal and central 

lobes as this part of the brain controls the complex 
behavior including the body awareness, spatial 
orientation and attention. 

 
 

2.2. Test Drive 
 

Each driver test has been performed three times by 
a single participant who was 30 years old with driving 
license. The participant was seated on a common chair 
in front of a driving simulator. This latter consisted in 
a steering wheel connected to the pedal system, and to 
a LCD screen on which the simulation environment 
was projected. The driver was able to rotate the 
steering wheel, to accelerate or brake as if he was 
actually driving a real car. The simulation lasted  
15 minutes and, the user had to drive along a tour 
represented by the figure eight route as shown in the 
Fig. 2. OKTAL Scanner Studio is the software used to 
generate the simulation environment. The focus of this 
paper is to study the correlation between the arm 
movements of the driver while performing the 
right/left curves on the road and the related recorded 
EEG signals. 

 
 

2.3. Elaboration Data 
 

The elaboration data was performed in Matlab 
R2020b. A high pass filter to 0.167 Hz was applied to 

the EEG signals to remove the direct current shift. 
Three different analysis have been realized by the 
implementation of time delay neural network (TDNN). 
TDNN has been used due to its capability to generate 
a finite dynamic response to time series  
input data. 

 

 
 

Fig. 2. Test drive circuit in OKTAL Simulator 
environment. 

 
The TDNN is typically successfully used in 

phoneme recognition but its large applications in EEG 
signal analysis [15] has been verified due to the non – 
stationary nature of the brain activities. In [16] the 
TTDN is applied for the classification of finger 
movements with a recognition rate of 93.02 %. 

The TDNN performed in this paper, whose 
structure is presented in the Fig. 3, has 10 time delays 
and 4 hidden fields. 

 

 
 

Fig. 3. TDNN used in the paper. 
 
 

2.4. Experiments 
 
The experiment involved 3 measurement sessions, 

once in three different days. The data related to  
the first session is indicated by number 1, the second 
as number 2 and the last one as number 3. 

Three different analysis has been carried out on the 
monitored EEG signals. 

The first test is related to the classifier generation 
by the Levenberg Marquardt algorithm based TDNN. 
The data acquired in each session was divided in two 
equal number of samples, labelled as 1A, 1B, 2A, 2B, 
3A, 3B. The different sets of data have been used to 
train and test six TDNNs in order to identify the best 
classifier in term of correlation. In Table 1, the 
different training and test sets used in the applications 
appear. The main objective of the first analysis is to 
evaluate if the increasing number of input data may 
reflect a better recognition performance. 
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In the second trial, the TDNNs, realized in the 
previous test, have been modified. In particular, the 
NN4, NN5 and NN6 has been revised by modifying the 
cost function which minimizes the Mean Square Error 
(𝑀𝑆𝐸). In this second approach, a weight 𝑝 has been 
introduced, for each sample which belongs to the 
training set, in the objective function as in (1). 

 

 𝑀𝑆𝐸  
∗

∑ ∑ 𝑝  𝑦 𝑦    , (1) 

 
where 𝑀𝑆𝐸 is the mean square error; 𝑆 is the number 
of dataset s-th used in the training; 𝑁 is the number of 
elements in each dataset s-th used in the training set; 
𝑝  is the weight associated to each data i-th belonging 
to the dataset s-th; 𝑦 is the observed value of the 
output in the dataset s-th; 𝑦 is the predicted value for 
the output in the dataset s-th. 
 

Table 1. Set of data used to train and test the TDNNs. 
 

TDNN  Training set  Test set 

NN1  1A  1B 

NN2  2A  2B 

NN3  3A  3B 

NN4  2A, 2B, 3A  3B 

NN5  1A, 1B, 2A, 2B, 3A  3B 

NN6  1A, 1B, 2A  2B 

 
The new TDNNs, namely NN7, NN8 and NN9, are 

trained and tested by the same data set already adopted, 
respectively, in NN4, NN5 and NN6. However, in this 
new approach, the objective functions for the training 
phase have been modified balancing the different input 
components as appear in Table 2. Note that the data 
coming from the older tests drive have a lower weight 
in respect to the recent ones. 

 
Table 2. TDNNs characteristics. 

 

TDNN 
Dataset s‐th in the 
objective function  

Weights 𝑝  
Test 
set 

NN7 

2A  0.5 

3B 2B  0.5 

3A  1 

NN8 

1A  0.25 

3B 

1B  0.25 

2A  0.5 

2B  0.5 

3A  1 

NN9 

1A  0.5 

2B 1B  0.5 

2A  1 

 
The aim of the second analysis is related to identify 

the set of parameters which, by multiplying the 
objective components, increase the accuracy of the 
recognition. 

The third test is carried out to evaluate TDNN 
performance variations according to different values of 

the weights, calibrated or random, associated to  
input-output relationship function of the network. In 
particular, the performances have been evaluated 
comparing the recognition accuracy and the 
computation time, for the TDNN initialized randomly 
by the system and the TDNN where we actually 
updated each weight on corresponding connections 
with the same values obtained as the output of the 
training phase according to the set of data which 
appears in the Table 3. 

 
Table 3. Generation of the weights used in the TDNNs. 

 

TDNN  Weights initialization  Training set 
Test 
set 

NN10 
weights generated by 

1A, 1B, 2A, 2B 
3A  3B 

NN11 
weights generated by 

1A,1B 
2A  2B 

NN12  random weights  1A, 1B  2A 

NN13 
weights generated by 

1A 
1A, 1B  2A 

NN14   random weights  1A, 1B, 2A  2B 

NN15 
weights generated by 

1A and 1B 
1A, 1B, 2A  2B 

NN16  random weights 
1A, 1B, 2A, 

2B 
3A 

NN17 
weights generated by 

1A,1B, 2A 
1A, 1B, 2A, 

2B 
3A 

NN18  random weights 
1A, 1B, 2A, 
2B, 3A 

3B 

NN19 
weights generated by 

1A,1B, 2A, 2B 
1A, 1B, 2A, 
2B, 3A 

3B 

 
 

3. Results 
 

Table 4 shows the R index of each TDNN in the 
first analysis. The results show a significant correlation 
between the EEG signal and the actual arm movements 
of the participant. The average value is R = 0.74 and, 
in three cases, R > 0.8. 
 

Table 4. First analysis results. 
 

Simulation  R  MSE 

NN1  0.8159  0.3657 

NN2  0.8538  0.2828 

NN3  0.6079  0.5130 

NN4  0.6486  0.4528 

NN5  0.6588  0.4622 

NN6  0.8507  0.292 
 

However, by these results, a significant 
improvements of the performances related to the 
increasing number of input data is not evident. Fig. 4 
display the predictive and observed values of NN1. 

In the second analysis, a strong correlation is 
verified, too. However, the modified objective 
function generates better values, both for R and MSE, 
only in the NN9 in respect to the NN6. 
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In the third analysis, the value R is greater than 0.5 
in the 80 % of cases, and the MSE is lower than 0.5 in 
the 50 %. On the contrary, in respect to the recognition 
accuracy for TDNNs initialized randomly or with 
accurate weights input values, the results appear very 
similar in the two approaches. Besides, from the 
computation viewpoint, the TDNNs with weight 
initialization appears, in general, less time expensive 
in respect to the ones with random initialization. 

 
 

Table 5. Second analysis results. 
 

Simulation  R  MSE 

NN7  0.6408  0.4633 

NN8  0.6442  0.4464 

NN9  0.8502  0.2892 

 

 
 

Fig. 4. Predictive and real value in NN1. 
 

Table 6. Third analysis results. 
 

Simulation  R  MSE  TIME (sec) 

NN10  0.6040  0.4949  100.052 

NN11  0.8517  0.2864  24.882 

NN12  0.4501  0.8698  114.260 

NN13  0.4696  0.7928  54.245 

NN14  0.8542  0.2854  196.969 

NN15  0.8495  0.2912  567.360 

NN16  0.5545  0.6188  442.865 

NN17  0.5983  0.5841  127.593 

NN18  0.6056  0.5841  209.203 

NN19  0.6392  0.4781  644.334 

 
 

4. Conclusions 
 

The main objective of this work is to tackle the 
problem of driver’s arms movements detection and 
recognition using EEG signals and to classify the 
acquired data with a TDNN classification algorithm. 
Results demonstrated a statistically significant positive 

correlation of the EEG signals with the actual 
participant’s motions to rotate the steering wheel to 
compute a curve in the virtual driving simulation 
environment. Other more detailed studies have to be 
implemented to verify the improvements in the 
recognition accuracy taking into account an increasing 
number of dataset for the training phase and for the 
weight parameters initialization in the objective 
function and in the input output function  
of the TDNNs. 
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Summary: Robotics made a tremendous transformation in manufacturing by facilitating manufacturing operations. By 
evolution of Industry 4.0 and its related technologies, a new trend of digitalization in advanced manufacturing systems 
occurred. Internet of Things (IoT) in manufacturing environments, enables manufacturing related devices to communicate with 
each other and with the control unit to send data and receive manufacturing rules accordingly. Cooperation between robots 
and IoT provides new opportunities to streamline the production processes in an efficient and cost-effective manner. The 
integration of robotic agents with IoT provide the novel concept of the Internet of Robotic Things developing new possibilities 
in various industrial fields specifically in facing new pandemics. Human operators are not efficient anymore in pandemics 
leading to stoppage of production systems and a huge amount of lost sale, back orders, and economic loss. Here we emphasize 
on the new era of IoT robotic manufacturing in pandemics and inauguration of modern aspects modeling and decision making. 
 
Keywords: Internet of things (IoT), Robotic manufacturing and assembly, Decision making. 

 
 
1. Introduction 
 

Internet of Things (IoT) has been extracted as a 
useful tool in Industry 4.0. IoT in manufacturing 
systems enable effective process managers to monitor 
and supervise the production using dispatching rules. 
One of the most efficient production systems is robotic 
one. Robots are able to process manufacturing tasks 
faster and with higher quality without working time 
constraint. The challenge is in the robot control system 
leading to real time decisions. To handle large amounts 
of data in manufacturing floor and production robot 
real time control, IoT is employed to deliver a 
mechanism through internet oriented technologies. 
Robotic manufacturing system is highly flexible to 
satisfy customized production according to customers’ 
demands. Automation is cost-effective due to higher 
throughput and productivity. Thus, in this paper we 
aim to propose a comprehensive model to control IoT 
robotic manufacturing in pandemics to prevent lost 
sale and economic loss and to keep the sustainable 
production [1]. 

The interrelationships of modern manufacturing 
systems with the promotion of information technology 
(IT) related innovations leading to prompt data-driven 
decision making in all levels of a hierarchical 
production system based on real-time data exchange 
systems (Dumitrache and Caramihai, 2010). In the 
literature, the development of manufacturing systems 
is widely correlated with the advancement of IT; for 
instance computer numerical control (CNC) 
cooperated with industrial robots evolved flexible 
manufacturing systems (FMSs) and etc. Adoption of 
IT software development services convinced the 
enterprises to promote their conventional 

manufacturing systems to a higher level with respect 
to the IT infrastructure provided [2, 3]. 

The concept of smart manufacturing system 
prompt within Industry 4.0 paradigm denoting on 
employment of cyber-physical systems and internet of 
things to coordinate the manufacturing functions and 
transfer required data for appropriate and effective 
decentralized decision making. The communication, 
cooperation and coordination among entities 
themselves and human operators are the major key 
performance criteria to evaluate the success factors of 
the system [4]. 

Robotics and IoT are communication within the 
smart manufacturing to configure the Internet of 
Robotic Things (IoRT) paradigm. In IoRT, intelligent 
robots can sense the occurrences around a certain 
domain of distance and transfer through internet to a 
control and decision processing unit and distribute the 
data among other entities and then decide about the 
appropriate action. 

 
 

2. Decision Autonomy in Robotic  
    Manufacturing 
 

Decisional autonomy refers to the ability of the 
system to determine the best course of action to fulfil 
its tasks and missions. This is mostly not considered in 
IoT middleware: applications just call an actuation API 
of so-called smart objects that hide the internal 
complexity. Roboticists often rely on Artificial 
Intelligence (AI) planning techniques based on 
predictive models of the environment and of the 
possible actions. The quality of the plans critically 
depends on the quality of these models and of the 
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estimate of the initial state. In this respect, the 
improved situational awareness that can be provided 
by an IoT environment can lead to better plans. 
Human-aware task planners use knowledge of the 
intentions of the humans inferred through an IoT 
environment to generate plans that respect constraints 
on human interaction. IoT also widens the scope of 
decisional autonomy by making more actors and 
actions available, such as controllable elevators and 
doors. However, IoT devices may dynamically become 
available or unavailable, which challenges classical 
multi-agent planning approaches. A solution is to do 
planning in terms of abstract services, which are 
mapped to actual devices at runtime. 

With the fourth industrial revolution, where 
robotics, CPS, and cloud technologies are merged, 
different domains are benefiting from rapid 
development. In this context, the IoRT systems can 
provide several advantages over traditional robotic 
applications, such as offloading computation-intensive 
tasks on the cloud, accessing large amounts of data, 
and sharing information with other robots, aiming to 
learn new skills and knowledge from each other. 
Moreover, IoRT applications can also be used 
remotely, facilitating the work of both researchers and 
industrial operators, and making it more accessible, 
allowing cooperation between humans even from  
long distances. 

Robot-based production represents the backbone of 
smart manufacturing, and the concept of industrial 
robots has been occurring a continuous change in the 
latest years, mainly due to the embedding of IoT 
technologies. IoRT represents the main enabler of such 
change, through which manufacturing is embracing the 
concepts of Industry 4.0, embedding sensors, 
automation, and monitoring of products and processes. 
The Fourth Industrial Revolution has transformed how 
products are manufactured, adapting to such 
technological innovation, aiming to produce high-
quality goods and services. Smart manufacturing 
involves system flexibility, monitoring, and adaptation 
to change. Specifically, additive manufacturing is a 
critical process in terms of manufacturing methods. In 
fact, innovations in digital technologies that are 
occurring during the Fourth Industrial Revolution need 
to keep up with advancements in manufacturing 
processes and materials. In this scenario, with the aim 
of facilitating smart manufacturing by sensor systems, 
flexible electronics of additive manufacturing and their 
reliability during processes are of critical 
consideration. 

 
 

3. Comprehensive IoT-Robotic  
    Manufacturing System in Pandemics 
 

Application of integrated robotics and IoT lead to 
enhance the technologies and opportunities related to 
healthcare specifically in facing pandemics such as the 
novel Coronavirus. The major infection way of 
pandemics is contact between people while IoRT 
provides a contactless technology to handle production 

tasks (or even in other areas such as service, 
agriculture, medical treatments, etc.) leading to a safer 
environment. Meanwhile, the production tasks are not 
stopped anymore while the whole process is performed 
and monitored by intelligent robots [5]. 

The COVID-19 pandemic implies the vulnerability 
of workers to infection causing tremendous loss in 
production, services, customer relationship 
management and all other enterprise functional 
modules. IoRT could handle all manufacturing tasks 
and perform measurement and collect data and 
information sensed by the sensors to facilitate 
intelligent decision making. 

IoRT includes a triple intelligent modules: 
1: Sensors that are used by robots to sense their 

environment to monitor the manufacturing floor and 
transfer data with other intelligent devices. 

2: Analytical core which is able to mine the data 
collected and process using computational capabilities 
like edge computing (local computation) rather than 
cloud preventing huge amount of data transfer. 

3: Intelligent action, that is, robot can act based on 
the collected data and analysis leading to a complete 
cyber-physical process where cooperation between 
machin2machine and man2machine emerges new 
services like IoRT-maintenance, IoRT-quality control, 
IoRT-inventory control and etc. 

Robots are appropriate substituents of human 
workforce with respect to increase in labor price. 
Artificial intelligence is a plus in robotic systems to 
keep a standard production mode and required quality 
during the production cycle time. The process of 
man2machine boosts productivity with fewer number 
of workers. 

IoRT is caple to face pandemics keeping a certain 
standard of manufacturing requirements and on the 
other hand provide remote man2machine 
communication through internet for control and 
coordination purposes promising appropriate  
multi-dimension data analysis and decision making. 
(See Fig. 1). 

 
 

4. Conclusions 
 

The IoRT emerges novel paradigm in modern 
manufacturing systems. Cooperative learning based on 
the sensed data provide a collective knowledge being 
employed by robots to handle their allocated tasks in 
an intelligent manner. IoT sensors help in collecting 
data and transmitting through a safe and fast route for 
further controlling or decision making tasks. Motion 
path planning and other controlling behaviors and 
actions of robots are based on the data gathered by 
sensors. IoT focuses on pervasive sensors while robots 
uses interactive ones to handle automated production 
and execute production tasks in any situations. Robots 
can perform their tasks in pandemics where human 
work force are not able to cooperate. This capability 
provide a huge opportunity to producers to absorb a 
larger amount of market share in competition. 
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Fig. 1. Comprehensive IoT-Robotic Manufacturing System in Pandemic. 
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Summary: This paper proposes a modified reinitialization technique for online Particle Swarm Optimization (PSO). The need 
for reinitialization is motivated by the variation of the global maximum of the objective function due to varying operating 
conditions. A photovoltaic (PV) system is considered a convenient benchmark for maximum power point tracking (MPPT). 
The modified reinitialization technique involves monitoring the current global maximum to detect significant variation and the 
swarm positions to ensure convergence. Moreover, a partial reinitialization option is introduced as an intermediate conditional 
step between detection and full reinitialization. The simulation shows that partial reinitialization can improve convergence  
and efficiency. 
 
Keywords: PSO, Reinitialization, MPPT, PV, Optimization-based control. 
 

 
1. Introduction 
 

Particle Swarm Optimization is a metaheuristic 
optimization technique that mimic the behavior of 
natural systems, such as: bird flocks, fish schools, and 
animal herds. The first milestone paper regarding PSO 
is written by Kennedy et al in 1995 [1]. Subsequently, 
there was a surge in the number of scientific papers 
attributed to the modification of PSO algorithm and 
swarm intelligence. The PSO algorithm is easily 
implemented, and it has a fast convergence, and it is 
used in solving multidimensional, multiobjective, and 
constrained problems [2]. 

Thus it has been applied in various applications that 
requires optimization, control, machine learning, etc. 

 
 

1.1. PSO Algorithm 
 
The algorithm of PSO randomly initializes a swarm 

of particles that represent a potential solution to an 
optimization problem in the search space. Then, 
positions of the particles are iterated with the aim of 
converging to a global optimum of an objective 
function. The algorithm then monitors the positions of 
each particle, and records the best solution for each 
particle (personal best p). Furthermore, PSO records 
the best solution over the swarm (global best pg) at each 
iteration. For each future iteration, the position (x) and 
velocity (v) of the particles are computed as a function 
of the best position of the swarm (social component), 
the best personal position of the particle (cognitive 
component), and its previous velocity (memory 
component). A PSO has many variants, in this work, a 
PSO with damped inertial weight (PSO-DIW) is used 
as represented by the following group of equations: 
 

 
𝑣 𝑡 1   𝑤𝑣 𝑡 𝑐 𝑅 𝑝 𝑡  

𝑥 𝑡  𝑐 𝑅 𝑝 , 𝑡 𝑥 𝑡 , 
(1) 

 
𝑥 𝑡 1 𝑥 𝑡 𝑣 𝑡 1  

𝑖 1,2, … , 𝑁 𝑗  1,2, … , 𝑛, 
(2) 

 
 𝑤 𝑤 𝑤 , (3) 

 
where N is the number of particles, n number of 
dimensions. Coefficient w is the inertial weight, and 
the product of w with velocity of a particle represents 
the momentum of the particle. Coefficients c1 and c2 
are called the acceleration coefficients and R1 and R2 
are randomly generated, model specific numbers 
between the range of 0 to 1. 
 
 
1.2. Reinitialization Mechanism 
 

Reinitialization is conceivably the less studied 
aspect of the PSO algorithm compared to its other 
modifications. However, reinitialization is required 
due to varying operating conditions leading to a 
change in the global maximum of the objective 
function. 

A multitude of significant reinitialization methods 
are mentioned in the literature. Miyatake et al [3] have 
modified the algorithm by imposing two constraints 
that detects the solver convergence and the global best 
change. Here convergence is detected by the change in 
velocity, which could be misleading when imposing a 
large damping term in the PSO algorithm. Romasevich 
and Loveikin [4] introduced a global best rate as 
criterion for the PSO reinitialization, while they 
ignored PSO convergence. Martínez-Cruz et al [5] 
presented a mechanism that detect the global best 
change, but the reinitialization is activated after 
specific number of evaluations. This technique require 
a prior knowledge of the process that can identify the 
number of evaluations needed for convergence. Rout 
et al [6] introduced reinitialization based on the global 
best change using two past records, while ignoring 
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convergence of the PSO. Eltamaly et al [7] proposed a 
reinitialization strategy that search for new global best 
by sending a particle to anticipated locations of them. 
This method has the advantage of avoiding 
unnecessary reinitialization, but again, it needs a prior 
knowledge of the system. 

In this work an alternative, online, initialization 
mechanism is proposed that circumvent the drawbacks 
of previous implementations such as ignoring the need 
of PSO convergence, and the requirement of a great 
level of prior knowledge for the process. 

The proposed mechanism introduces two 
constrains as shown in the following equations: 

 

 𝑥 𝐴, (4) 
 

 𝐵, (5) 

 

where both A and B represent the constraints (to be 
selected). When conditions in equations 4 and 5 are 
satisfied, respectively, the swarm is reinitialized. 
Condition (4) ensures that all the particles converge to 
almost the same position, as close as possible, 
depending on the value of A. While B is controlling the 
global best rate to reinitialize. Once conditions in 
equations 4 and 5 are satisfied, full reinitialization is 
performed, where all the positions, velocities, global 
best, …, etc. are restarted. This is a necessary 
procedure for most cases to capture the new  
global best. 

However, for less complicated systems, where the 
shifted global best resides in the vicinity of the old one, 
a full reinitialization has a draw back on the efficiency 
of the system. Hence, as an intermediate step, a partial 
reinitialization, where only the global best is restarted, 
could be performed avoiding full reinitialization.  
Fig. 1 illustrate the proposed scheme. 
 
 

2. PV Model 
 

The single-diode model of a PV cell depicted in 
Fig. 2 is used for modeling and simulating the PV 
system. The PV model includes a current source in 
antiparallel to a diode, the leakage current and ohmic 
losses are considered using a parallel and series 
resistance, respectively. Equations (6-11) define the 
output of the PV model and its temperature and 
irradiance dependence, with the parameters defined  
in Table 1. 
 

 𝐼  𝐼 𝐼 𝑒𝑥𝑝 1 , (6) 

 

 𝑉  , (7) 
 

 𝐼   𝐼 𝑇 𝑇 , (8) 
 

 𝐼   𝐼 𝑒𝑥𝑝
 

, (9) 

 𝐼 , (10) 

 

 𝐼 𝐼 𝛼 𝑇 𝑇   (11) 

 

 
 

Fig. 1. The proposed reinitialization mechanism. 
 

 
 

Fig. 2. Single-diode model of PV cell. 
 
 

Table 1. Nomenclature of PV system. 
 

𝐼  Photocurrent [A]. 
𝐼 Photovoltaic Current [A]. 
𝑉 Terminal voltage of PV module [V]. 
𝐼  Diode Saturation current [A]. 
𝑞 Charge of the electron [C]. 
𝐾 Boltzmann’s constant [J/K]. 
𝑇 Junction temperature [K]. 

𝑁  Number of cells in series. 
𝑅  Parallel resistance of PV module [Ω]. 
𝑅  Series resistance of PV module [Ω]. 

𝐴 Diode ideality constant. 
𝐼  Short circuit current [A]. 
𝐼  Diode reverse saturation current [A]. 
𝑆  Solar irradiance [W/m2]. 
𝑉  Thermal Voltage [V]. 
𝑉   Band gap energy of semiconductor [eV]. 
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Specifications for a single module are listed in 
Table 2. The I-V and P-V characteristics of the PV 
array that consists of 10 series modules and 40 parallel 
strings are shown in Fig. 3. These characteristics are 
plotted at 25 Co for different values of irradiance  
(1, 0.7 and 0.5 KW/m2). It is clearly seen that the 
maximum values of power are captured at an 
irradiance of 1 KW/m2 and 0.7 KW/m2, corresponding 
to 290 V and 292.6 V, respectively. This behavior 
makes the system in hand a good candidate to test the 
proposed partial reinitialization technique. 
 
 

Table 2. Specifications of a single PV module. 
 

Max power (W) 213.15 
Open circuit voltage (V) 36.3 

Voltage at max. power (V) 29 
Short circuit current (A) 7.84 

Current at max. power (A) 7.61 
Number of modules in series 10 
Number of strings in parallel 40 

 
 

 
 

Fig. 3. I-V and P-V characteristics for different  
irradiance levels. 

 
 
3. MPPT of PV Module via the Proposed PSO 
 

The PSO-DIW [8] algorithm parameters (c1, c2, w, 
wdamp & N) used in this work are enumerated in Table 
3. The proposed PSO is implemented on the PV 
module, where the voltage is manipulated based on 
power measurements. Fig. 4 and 5 shows the simulated 
PV module under variable irradiance; 1 KW/m2  
(0-0.22 s) and 0.7 KW/m2 (0.22-0.45 s). It can be seen 
from the aforementioned figures that the response 
requires ~ 0.2 s to converge to MPP via full 
reinitialization. However, when the irradiance changes 
to 0.7 KW/m2, it is detected by conditions in equations 
4 and 5 and the partial reinitialization is activated.  
Fig. 4 depicts how the controller manipulates the 
voltage in response to partial reinitialization. The 
response settled within ~ 0.06 s from the activation, 
with much less fluctuations in the voltage and 
consequently in the power, compared to the initial 
response. The figure also shows that there is no need 

for a full reinitialization when the irradiance changed. 
Otherwise, as shown in Fig. 5, a full reinitialization 
will require more time to capture MPP, and it will 
reduce the output power during the long convergence 
period. These results show that partial reinitialization 
has better performance compared to full 
reinitialization is done, or even worse when no 
reinitialization is carried out as. 
 
 

Table 3. Parameters of the PSO-DIW. 
 

𝑐 1.4962 
𝑐 1.4962 
𝑤 0.7298 

𝑤  0.99 

𝑁 10 
 
 

 
 

Fig. 4. MPPT using PSO with partial reinitialization. 
 
 

4. Conclusions 
 

The PSO optimization technique was successful in 
achieving online optimization of the performance of a 
PV system. The need for reinitialization of PSO is 
motivated by the variation of the MPP of the PV 
system due to varying operating conditions. The 
reinitialization technique proposed in the PSO 
algorithm was successful in maintaining a maximum 
power production under changing irradiance 
conditions without the need to a full reinitialization. 
Partial reinitialization requires less convergence time, 
much less fluctuations, and consequently capture more 
power, in the PV system case. Moreover, the proposed 
approach introduces more opportunities for online 
PSO based control technique, with its better 
performance and adaptivity in solving 
multidimensional, multiobjective, and constrained 
problems [8]. 
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Fig. 5. MPPT using PSO with partial reinitialization  
and without reinitialization. 
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Summary: Data quality is a key factor for the successful data analytics and decision making in modern companies and 
organizations. Based on our long-term experience and consulting in a lot of business projects in various industrial sectors, we 
are focusing on the major factors for data quality provisioning which are usually poorly or insufficiently understood. In the 
present contribution, we are sharing a method for data unification that has been used successfully for over 15 years. 
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1. Introduction 
 

The amount of data available to decision makers 
has risen exponentially in recent years. More people 
have access to more data, but few are increasing the 
rate at which they use data to make decisions. 
According to a recent survey, about two-thirds of 
business decision makers have some reservations or 
active mistrust in their data and analytics [1]. In 
addition, 36 percent of CEOs admit they cannot make 
data-driven decisions until they invest significantly in 
data quality [2]. So, in order to establish confidence in 
analytics, organizations need effective data quality 
(DQ) programs. Here, we will pay attention to some 
important data quality accents that are usually not fully 
understood or underestimated, and represent a 
significant setback in compiling and implementing a 
successful strategy for improving data quality. In 
addition, we will briefly describe how we solved the 
problem of duplication of company clients in various 
IT systems, which was of key importance for achieving 
the required data quality level for one of our industrial 
customers. 
 
 
2. Poorly or Insufficiently Understood Aspects  
    of Data Quality Provisioning 
 

Based on our long-term experience and consulting 
in many business projects in various industrial sectors 
such as banking, telecommunication services, 
insurance, utilities and others, we can summarize the 
following issues as a main factor that should be taken 
into account during the data quality improvement 
initiatives: 

 
Contextual nature of data quality 

 
Many professionals are not aware of the contextual 

nature of data quality. The idea that some data is good 

(“high quality”) for some purposes but is poor (“low 
quality”) for others is not always well assimilated. 
Incorrect data may have a different impact on the 
business, depending on the purposes for which the data 
is used. For example, if a wrong first customer name is 
registered in an IT system, this indicates the presence 
of poor data. However, for the task of mail 
notifications, where only the customer's last name is 
used, there is no quality issue with the system’ data. At 
the same time, the wrong first name could be a problem 
if the person's identity needs to be verified. Poor data 
is often associated with the discrepancies between 
reality and the data stored in the system, but the quality 
of data is a much broader concept. A similar 
observation was shared back in 1990 in [3]. The 
perception that data quality should be defined in 
accordance with the consumer's needs is further 
developed in [4]. There “data quality” is defined as 
data that is “fit for use” by data consumers. The authors 
also define a “data quality dimension” as a set of data 
quality attributes that represent a single aspect or 
construct of data quality. In subsequent studies 
scholars propose a variety of data quality dimensions. 
The majority of the authors include some versions of 
accuracy, completeness, consistency and timeliness 
among them [5]. It should be noted that quality 
dimensions give some structure to data quality 
expectations, but they have nothing to do with the  
task-dependent nature of the data quality. Let us take 
the completeness, for example: for the task of mail 
notification we need a complete and accurate mail 
address, but for the purposes of geographic 
segmentation only the city part of the address is 
required [6]. 
The contextual nature of the quality is a root of many 
challenges. The lack of understanding of the duality of 
data quality (objectivity and subjectivity) leads to a 
number of problems, such as inappropriate approach in 
setting data quality goals, difficulties in data quality 
issues assessment, incorrect expectations regarding the 
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DQ provisioning processes and the business value to 
be achieved. It also raises the question of the usability 
of solutions that accumulate large amounts of data 
from various sources, without clear vision about their 
purposes of use (e.g. Big Data solutions). 
 
Task-dependent objective measurement 

 
How good is a company’s data quality? Answering 

this question requires usable data quality metrics. 
Companies must deal with both the subjective 
perceptions of the individuals involved with the data, 
and the objective measurements based on the data set 
in question. Subjective data quality assessments reflect 
the needs and experiences of stakeholders: the 
collectors, custodians, and consumers of data products. 
It should be borne in mind that the objective 
assessments could be task-independent, but could also 
be task-dependent as well. Task-independent metrics 
reflect states of the data without the contextual 
knowledge of the application and can be applied to any 
data set, regardless of the tasks at hand, while the  
task-dependent metrics are developed in specific 
application contexts [7]. According to our 
observations, most of the business significant data 
quality problems in modern organizations require the 
use of task-dependent measurement. Also, there is a 
common expectation that objective data quality 
improvement necessarily implies business value. 
Unfortunately, the limited awareness of what data 
quality improvement can truly imply often drives 
technical approaches that don't always translate into 
improving the business. Objective data quality metrics 
(such as a number of invalid values or percentage of 
missing data elements) may not necessarily be tied to 
the business's performance [8]. 
Many publications and training courses discuss various 
assessment techniques and metrics such as scaling and 
normalization, different types of counters and ratios, 
error rates, distribution and distance functions, 
weighted metrics, standard deviation, etc. Different 
groups of metrics are usually discussed as appropriate 
for different quality dimensions. However, guidelines 
and good practices of how to relate and adapt the 
objective metrics to the business context and consumer 
expectations is rarely discussed. This trend is 
particularly pronounced in publications related to 
quality assurance in big data solutions. Thereby the 
impression that the quality of data and its measurement 
is an objective one and should be done through 
appropriate IT tools by the IT specialists in the 
organization is reinforced. 
 
The importance of data quality requirements 
analysis 

 
Another common mistake is to underestimate the 

preliminary analysis to identify the extent of data 
quality issues and to draw up the quality improvement 
strategy. The allocated time and resources for the 
analysis phase usually are not enough. Many business 

professionals are not aware that they have to become 
part of such analysis, so they are not interested in the 
project aims. Other participants in turn focus on 
analyzing and profiling the data quality state in the 
databases, instead of interviewing the business users 
about the problems encountered by them. The 
organization remains unable to see the big picture and 
it is not able to decide how to achieve maximum 
benefit with minimum effort. The methodologies for 
data quality improvement also reflect in the 
underestimation of the need of a holistic analysis. 
Almost all methodologies include activities which 
examine data schemes and perform interviews to reach 
a complete understanding of data, but only a few of 
them consider the data quality requirements analysis 
step, identifying data quality issues from the business 
perspective and collecting new target quality  
levels [9]. 

 
Whose responsibility is to provide quality data 

 
One of the main factors for the success of data 

quality initiatives is to understand correctly whose 
responsibility it is to provide quality data. According 
to our experience, the misconception that data quality 
is mainly an IT problem and it could be solved by 
purchasing sophisticated (and often expensive) data 
quality tools is very common. One of the reasons for 
such a delusion is the assumption that developers bear 
primary responsibility for ensuring that the software 
they write works properly, no matter which data is fed 
into it. Since they write the code, they have the power 
to control how an application will respond when it 
receives low quality data. In the real world even the 
best programmers cannot foresee every type of data 
quality issue that could occur within their applications. 
Even if they did, the applications might end up being 
overloaded by functions that handle obscure data 
quality issues [10]. Actually, the organization and its 
processes are always more important than the 
technology since they are defined according to 
company strategy [11]. The business professionals 
must not only be involved, but also lead the data 
quality initiatives. This is a consequence of the 
contextual nature of the quality. In fact, the businesses 
know the context and the indented uses of data better 
than anyone does. 

Given the strategic importance that data plays in 
competitive markets, high data quality can only be 
achieved if IT and business find a mutually intelligible 
language, a mode of operation, that overcomes the 
traditional disconnect that can be observed in so many 
corporations. Conceptually what needs to happen to 
enable business alignment is bringing together 
problem holder and problem owner. The problem 
holder is the person who experiences “pain” from a 
problem; a problem owner is the person who controls 
the resources needed to resolve it. The problems 
resolutions lie in making the problem owner feel some 
of the problem holder's “pain” so he becomes 
motivated to do something about the problem [12]. 
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Systems interoperation in the modern business 
 
The lack of overall vision for the data flows 

between information systems of the organization and 
the lack of effective strategy for synchronizing the 
changes in them often lead to the presence of 
inconsistent, obsolete and contradictory data. The 
managers rely on the corporate data warehouses as a 
“single source of truth”. However, in modern data 
warehouses, which accumulate a huge amount of data 
from different operating systems, this is difficult to 
achieve in practice. Moreover, the operating systems 
that feed data warehouses are also used for an 
extraction of various reports. Correction of bad data 
must be done in all systems where copies are stored. 
Correcting them only in the data warehouse will 
improve the quality of data locally but will enlarge 
another severe problem – the existence of conflicting 
information at the organizational level. 

 
Identical objects recognition 

 
A serious problem in some organizations is the 

resolution of cases with duplication of data, when there 
are no clear criteria by which it is possible to identify 
two objects as identical (e.g. if some individuals do not 
have the same national identification number in 
different data sources). Similar problems are 
particularly relevant when collecting information from 
various sources and information channels in large data 
warehouses, data lakes and big data solutions. To solve 
such problems, record linkage techniques are 
recommended in the literature. Data linkage can be 
deterministic (exact), where each matching variable 
needs to agree exactly to determine a correct match, or 
probabilistic (fuzzy matching), where there are data 
errors in the matching variables and a probability of a 
correct match should be determined [13]. 
 
 
3. A Method for Data Unification 
 

In the previous section, we outlined some key 
points that we consider important enough to be taken 
into account by organizations looking to improve the 
quality of data they work with. In this section, we will 
share a specific example of a successful 
implementation, which has been used productively for 
more than 15 years. We will briefly present the method 
for a unification of individuals and legal entities 
records, which belongs to the class of probabilistic 
record linkage techniques. The method merges 
customers’ information and eliminates duplicated 
objects across several operational systems. During the 
implementation, we had to use heuristics that take into 
account the context and specifics of the data quality 
issues of the sponsoring organization – a holding 
company with different types of businesses. 

The method we offered defines numerical distance 
estimation between similar objects and uses a 
neighborhood based approach to identified clusters of 
identical customers. It has three main stages: data 

preparation and preprocessing stage, identical 
candidates pairs collection and candidates evaluation. 

The first stage involves activities such as splitting 
of unformatted data and fields preprocessing. The goal 
of this stage is to derive new attributes values that will 
be used in the next two stages. First, we do some 
transformations. For example, we eliminate common 
and therefore less meaningful words that could bring 
an unnecessary noise in data for particular string 
attributes. Different transformation rules are applied to 
key individuals and legal entities characteristics such 
as names, mail addresses, individuals’ identity 
documents, legal entity registration entries and others. 
Then we do some validations based on the statistical 
information derived from the source data. The goal of 
the validations is to eliminate artificial and non-
identifying attribute values, but to preserve object 
specific values even if they are of dubious fidelity. 
Insufficiently informative incorrect data are removed. 

During the second stage, the available data is 
ransacked for very likely identical objects. The goal is 
to form a reduced list of pairs which will be precisely 
estimated in the next stage. The pairs of objects that do 
not have a chance to pass the identity threshold are 
ignored as uninteresting for further evaluation. 

The goal of the last stage is to calculate the 
similarity measure of every pair in our candidates lists 
as a weighted sum of similarity degrees between 
attributes. We give specific positive scores when the 
values of a particular attribute are equal for a candidate 
pair. The scores’ magnitude is defined on the base of a 
heuristic grade of the attribute importance related to 
the objects identity. We also give a penalty (negative 
scores) when some key attributes are different. Since it 
is possible for a customer A to be identical with B, and 
B to be identical with C, after the pair evaluation we 
apply an algorithm to discover the transitive closure of 
the identity relation. 

As can be expected, after the initial implementation 
of the method we went through a period of weights 
adjustment and elimination of problems arising from 
specific business practices that we were not aware of 
during the method implementation. For example, we 
found that during the preparation of an insurance 
contract, the insurance agent enters his own personal 
data occasionally. These are situations where the agent 
does not have the customer's data, but is in a hurry to 
make a deal. Later he corrects the data with the 
customer's actual ones. In these cases, the unification 
algorithm brings together all the customers that are 
served by the same agent and unites them with the 
identical customers loaded by the other data sources. 
This practice, as well as some other discoveries in the 
data, provoked appropriate algorithmic amendments 
for the achievement of higher stability and better 
accuracy of the method [14]. 
 
4. DQ Implementation Considerations 
 

In accordance with the data quality highlights 
discussed above, we will outline some implementation 
considerations and guidelines. 
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Relate data quality goals with business risks 
 
When defining the objectives, scope and 

implementation strategy of the DQ program, do not 
forget to be guided by the contextual nature of the 
quality. A company has to measure data quality from a 
“risk” perspective in line with its business goals. The 
efforts required to reach an acceptable level of data 
quality must be proportional to the risk exposure. For 
instance, it is useless and quite costly to maintain 
mailing addresses up to date if the company uses them 
for purposes where the timeliness of the data is not 
essential. It’s up to the “business”, and according to the 
importance of each of its missions, to define and 
enforce a certain level of data quality requirement, 
since it’s understood that data quality cannot be 100 % 
certified. This risk gets bigger when the data are used 
to feed the decision processes as part of Business 
Intelligence or are traded with external partners to the 
company (customer, supplier, regulatory authorities, 
etc.) [15]. The quality of data affects so many aspects 
of a company's business that bad data is even identified 
as a risk factor for the enforcement of the 
organization's security standards [16] and regulatory 
compliance (sensitive data may be missed and not 
encrypted due to data errors, security alerts could not 
be triggered properly, non-unified customer 
information can lead to incorrect anti-money 
laundering regulatory reporting, etc.) [17]. Of course, 
this is easier to be said than to put it into practice. 
Accurate measurement of the degree of risk and the 
return on investment of solving a data quality problem 
is often more challenging than it seems. There are 
many factors that determine the DQ initiatives cost and 
most of them are difficult to be measured (e.g. 
equipment and training costs, reputational costs, 
customer dissatisfaction costs, maintenance costs, 
excess labor costs, time costs of viewing irrelevant 
information, lost and missed opportunity costs, etc.). 
However, the mission is not impossible – some 
techniques such as focusing on particular issues and 
the use of subjective evaluation metrics can be useful 
and lead to very satisfactory results. 

 
Focus your efforts on particular activities 

 
The definition of the DQ goals should start with the 

identification of data related to the critical activity of 
the business and the efforts should be directed towards 
constant improvement of data quality for that particular 
activity. As a first step, the business's view of the 
existing data quality problems in the organization 
should be examined – which of the problems they 
identify as a high priority and which as secondary, 
what is the expected business value of eliminating the 
quality issues, etc. This survey could be done by means 
of a series of interviews and questionnaires. In the next 
step, the primary problems need to be analyzed in 
greater detail, both from a business and a technical 
point of view. As a result of this analysis, objective 
and/or subjective metrics can be defined to measure the 
problem. It should be borne in mind that object metrics 

are often task-dependent and must be customized to 
the context of specific problems. For example, when 
the business experts alert that there is an issue with the 
completeness of customer insurance income data, the 
IT specialist can easily calculate a ratio between rows 
with missing and non-missing income values. 
However, the business issue may only concern 
customers who have signed a certain type of contract, 
missing income could be a normal situation for 
customers who are foreigners, a dummy “zero value” 
could be entered in certain situations, etc. These 
specifics must be reflected in the data quality metric. 

 
Do not be afraid to use subjective metrics 

 
In cases where it is difficult to define an objective 

metric for assessment of the severity or the cost of DQ 
issues, the estimation should be based on the subjective 
judgments of the business experts. For example, 
regarding the question of how bad data affects the 
organization's reputation with customers, we can 
launch a survey to appropriate people in the 
organization who have direct observations on the 
issue. The tricky point here is how to determine the 
right people to whom the questionnaires should be 
addressed, as well as choosing the appropriate format 
through which to conduct the survey. In addition to a 
quantitative assessment to be given based on people's 
subjective experience, it is good practice to ask for a 
brief explanation or examples illustrating the 
experience on the basis of which the assessment  
was given. 

 
Compromise with the accuracy of the assessment 

 
Be careful not to make the “formula” for evaluating 

a DQ issue too complex (more important is to be clear). 
With the accuracy of the assessment, it is often 
necessary to make compromises. It is better to ignore 
some insignificant cost factors than to take the risk of 
getting lost in the assessment complexity or to present 
the assessment as a black box to the management. If 
you feel uncertain about the significance of certain cost 
factors, then you can resort again to a survey to check 
the opinion of the business professionals about the 
degree of impact of the factors based on their 
subjective experience. If there are serious 
discrepancies in the assessment, additional analysis 
can be conducted - more detailed interviews with the 
“business” or efforts to define objective metrics for 
measurement. Alternatively, ignoring cost factors 
could be based on the assumption that they are 
embedded in the subjective opinion of data consumers 
to some extent. In general, business experts intuitively 
prioritize as more severe the problems that lead to 
greater losses for the business. However, this is not 
always entirely true. For example, people tend to 
classify the problems that generate much workload and 
complicate business processes as more severe. 
Simplifying the process does not always lead to greater 
direct profits, but it certainly has an indirect effect, 
saving human labor. 
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Do not spare effort and resources for the analysis 
of the current state 

 
Allocate sufficient time and resources for the 

analysis of the available data quality issues in the 
organization, along with the definition of the DQ 
program objectives. The outcomes of the “as-is” 
analysis (or assessment phase according to some 
methodologies) are of key importance for the success 
of the program. Ensure the commitment of both 
“Business” and IT departments. Make sure the 
communication between them is at a good level. This 
will allow the objective assessment to be properly 
adapted to the business context and a suitable 
improvement strategy to be designed. Due to the 
importance of the outcomes of the analysis, it is 
advisable to be launched as a separate project. 

At a minimum, the assessment phase should 
include the following activities [18]: 

o DQ requirements analysis to identify quality 
issues and set the program goals and new quality 
targets; 

o identification of critical areas, which selects the 
most relevant databases and data flows to be 
assessed quantitatively; 

o data analysis, which examines data schemes and 
performs interviews to reach a complete 
understanding of data and related architectural 
and management rules; 

o process modeling, which provides a model of the 
processes producing or updating data; 

o measurement of quality, which selects the quality 
dimensions affected by the quality issues 
identified in the DQ requirements analysis step 
and defines corresponding metrics. 

The analysis should also include a study of the 
intersystem data connectivity. Due to the technical and 
implementation complexity, this aspect is often 
neglected. Many DQ initiatives are launched to 
improve the quality of data in a particular application, 
but nowadays the information handled by the decision 
makers and senior management levels is global and 
integrated. It is received via several channels and the 
resulting discrepancies lead to mistrust in data and 
their reliability. 

Once the analysis of the “as-is” state is done and 
the program objectives are presented, the definition of 
the implementation strategy could start. Typical 
activities of this phase are the assignment of the 
processes’ and data’ responsibilities, selection of 
improvement approaches, techniques and tools, design 
of improvement solutions, including redesign of 
business processes, data workflows, validation 
procedures, etc. The definition of strategies for 
management and monitoring of the improvements is 
also a part of this stage [18]. 

According to [19] there are six aspects of an 
organization’s operations that have to be taken into 
account when creating your data quality strategy, 
namely: (1) Context – the data being cleansed and the 
purposes for which it is used; (2) Storage – where the 
data resides, including technologies, platforms and 

system architecture aspects; (3) Data Flow – how the 
data enters and moves through the organization;  
(4) Work Flow – how work activities interact with and 
use the data; (5) Stewardship – people responsible for 
managing the data; (6) Continuous Monitoring –
processes for regularly validating the data. Each of 
these aspects or perspectives of the operational 
environment required different actions, resources and 
decisions to be considered. Where the data quality 
strategy formulation process ends, data quality project 
management takes over. While the goals have been 
documented, and the data sets established, the project 
manager must build the project requirements from the 
goals. The project manager should adhere to sound 
project management principles and concepts that apply 
to any project, such as task formulation, estimation, 
resource assignments, scheduling, risk analysis, 
mitigation, and project monitoring against critical 
success factors. Few of these tactical issues are 
covered in a strategy-level plan. 

 
Do not underestimate the human factor and 
working collaboration 

 
No strategy is complete without the evaluation of 

the human factor and its effect on operations. Work 
flows and data flows are initiated by people. Carefully 
define the participants in the program, their roles and 
responsibilities. On the base of the provided analysis 
of the DQ issues consider who are the problem owners 
and who are the problem holders. Inform them of the 
plans, ask each one about their specific needs, and 
collect their feedback. If there are many stakeholders, 
selecting a representative from each user function is 
highly encouraged [19]. Consider the impact of new 
processes or changed data sets on organizational 
structure and make sure people don't react negatively 
to these changes for fear of losing the achieved current 
conditions. Also, do not forget to plan appropriate 
training for updated definitions, new processes and 
model changes in order to support better user 
acceptance and proper future maintenance. 

 
Keep in mind that maintaining good data quality is 
an ongoing process 
 

Providing data quality should not be considered as 
a one-time initiative. It is an ongoing process. The one-
time initiatives have their place, but DQ problems that 
can be permanently fixed by a single action are rare. 
For DQ issues which require a process-driven 
improvement strategy, be sure to secure the data 
quality maintenance strategy too. 
 
 
5. Conclusions 
 

Nowadays, almost every company struggles 
against data quality issues to some extent. In the 
conditions of modern globalization and integration of 
information particularly relevant is the problem with 
the contradictory data, which leads to a serious lack of 
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trust in the performed analyses. Many people in 
modern companies spend a lot of their working time 
validating the results of different types of reporting, 
clarifying the causes of inconsistencies in them, testing 
and comparing data. Business analysts lose motivation 
to perform advanced analyses and senior managers rely 
more on their intuition in defining the company's 
strategy, instead of making a data-driven decision [20]. 
In today's information age, this is a rather surprising 
phenomenon. 

Data quality has been a topic of interest to the 
scientific community for more than 30 years. 
Accumulated knowledge and experience are 
significant, but the topicality of the DQ issues shows 
that there is still much to be done. Our experience 
shows that most organizations have the same class of 
problems and obstacles to achieving better data 
quality. Here, we have paid attention to only a few of 
them, which we consider as the most common and 
important for effective data analytics and decision 
making, but their list is much longer for open 
discussion. In our opinion, efforts should be focused 
not only on the development of new techniques, 
sophisticated data quality tools and methodologies, but 
also on the promotion of common mistakes, as well as 
the sharing of good practices. 
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Summary: The presented article provides results on Deep Learning model application for internet traffic classification. The 
classification task is performed for video-traffic of two types: real-time streaming video and on-demand video record. Multiple 
Machine Learning methods have been used to solve the specified task, and this article presents results obtained by 
Convolutional Neural Networks method. The article describes data pre-processing and formatting, as well as used model 
parameters. The article is concluded with some of the obtained results presented in form of Tables and 3D surface plots. The 
conclusion finalizes the article. 
 
Keywords: Deep learning, Convolutional Neural Networks, Computer network traffic, Traffic stochastic features. 
 

 
1. Introduction 
 

During the last few years, the fast development of 
big data and Machine Learning applications has been 
observed. These topics are currently widely studied in 
many disciplines, and computer networks traffic is no 
exception. There are many tasks in computer networks, 
which can be solved by different methods of Machine 
Learning [1]. 

One of such task groups are classification tasks, 
more specifically: the classification of different  
video-traffic modes [2]. For this purpose many 
Machine Learning algorithms can be used, but in the 
presented results the Convolutional Neural Networks 
(CNN) have been used, which is one of Deep Learning 
methods. These methods are also being used for 
computer network traffic [3, 4]. The similar task has 
been performed for classification of WEB, Audio and 
Video traffic in [5]. In the presented by authors of this 
abstract research, however, multiple video traffic types 
are classified, in contrast to Video/Non-video traffic 
classification in references above. 
 
 
2. Data Collection and Preparation 
 

For network traffic capturing the WireShark 
software has been used. This software is capable of 
capturing all packets sent to and from specified 
network interface. However, only statistics of the 
packet arrival time and size have been exported in CSV 
format file. 

This flow of packets has been further sliced into 
segments with sampling time interval T, which for 
current experiments has been set to either of following 
three values: 1 ms, 10 ms or 100 ms. After this 
operation, the traffic is stored in a form of packet 
intensity values over specified time interval. 

This traffic intensity has been further analyzed by 
a window of specific length (from 0.1 sec to 10 sec), 
and for entire window the statistical moments have 
been calculated. These statistical moments (a total of 6 

values) have been further used as features of analyzed 
traffic. 

The procedure has been performed for both traffic 
types (Live and Record), and after that, the samples of 
features have been randomly mixed and marked. 

The resulting data formed a matrix, where each 
contains 6 feature values for each segment of traffic 
intensity, processed by a window of specified length. 
 
 
3. Convolutional Neural Network Model 
 

The training data has been generated by randomly 
mixing two types of network traffic with the same 
ratio, whereas all unused traffic has been used to create 
a testing data set in a similar way. 

The window processed data is afterwards loaded in 
Python, where Keras with TensorFlow is used to create 
a CNN Deep Learning model. The structure of used 
model is still being studied, but for presented results 
the following model architecture has been used: 
1. 1D Convolution layer with 10 filters and 2 to  

6 kernel length, ReLU activation function; 
2. Flatten layer without additional parameters; 
3. Dense layer with 2 outputs and SoftMax activation 

function. 
For calculations of neural network weights the 

Adam optimizer has been used, for a total number of 
25 epochs (runs). Due to random nature of optimizer 
initial conditions, several runs (5) have been 
performed to make sure, the accuracy has been 
evaluated correctly, and the highest accuracy result has 
been selected. 
 
 
4. Analysis of the Results 
 

The research has been made for different traffic and 
model parameters: traffic intensity time interval, 
window length, length of CNN kernel, number of 
statistical moments, etc. 
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For example, Table 1 shows some accuracy results 
for different traffic parameters (intensity and window 
length), whereas Fig. 1 displays 3D surface plot of 
accuracy depending on window length and CNN 
model kernel length. 
 
 

 
 

Fig. 1. 3D surface plot for RAW 1080p60 HD Quality 
Video classifier results with different window size  

and kernel length. 
 
 

Table 1. Deep Learning accuracy evaluation for different 
traffic analysis parameters (1080p60 HD video  

quality mode). 
 

Traffic 
window 
length 

Accuracy for different traffic 
intensity time interval 

100 ms 10 ms 1 ms 
0.1 sec 94.22 % 94.10 % 94.30 % 
0.5 sec 99.17 % 98.59 % 96.39 % 
1 sec 99.48 % 99.08 % 97.82 % 
5 sec 99.71 % 99.14 % 99.71 % 

 
 
5. Conclusion 
 

In most cases of the model training and accuracy 
estimation, the accuracy of traffic classification is high 
enough (up to 99 %, as is shown in Table 1). 

Another important conclusion to be made is the 
fact, that it is not necessary to increase Filter kernel 
length, this value can be set as low as 2, in most cases. 

Although, slight increase may actually lead to 
accuracy improvement. 

Concerning the window length of the traffic 
analysis, its value has the highest influence on 
classification accuracy. However, caution must be 
used, since if window length is too high, the traffic may 
change over that time duration. 
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Summary: Recently, human-robot interaction (HRI) is an extensive research topic and theme which gained importance and 
significance. HRI aims at the complementary combination between the robot capabilities and human skills. The robots assist 
humans in terms of precision, speed, and force. The humans contribute in terms of the experience, knowledge of executing the 
task, intuition, and easy adaptation and learning, and understanding of control strategies. In this work, the applications of 
human-robot interaction are reviewed. These applications could be industrial, medical, agricultural, servical, and educational. 
HRI can be found in industrial applications in picking and placing in the production lines, welding processes, parts assembly, 
and painting. Assistive robotics are one from the highest profile areas in HRI. For people with the physical and the mental 
challenges, the robots can provide the opportunity of interaction and therapy. In addition, HRI can be widely applied in 
hospitals. Nowadays, HRI is very important for facing the new coronavirus (COVID-19) pandemic. In agriculture, the 
cooperation between human and the robot helps with many tasks including harvesting, seeding, fertilizing, spraying, weed 
detection, hauling, and mowing. HRI can also be found in other applications such as education, mining, and home use. 
 
Keywords: Human-robot interaction, Industrial applications, Medical and rehabilitation applications, Precision agriculture. 
 
 

1. Introduction 
 

HRI is the field of the study referring to 
understanding, designing, and evaluating the robotic 
systems used by or collaborating with the human 
operator. Interaction needs the communication 
between the robots and the humans. The human 
communication with the robot could take many forms. 
However, these forms are highly affected by whether 
the human operator closeness to the robot. Therefore, 
the communication or interaction between both the 
human and the robot is separated into two main 
categories [1, 2]: The first category is the remote 
interaction and the second is proximate interaction. In 
the remote one, the human does not exist in nearby the 
robot. In addition, they are spatially or even 
temporarily separated. An example for this category is 
the Mars Rovers which is separated from earth in space 
and time as well. In the proximate category, the human 
and robot coexist in the same location. An example for 
this category is the service robots during their sharing 
with the humans in the same room. 

These categories can help distinguish between the 
applications requiring the mobility, physical 
interaction, or social interaction. Remote interaction 
using mobile robots refers to the tele-operation or the 
supervised control. Remote interaction using the 
physical manipulator refers to the tele-manipulation. 
Proximate interaction using the mobile robots takes the 
form of the robot assistant. Proximate interaction 
includes the physical interaction. In social interaction, 
the social and the emotive as well as the cognitive 
interaction aspects are included. In social interaction, 
the humans and the robots interact using the form of 
peers or companions. Importantly, social interactions 
with the robots take the form of proximate interaction 
rather than remote interaction. 

From these categories, this manuscript addresses 
the proximate interaction. It presents some real 
applications for HRI in industrial environment, 
medical and rehabilitation, agriculture, education, and 
other environments. These applications show the 
importance of the interaction happening between the 
robot and human operator in our real life. 

The rest of this paper is divided as follows.  
Section 2 presents the industrial applications of HRI. 
In Section 3, the HRI in the medical and rehabilitation 
applications is presented. HRI in agriculture is 
presented in Section 4, whereas Section 5 illustrates 
some other applications. Section 6 concludes the main 
important point of this manuscript. 

 
2. HRI in Industry 
 

HRI is widely used in industrial applications such 
as picking and placing in the production lines, welding 
processes, parts assembly, painting, and so on. 

Some examples for HRI in the industrial 
application are presented from Figs. 1-4. The robot 
workstation is running in the plant of BMW in South 
Carolina in which the robot helps human operators to 
perform the assembly of the final door [3] (see Fig. 1). 
In the door assembly operation, human operator and 
robots work together. BMW plant has succeeded to 
implement and develop the direct human-robot 
cooperation and interaction in the series production. 

Human-robot teams are found also in the flexible 
production lines [4, 5], as presented in Fig. 2. In this 
figure, the robotic manipulators and the human 
operators collaborate in handling of the work pieces. 
Safety is also is very important in such environments, 
since the proximity of the human operator to the robot 
that can lead to potential injuries. 
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Fig. 1. The robot helps the human performing the final door 
assembly in the BMW plant [3]. 

 

 
 

Fig. 2. The robot and the human workers cooperate in 
handling workpieces [4, 5]. 

 
Repetitive co-manipulation tasks as shown in  

Fig. 3 [6] can be performed in suitable poses of the 
human body. The poses can minimise the effects of the 
overloading joint torque. Furthermore, they can 
maximise the capacity of the manipulation  
of the human. 

For handling of heavy and bulky components in 
welding situations, the multi-robot system with 
collaborative functionality assists the worker [7], as 
shown in Fig. 4. Two robots help position the 
components to be joined in the welding process, at 
which point the human operator carries out the welding 
task under favorable ergonomic conditions. In 
comparison with the standard welding bench, the 
human operator does not need to assume the 
uncomfortable postures or the work overhead. All 
necessary positioning and orientation of the work 
pieces can be performed by the robot. This also 
includes presenting of the components in the optimal 
position for the process of welding, allowing proper 
flow of the welding bead. Since the robotic 
repositioning motion is quite fast, the handling time 
which is about one third of the total process time is 
reduced to a minimum in comparison to welding 
processes in which HRI is not implemented. 

 
 

Fig. 3. Example for the repetitive co-manipulation tasks [6]. 
 

 
 

Fig. 4. The multi-robot system assists the worker  
in the welding process [7]. 

 
 
3. HRI in Rehabilitation and Medical  
    Applications 
 

Assistive robotics are one of the highest profile 
areas in HRI. For people with the physical and the 
mental challenges, robots can provide the opportunity 
for the interaction and therapy. This work is explored 
with autistic children in ref. [8, 9]. Many of them 
cannot respond strongly to the social cues but they 
respond very well to the mechanical devices. Robots 
give the possible therapeutic role for using the 
mechanical device for improving the social 
interactions [10]. Robots are being considered also for 
different domains in which children benefit, for 
example, children with experienced trauma. The social 
dimension of human-robot interaction is necessary not 
only in the assistive roles, but also in many areas and 
domains of the proximate interaction [11-15]. 

For people with physical disabilities, the robot 
embodiment provides the unique opportunities which 
are not possible with other technology forms. For 
example, the researchers are working on the design of 
the robots which provide and give the support for the 
physical therapy. Efforts include the providing of the 
prescribed force and the movement trajectories to help 
rebuild flexibility as well as strength [16]. Other work 
for detecting the motivational state and adjusting the 
therapy in order to maximize the benefits is presented 
in ref. [17]. Intelligent wheelchairs are the type of the 
robot which use the external sensors for supporting the 
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path planning and the collision avoidance for the 
person that requires the wheelchair [18, 19]. 

An example of the rehabilitation robotics was 
presented in [20], in which, a robotic system was built 
as shown in Fig. 5, that performs correctly the exercise 
for the conventional physiotherapy such as the 
shoulder flexion, in similar way to what the 
physiotherapist do during the co-manipulating with 
KUKA LWR robot. In this way, the excellent 
characteristics of the human (the capacity of the 
decision) and the robot (the precision, the work 
capacity, and the repeatability) could be combined to 
achieve better results in the musculoskeletal 
rehabilitation of the arm. Furthermore, the second as 
well as the main objective was evaluating the  
non-pathological shoulder behaviour while performing 
the shoulder flexion movements. 
 

 
 

Fig. 5. An Example illustrates the rehabilitation  
robotics [20]. 

 
Coronavirus disease (COVID-19) is the infectious 

disease which is caused by the newly discovered 
coronavirus. The severity of COVID-19 symptoms can 
range from mild to severe. The cooperation between 
the human and the robot help to fight against the new 
pandemic. Two cases of the human-robot cooperation 
can be used in the hospital to fight against Coronavirus. 
The robot can add the solution to the nasopharyngeal 
swabs from the patients for detecting the coronavirus 
genetic material [21]. The positive test result illustrates 
that the patient is infected with the coronavirus. In that 
case, the samples which are taken from the patients’ 
mouth, nose, and throat are tested for the genetic 
material of the coronavirus in the laboratory. The staff 
of the laboratory must only load the samples into the 
tray and then the COVID-19 test robot takes care with 
the pipetting. In the second case, a mobile unit is 
provided to the manipulator. The mobile robot works 
hand in hand with the human and align to the work 
piece with high precision. The mobile robot can be 
used for providing the patients with the food and 
medicine. In addition, the robot can measure the 
temperature of the patients. This would minimize the 
direct contact between the patients and medical staff 

and others, and therefore, minimizes the infection 
potential. The robot can also help the humans for 
sweeping and washing the floors and the walls. This 
also minimizes the virus infection. 
 
 
4. HRI in Agriculture 
 

The cooperation between human and robot in 
agriculture helps with many tasks such as harvesting, 
seeding, fertilizing, spraying, weed detection, hauling, 
and mowing. 

In the precision agriculture as presented in Fig. 6 
[22], the robot helps the human-operator or farmer in 
picking the strawberry. In that case, safety between the 
human operator and the robot must be included. 
Furthermore, the robot was controlled remotely by a 
co-located operator. Their task was to navigate the 
robot to the location of pickers when they requested it, 
allow the filled crates to be loaded onto the robot, and 
then transport these to the storage facility. In Fig. 7 
[23], intelligent robot is installed in the greenhouse to 
care and help farmers for the melon harvesting. 

In Scaffold Mode, the concept of HRI is observed 
clearly. The human operator and the robot work as a 
collaborative unified system in which the vehicle 
autonomously navigates along the structured trees 
rows whereas the humans on the vehicle concentrate 
on performing and doing some activities such as  
1) thinning, 2) pruning, 3) harvesting, 4) tying trees to 
wire. Tree trimming tasks were presented with 
Bergerman et al. [24] and Freitas et al. [25] (see  
Fig. 8) in which the humans working on the robot in 
the Scaffold Mode were able to trim trees more than 
twice as fast as humans using the traditional approach 
based on ladder. 
 
 
5. Other Applications 
 

HRI can be found in other applications, which 
include service, home use, inventory management, and 
mining. In addition, robots is used for promoting the 
education for the typical children, whether in the home 
or in the schools [26, 27]. Space exploration and UAVs 
are also some applications. 

Fig. 9 [28] shows the robot helps the human 
operator in mining industry. Using the robots increases 
the arsenal of the tools that help and support the miners 
to work in more safe and more efficient environment. 

Caitlyn Clabaugh and her team [29, 30] developed 
the socially assistive robot (SAR) tutoring system  
(Fig. 10) for supporting the educators efforts to teach 
the number concepts to the preschool children. This 
system was designed iteratively with the input of the 
education experts for being developmentally 
appropriate. The system was investigated and tested in 
the real-world preschool classroom. The collected data 
were used for training personalized models of the 
number concepts learning, leveraging the multimodal 
data, domain knowledge, and also learning style. 
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           (a)                                                                   (b) 

 
Fig. 6. The Thorvald robot in the evaluation environment interacting with the pickers: (a) in the open strawberry fields,  

(b) in the polytunnel environment [22]. 
 
 

 
 

Fig. 7. The robot is installed in the greenhouse for helping 
the farmers for harvesting the melon [23]. 

 
 

 
 

Fig. 8. Human operators performing tree trimming while 
standing in a robot [24, 25]. 

 
 

To achieve highly efficient human-robot 
cooperation for all applications discussed above, safety 
system should be found and implemented in the robotic 
system. In addition, adapted controllers should follow 
the human collaborator intention and the environment 
changes. Therefore, this can lead to human-friendly 
robots. 

 
 

Fig. 9. Robot helps human in mining industry [28]. 
 
 

 
 

Fig. 10. The tutoring system using robot for supporting  
the educators efforts to teach the number concepts  

to the preschool children [29, 30]. 
 
 
6. Conclusions 
 

This manuscript has summarized some real 
applications of HRI. HRI could be found in industrial 
applications in picking and placing in the production 
lines, welding processes, assembling parts, and 
painting. Assistive robotics are one of the highest 
profile areas of HRI. For people with the physical and 
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the mental disabilities, robots provide the opportunity 
for the interaction and the therapy. In addition, HRI 
could be commonly be widely applied in hospitals and 
nowadays HRI is very crucial for fighting against the 
new coronavirus (COVID-19). In agriculture, HRI 
helps with many tasks such as harvesting, seeding, 
fertilizing, spraying, hauling, weed detection, and 
mowing. HRI can also be found in other applications 
such as service, home use, inventory management, 
mining, education, and space exploration. 
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Summary: The human somatosensory cortex is intimately linked to other central brain functions such as vision, audition, 
mechanoreception, and motor planning and control. These links are established through brain learning, and display a 
considerable functional plasticity. This latter fulfills an important adaptive role and ensures, for example, that humans are able 
to reliably manipulate and control objects in the physical world under constantly changing conditions in their immediate 
sensory environment. Variations in human grip force are a direct reflection of this specific kind of functional plasticity. Data 
from preliminary experiments where wearable wireless sensor technology (sensor gloves) was exploited to measure human 
grip force variations under varying sensory input conditions (eyes open or shut, soft music or hard music during gripping) are 
discussed here to show the extent to which grip force sensing permits quantifying somatosensory brain interactions and their 
functional plasticity. Experiments to take this preliminary work further are suggested. Implications for robotics, in particular 
the development of end-effector robots for upper limb movement planning and control, are brought forward. 
 
Keywords: Somatosensory brain interactions, Functional plasticity, Human grip force, Sensory input, Visual, Auditory,  
End-effector robots. 
 

 
1. Introduction 
 

Neuronal activity and the development of 
functionally specific neural networks in the brain are 
modulated by sensory signals. The somatosensory 
cortical network [1] in the primate brain refers to a 
neocortical area that responds primarily to tactile 
stimulation of skin or hair. This cortical area is 
conceptualized in current state of the art [2, 3] as 
containing a single map of the receptor periphery, 
connected to a cortical neural network with modular 
functional architecture and connectivity binding 
functionally distinct neuronal subpopulations from 
other cortical areas into motor circuit modules at 
several hierarchical levels [1-4]. These functional 
modules display a hierarchy of interleaved circuits 
connecting, via inter-neurons in the spinal cord, to 
visual and auditory sensory areas, and to motor cortex, 
with feed-back loops and bilateral communication 
with the supraspinal centers [4, 5]. This enables a ’from 
local to global’ functional organization with plastic 
connectivity patterns that are correlated with specific 
behavioral variations such as variations in motor 
output or grip force. This functional connectivity 
fulfills an important adaptive role and ensures that 
humans are able to reliably grasp and manipulate 
objects in the physical world under constantly 
changing conditions in their immediate sensory 
environment. In an exploratory study, a wireless sensor 
system was exploited to measure human grip force 
under varying visual and auditory sensory input 
conditions to probe the extent to which the grip force 
variations may reveal adaptive changes in 
somatosensory-visual-auditory interactions. 

 

2. Materials and Methods 
 

A specific wearable sensor system in terms of one 
glove for each hand with inbuilt Force Sensitive 
Resistors (FSR), developed in our lab, was used. 
Hardware and software configurations are described in 
detail elsewhere here [6, 7]. For the details, see: 
https://www.mdpi.com/1424-8220/19/20/4575/htm. 

The glove was designed to acquire analog voltage 
signals provided by each FSR every 20 milliseconds 
(msec) at a 50 Hz rate. In every loop of the Arduino 
running software, input voltages were merged with 
time stamps and voltage levels in millivolt (mV). This 
data package was sent to the computer via Bluetooth, 
and a specific software wrote the data into separate text 
files for each individual participant. Data from eight 
men, between 20 and 30 years old, all of them right-
handed, were analyzed. Handedness was confirmed 
individually using the Edinburgh inventory. 
Participants were healthy volunteers and gave their 
informed consent in conformity with the Helsinki 
Declaration. Each participant was tested individually, 
standing upright, with both eyes open or blindfolded, 
facing a table on which two handles, weighing one 
kilogram each, for power grip exercise were placed in 
alignment with the forearm motor axis. In the 
blindfolded condition, they were made to probe for the 
position of the handles with their two hands before 
grabbing them. All participants were instructed to 
”grab the handles with your two hands and gently 
move them up and down for ten seconds as soon as the 
music starts.” A CD player with constant output 
intensity played soft yoga music in one test session, 
and hard rock music in another. 
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3. Results 
 

Data from the sensor located on the middle phalanx 
of the middle finger only are analyzed here, given that 
this finger provides the major contribution to total hand 
grip force when lifting objects [8]. With one signal 
every 20 msec, ten seconds per test condition, two 
visual and two auditory conditions and eight 
participants, we have a total of 16 000 data for this 
sensor, and 500 data per individual participant and test 
condition. 

The results (Fig. 1) show clear effects of vision and 
sound on the middle finger grip forces with blind grip 
producing stronger forces by comparison with grip 
eyes open, and hard sound producing stronger grip 
forces by comparison with soft sounds. The results of 
2-Way ANOVA, computed in Systat for Sigmaplot12 
on the average middle finger grip forces, are shown in 
Table 1. The effects of the sound and vision factors are 
statistically significant, their interaction is not. 

 

 
 

Fig. 1. Average middle finger grip force in the two visual conditions (top left), the two auditory conditions (bottom left),  
and different individuals’ average middle finger grip force in each of the four vision-sound factorial combinations  

(bottom right). 
 

Table 1. Results of the 2-Way ANOVA with F statistics 
and their associated probability limits (P). 

 

 
 
 

4. Discussion 
 

The middle finger produces most of the grip force 
necessary for a power grip. Here, it is shown that 
middle finger grip force adapts spontaneously to 
changes in the immediate visual and/or sound 
environment of humans, which translates into a 
statistically significant, stimulus-driven, change in 
force output. The spontaneous grip force adaptation is 
a directly observable consequence, or behavioral 
correlate, of functional plasticity in the somatosensory 
brain and connected areas enabling multisensory 
neural processing where inputs from different sensory 
modalities are integrated to produce effective  

sensory-motor activation under changing conditions. 
This has implications for robot-driven motor 
rehabilitation through end-effector systems with 
adaptive multisensory integration simulating the 
characteristics of human eye-hand coordination with 
sensory feedback [9-11]. 
 
 
5. Conclusions 
 

Human grip force adaptation is a directly 
observable consequence of somatosensory brain 
plasticity. Simpler task designs with a well-controlled 
parameter space and well-defined boundary conditions 
can help optimize automated behaviour through 
multisensory cueing for motor learning and control 
through human-system-like adaptive feed-back. 
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Summary: the objective of this work is to validate a formation control algorithm ensuring that a group of 5 vehicles achieve 
in the shortest possible time a prespecified shape formation and maintain it while moving towards their final goals. First-order 
integrator models were used to develop the control law. The effect of switching communication topologies is considered in 
simulations by randomly switching between different communication topologies at different instants during formation 
stabilization and formation tracking. Matlab simulations showed the effectiveness of the adopted algorithm. 
 
Keywords: Cooperative control, Formation control, Multi-vehicle system. 
 

 
1. Introduction 
 

Formation control is a very active topic in the 
cooperative control field, usually, two classes of the 
problem are considered: formation stabilization and 
formation tracking. Formation stabilization consists of 
moving a group of vehicles to form a prescribed shape. 
In formation tracking the whole team is moving to 
follow a desired trajectory while maintaining the 
formation shape. 

In this paper, we present a validating simulation of 
a formation tracking control algorithm for five vehicles 
considering first-order integrator dynamics. 

 
 

1.1. Literature Overview 
 
Formation control is studied for diverse types of 

vehicles. In [2-4] different communication graph 
topologies were tested. The virtual leader technique is 
combined with a behavioral approach to design a 
control structure for wheeled mobile robots. In [5] a 
behavioral-based approach was developed for a  
box-pushing task. Moreover, the coverage problem is 
solved with graph-based methods for planetary 
exploration tasks in [1]. Formation control is studied 
for UAVs as well. Systems such as multi-spacecraft 
have also been considered in various configurations. 
Deepspace spacecraft formation is studied in other 
works where a ring topology communication graph is 
considered. The authors proposed a distributed control 
structure for formation stabilization, the structure is 
simulated for simplified dynamical models. Some 
works discussed the communication constraints effects 
on formation stability. 

 

1.2. Graph Theory Preliminaries 
 

For modeling communication among the vehicles, 
we use undirected graphs where the vertices represent 
the vehicles and the communication links between 
every two vehicles are represented by the graph edges. 

A (simple) undirected graph is a pair  ,   that 

consists of the vertices set   and edges  

set  ( , ) ( ) :i j i j       with: 

( , ) ( , )i j j i    . 

The adjacency matrix of an undirected graph 

ijA a     is a symmetric hollow matrix defined as 

following: ( , ) 0iji j a    and 0ija   otherwise. 

The set of neighbors of a node i  is defined by 

 : 0 .i ijN j a    

 
 
2. Problem Statement 
 

In this section, we present the mathematical 
formulation of the formation tracking problem to set 
the scene for the control law development section. 

Let  ,i i ip x y  represent the coordinates vector 

for the vehicle i  on 2 ,R  with ,i   the dynamics of a 
vehicle i are defined by: 

 
 

i ip u , 1,...,i n  (1) 
 

The problem of (shape-based) formation control is 
stated as follows: 
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Let ip , ( i  ) the coordinates vector of n vehicles 

modeled by (1), define the control iu ensuring: 

1. 
( ) ( )i j ijp t p t d 

,t   for all ( , )i j   

with ijd  is defined upon to the prespecified 

shape. 

2. ( ) ( ) 0
ii gp t p t   as t   for all ,i   with 

igp  is the final desired position for vehicle i. 

 
3. Control Law Development 
 

To solve the formation control problem defined 
above, we propose a control law combining two 
actions: a variant of local information-based consensus 
law (see [4] for relative state deviations) and a 
proportional action (ensuring 

ii gp p ) 

2

1

3

( ( ) ( ) *

* ( ) *
* ( ( ) ( ))

* ( ( ) ( ))

i j

i

i j

i ij
g gi

i

i g

p t p t Coeff

u coeff a t
p t p t

Coeff p t p t







 
  



 

 
 
  

   (2) 

 
 
4. Simulation Results 
 

In this section, we present Matlab simulations of 
formation tracking achieved by five vehicles modeled 
with first-order dynamics. 

The communication graph topology is supposed to 
be switching randomly between one of the topologies 
plotted in Fig. 1. 

In Fig. 2 the vehicles’ trajectories are presented for 
different parts of the formation achieving time 
intervals. 

 

 
 

Fig. 1. Different communication graph topologies. 
 

 
 

Fig. 2. Trajectories of vehicles plotted for different time intervals, on the top left corner, the trajectories are plotted  
from starting instant until 10 % of the arrival time, the top left plot shows the trajectories for 𝑡 ⊂ 10 %𝑇 : 20 %𝑇  since 
when the formation shape is achieved, the last part of the trajectories (for 𝑡 ⊂ 20 %𝑇 : 100 %𝑇  is plotted in the bottom left 
window, the whole trajectories are plotted in the bottom right window. 
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5. Conclusions 
 

In this extended abstract, we presented a validation 
of the formation tracking control algorithm, first-order 
integrator models were used to develop the control law, 
Matlab simulation showed the effectiveness of the 
adopted algorithm. 
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Summary: The paper considers the approach and methodological principles of creating a new type of neural networks, called 
Bayesian measurement networks. The concept and formalization of a new type of Bayesian neurons implementing Bayesian 
convolution based on the regularizing Bayesian approach is given. Three types of Bayesian neurons that implement 
convolution of values of quantitative and qualitative features are considered an architectural scheme and metrological 
justification of BIN solutions are proposed. A platform for rapid development of applied BMN is proposed. Examples of 
solutions to applied problems based on BMN are given. 
 
Keywords: Neural networks, Bayesian convolution, Regularizing Bayesian approach. 
 

 
1. Introduction 
 

Neural network technologies are increasingly used 
in solving complex practical problems. Moreover, 
hybridization, that is, the integration of neural network 
technologies with other information technologies, such 
as technologies of systems based on fuzzy sets, is 
characteristic of the current stage of their development. 
This trend is due to the desire to expand the range of 
tasks solved by neural networks from image 
processing and text recognition to analytical data 
processing [1, 2]. 

The purpose of constructing such systems is to 
solve the problem of determining the output values of 
the objective function for certain sets of input data 
without computational processing. These 
transformations are accompanied by significant 
reductions in the dimension of the input arrays of 
information. However, the traditionally noted 
disadvantages of neural networks include the 
impossibility of semantic interpretation of the resulting 
solutions, managing the network operation, and 
obtaining intermediate solutions. In addition, the 
quality of input information and its metrological 
specifics are not taken into account, and therefore the 
quality of output solutions is not determined. 

These shortcomings can be successfully overcome 
when creating a neural network structure based on the 
methodology and technologies of the regularizing 
Bayesian approach. 

It is worth noting that the RBP methodology is 
developed on the basis of the principles of the theory 
of pattern recognition, and therefore can be reasonably 
used to build neural networks. 
 

2. Methodological Foundations and Principles  
    of Creating Bayesian Measurement Neural  
    Networks 
 

The regularizing Bayesian approach (RBP) [3-5] 
has become one of the successful examples of creating 
platform solutions for modeling problems and creating 
developing information technologies, as well as 
monitoring, auditing and managing them under 
uncertainty. 

The modern concept of a complex object under a 
deferral on the basis of models with dynamic 
constraints (MDO) involves the construction of 
specific models in the process control system of a 
complex object or behavior object in difficult-
predictable situation and allows the possibility of 
changing how the properties of the object forming the 
MDO and their relationships and the systems of 
representation of properties and relations. The results 
of the solutions are presented as hkt benchmarks of a 
special type of scales, called conjugate scales with 
dynamic constraints (SDC) with changing properties 
according to the incoming information 

Let's denote the carrier of such a scale as HKT. Then 
we can formalize it as: 
 

HKT = {hkt}; (hkt HKT; k = 1, K; t = 1, T), (1) 

 
where K is the number of scale reference points, t is 
the measurement time, and T is the measurement time 
period. The view of the SDC is shown in Fig. 1. It is a 
two-scale structure for placing numerical (on the upper 
scale) and linguistic (on the lower scale) information. 
Such scales are called conjugate because they allow 
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you to implement the convolution of numerical and 
linguistic information. 

Such scales are constructed for each measured 
property of a complex object and the influencing 
factors of the external environment. Together, these 
interconnected scales are a hyper scale (hypercube), 
which implements a model of the object and its 
functioning environment in the form of an MDO. 
 
 
3. A New Type of Neurons Based  
    on Probabilistic Bayesian Convolution 
 

When creating neural networks based on RBP, it 
can be noted that in fact such a hypercube implements 
the structure of a convolutional deep learning neural 
network of a hierarchical type. The convolution is 
based on the modified Bayesian formula (5). 

The first block of the network implements 
configuration (network training), which determines the 
types of probability density for numerical data and the 
types of membership functions for linguistic variables, 
as well as the MDO, the hierarchy of which determines 
the structure and number of convolutional layers of the 
network. 

The second block performs the function of 
fuzzification of variables and metrological justification 
of decisions based on the following equation: 
 

 {hkt|{MXkt} = {argmin C[φjt(xit|yit )]}, (2) 
 
where {hkt|{MXkt} is the fuzzified value of the input 
variable with complexes of metrological 
characteristics of accuracy, reliability, and reliability 
for each component of the fuzzy set; C is the 
optimization criterion in the form of the average 
Bayesian risk of the solution; φjt is the Bayesian 
fuzzification function; xit|yit is a set of data obtained 
under yit conditions, including sets of a priori 
information, constraints, and metrological 
requirements. 

The chain of constant metrological support for each 
stage of the implementation of the network algorithm 
allows us to reasonably define this type of neural 
network as a measuring neural network. And since a 
modified Bayesian rule (5) is used to implement 
convolution, such a network can be called a Bayesian 
measurement neural network (BMN) of a hierarchical 
type with deep learning. 

With this architecture, convolutional layers can be 
represented as feature convolution layers, which 
allows you to interpret the decisions of each layer in 
relation to their semantic content. 

When convolving two or many features, each 
neuron of such a network implements on its 
convolutional layer an optimizing Bayesian function of 
the minimum average risk of a solution with the form: 
 

 
{hkt|{MXkt} = {argminC[φjt(xit|yit; 

xi+1t|yi+1t )]}, 
(3) 

 

where hkt HKT; k = 1,K; t = 1,T; φjt – Bayesian 
convolutional function; φjtΦJT; j = 1, J; xitXIJT;  
(i = 1, I) - sets of values of numerical and linguistic 
variables reflecting the properties of features; Yit, YIJT; 
(i = 1, I) – conditions for obtaining data and 
implementing convolution algorithms; YIJT = {AIJT - 
set of a priori information; OIJT - set of constraints; MX 
– Multiple Metrological requirements} 

The Bayesian convolution formula for the 
convolution of a priori and incoming information has 
the form: 
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The Bayesian convolution formula for the 

convolution of two features can be represented as 
follows: 
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(5) 

 
where P(.) denote the a posteriori probability values of 
the reference points h numeric or linguistic scales of 
the type SDC for factor F in time t; P(G(OE)) – posterior 
probability values of factors in the external 
environment. 
In the process of such convolution, the probabilities of 
the benchmarks of the feature scales are transformed, 
information about which enters the system in the form 
of input data streams and knowledge about  
the features. 

Let's call this type of neuron a Bayesian neuron. 
Following these aspects and taking in consideration 

metrological support of receiving decisions, the results 
of BMN are named as neuronet measurements. 

Let's take a closer look at the implementation of 
Bayesian convolution to explain the above definitions 
and the above reasoning. 
 

 
 

Fig. 1. The conjugate scale of the SHDO type used  
to implement Bayesian convolution. 
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At the heart of the synthesis of information 
technologies of RBP, the principle of unity of 
measurements is applied, which allows to coordinate 
the inputs and outputs of individual scales and 
transform them in accordance with the functional 
content of information technology and compliance 
with metrological requirements for information system 
solutions. For this purpose, in parallel with the 
computational process, the process of metrological 
support of each solution is implemented in the form of 
indicators of accuracy, reliability, reliability, entropy 
and risk. These indicators are combined into 
complexes of metrological characteristics. 

The solution obtained on the basis of Bayesian 
convolutions is a series of alternative feature estimates 
with corresponding complexes of metrological 
characteristics and is a regularized Bayesian estimate  
(RBE), the properties of which are considered in [3]. 

In the BIN, according to the neuron formula, three 
types of convolutions are implemented: 

1. Convolution of a priori and a posteriori values of 
numerical or linguistic variables (Bayesian 
neuron type 1); 

2. Convolution of the values of numerical and 
linguistic variables (Bayesian neuron  
type 2); 

3. Convolution of the integrated values of various 
features (Bayesian neuron type 3). 

 

4. Software Implementation of the BIN 
 

The presence of a system of metrological support 
allows to create a neural network with the ability to 
manage the quality of the resulting solutions. 

With multiple implementation of convolution, 
there is a sharp decrease in the dimension of the feature 
space, which allows processing a significant number of 
data streams at high speed. On these principles we built 
the platform ‘Infoanalyst’ which is essentially a BMN. 
Unlike neural networks in application systems built on 
its basis, all convolutional layers are easily viewed in 
the user interface and interpreted using cognitive 
graphics. For each feature, as solutions, you can get 
comprehensive information, dynamic characteristics, 

trends, assessments of situations and recommendations 
for their adjustment in accordance with the specified 
norms and rules. An example of BIN solutions for heat 
power engineering is illustrated in Figs. 2 and 3. 
 

 
 

Fig. 2. Convolution of indicators of heat-generating 
systems with cognitive interpretation of solutions. 

 
Other numerous examples of applied solutions can 

be found in [3-5]. 
 
 

5. Conclusion 
 

The proposed neural network model has unique 
properties, including interpretability and cognitive 
visualization of the resulting final and intermediate 
solutions, manageability of the quality of solutions, the 
ability to explain solutions, as well as the development 
of the network structure and functioning in conditions 
of significant information uncertainty. An important 
feature of the network is the ability to process both data 
and diverse knowledge, which is necessary in 
conditions of uncertainty. In addition, an important 
property of the BIN is the ability to convolve data and 
knowledge about the measured property, which allows 
you to obtain additional information. Therefore, for 
this type of neural network, there are no restrictions 
and difficulties in developing a data set and training the 
network. Given all of the above unique properties of 
the BIN, the network can be recommended for use in 
Industrial 4.0 tasks. 

 

 
 

Fig. 3. Convolution of signs of the state of the energy-generating system with explanations. 
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Summary: The technologies that determine the pace of society development are driving the use of measuring instruments 
(MIs) and multichannel measuring systems (MMSs) in these technologies. The need to reduce costs forces combining the 
technology development with the search for effective methods and instruments for providing measurement trustworthiness. 
The analysis of development trends of this process gave grounds to propose a procedure for checking the metrological health 
of MIs and MMSs in the course of their operation, which was called “metrological self-check”. It is expedient to supplement 
this procedure with virtual tests. As a result, calibration/verification intervals of MIs and MMSs can be extended. With artificial 
intelligence use, it becomes possible for traditional measurements to fully automate the procedure for providing measurement 
trustworthiness. The tendency of increasing requirements for assurance of soft measurement trustworthiness is shown. 
 
Keywords: Measurement trustworthiness, Metrological self-check, Virtual tests, Digital twins, Artificial intelligence, Soft 
measurement. 
 

 
1. Introduction 
 

The conception of the need to ensure the 
trustworthiness of measurements has emerged at the 
early stage of the legal metrology development. 
Measurements are a meaningful form of 
communication; it can be communication of people 
with each other or, in a figurative sense, with the 
process they are controlling. The discrepancy between 
a measured value expected by its “recipient” and a real 
quantity value measured, can lead to undesirable 
situations, sometimes with tragic consequences. 

Any measuring instrument (MI) is characterised by 
a certain calibration curve that expresses “the relation 
between indication and corresponding measured 
quantity value” [1]. In case of a measuring transducer 
or material measure, the value specified in 
documentation is used instead of indication. 

Therefore, a fundamental metrology requirement 
aimed at providing the trustworthiness is as follows: 
for any MI, the calibration curve should remain within 
a permissible uncertainty limits under specified 
external conditions throughout the MI lifetime. As a 
consequence, to check the fulfilment of this 
requirement, i.e., to check MI metrological health, is 
necessary. 

Since over time, characteristics of any MI are 
changing due to originated defects, systematic 
worsening of material properties, or, e.g., weakening 
component fasteners, the concepts have originated 
related to periodic calibration / verification, and 
intervals between such procedures. 

These procedures involve the cost of their 
implementation. In the course of human civilization 
development, methods of measurements and MI 
technologies have been improved, the number and 
accuracy of MIs being increased. Accordingly, the 

total costs have increased, and it has been desirable to 
reduce them. As a result, the evolution process of 
trustworthiness provision methods has become an 
organic part of technology development. 

The pace of technology development at the second 
part of the 20th century and beginning of the 21st 

century is many times higher than that inherent in the 
earlier period. The analysis of correlations between 
technology development stages, on the one hand, and 
features of the methods for measurement 
trustworthiness provision, which were developed 
during these stages, on the other hand, can help to 
reveal the regularities of the considered process. 
Looking under this angle, to foresee new tasks in this 
field, which specialists in metrology will face in the 
near and more distant future, becomes possible. 

 
 

2. Provision of Measurement Trustworthiness  
    as Organic Part of Technology  
    Development in the 20th Century 
 

In this context, the most meaningful technological 
solution that has been applied since the beginning of 
the 20th century, is conveyor production with the 
elements of control automation. 

Significantly, any forced conveyor shutdown and 
the resulting downtime in its operation lead to the costs 
due to the output reduction, while the occurrence of a 
metrological failure in used MIs results in supplement 
costs related to production spoilage. 

As a consequence, the requirements for checking 
the metrological health of MIs applied in technological 
processes, including those embedded in equipment, 
have arisen. Ideally, the procedure should be carried 
out after each measurement or a small measurement 
series being fulfilled by the instrument under checking, 
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but without stopping the equipment. A delay between 
the measurement and checking procedure may take 
place, the delay time being limited due to possible 
economic losses permitted for this delay time. 

To carry out such a periodic checking is possible 
based on indirect features, in particular, production 
features, e.g., by measurements of the finished part 
sizes which should correspond to the specified  
values [2]. 

In the years that followed, and up to the present 
day, these technological solutions have been improved 
and used more and more widely in automatic 
machinery, power units, transport, including aviation 
and spacecraft, in medical technology, etc. The 
metrological failure consequences value has been 
growing up. At present, such failures can lead to 
human losses. Accordingly, the requirements for 
checking have been tightened. In technical systems of 
high importance, calibration / verification intervals 
should be reduced to significantly lower values than 
the calculated ones. 

At the same time, the human role in automatic 
control systems was concentrated on the equipment 
operation failures, including those caused by 
appearance of untrustworthy measurement information 
and on the prevention of situations which could result 
in accidents. 

The search for new solutions has led to the 
understanding that the prototype of automatic control 
systems (ACS) first emerged in living organisms and 
that evolutionary experience could be useful in 
improving technologies. Cybernetics has emerged, 
drawing on the analogy between the biological 
evolution and development of technical systems. Then, 
computer technologies have become a part of 
production process, which provided tools for 
automatic control system improvement. 

At the end of the 20th century, the rapid growth in 
the number of MIs and multichannel measuring 
systems (MMSs) included in ACS was noticeable. It 
was accompanied by the transmission of measurement 
information over significant distances in order to carry 
out control operations and by the use of computer 
technologies including cloud-based ones for 
processing measurement information. 

These tendencies have stimulated the search for 
methods that allow minimizing costs for provision of 
measurement trustworthiness by transition to 
automatic checking the metrological health 
(metrological self-check / self-validation) of MIs and 
MMSs [2-7]. Eventually, this way will lead to the 
reduction in the number of metrology specialists 
performing periodic metrological maintenance. 

Methods of metrological self-check are based on 
the application of redundant information sources that 
are available or artificially introduced in MIs and 
MMSs. They provide the ground for essential 
extension of calibration / verification intervals, and in 
the event of metrological failure, enable taking 
measures to eliminate it quickly with the  
minimum costs. 

The end of the 20th century has brought 
strengthening the links between professionals living in 
various countries. People were increasingly treated or 
studied abroad. The tendency has been marked to 
integrate processes across sciences in the new 
technology development including those related to the 
re-engineering of clinical medicine. The need for 
metrological traceability has emerged not only in 
engineering and physics, but also in chemistry, 
laboratory medicine, biology, biochemistry, molecular 
biology, food science, forensic science, etc. [1]. 

Since 1984, three editions of the International 
Vocabulary of Metrology have been published which 
reflected required changes. The fourth edition is 
currently under development. 
 
 
3. Expected Changes in Technology  
    and Associated Metrology Solutions  
    at Industry 4.0 Stage 
 

Understanding the relevance of extending the 
boundaries of the measurable was clearly shown at the 
last IMEKO TC 1 – TC 7 – TC 13 – TC 18 
Symposium held in Saint Petersburg in 2019. About 
one third of papers presented there related to the 
measurements of quantities that before were 
considered as qualitative properties. 

The same trend is confirmed by the analysis of the 
Scopus data. The proportions of publications dealing 
with measurements in special fields and those related 
to measurements in all fields were calculated. In  
2001-2019, this proportion increased by 1.7 times in 
what concerns measurements in education, twice in the 
case of sociology, by 2.3 for zoology, and by 5.5 for 
psychology. 

The range of mass-produced MIs, especially for 
chemical manufacturing processes and medicine, is 
noticeably expanded. Among the latter, MMSs 
automatically forming a diagnosis based on many 
parameters, are of particular interest, e.g., [8]. 
Accordingly, a variety of methods and means for 
ensuring measurement trustworthiness increases. 

At Industry 4.0 stage, the vast majority of 
computerised MIs and MMSs will form the basis for 
the ACS of cyber-physical complexes that usually 
include “smart manufacturing”, “smart transport”, 
“smart houses”, “smart cities”, “smart healthcare”, etc. 
The exploitation life of such complexes before being 
modernised is highly likely to be estimated not less 
than 10 years. With the present-day instrumentation 
technologies, there exists a significant probability that 
the metrological characteristics of the MIs and MMSs 
used in cyber physical complexes will lie outside the 
permissible limits before they are modernised. 

Among others, cyber-physical complexes include 
centralised supply systems for such resources as gas, 
electricity, water, and petroleum products. The need 
for controlling resource flows and measuring their 
parameters has led to the emergence of appropriate 
ACSs with MMSs distributed over large areas. In 
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many cases, measurement results obtained in MMS 
channels are directly or indirectly interlinked. Then, 
there exists a possibility to organise metrological self-
checking based on the available functional 
redundancy. 

In such systems, as resources are being transmitted 
to consumers, their amount, density (in case of 
precipitations), chemical composition (in case of 
transmission breach), etc. can change. The 
metrological self-check enables quickly determining 
problems originated as well as their possible reasons 
with the minimum costs. After that, the methods for 
troubleshooting can be found. 

In particular, to estimate the required resource 
amount in various districts and maintain ACSs in a 
serviceable condition, the data on resource 
consumption received by each customer which is 
confirmed by device indications, should come to 
control centers. If the data from customers do not 
correspond to the center data on the resource amount 
that has come to this district, the measures should be 
taken on revealing the places where failures occurred. 
In many cases, possible reasons for such a situation 
concern MI metrological failures. 

In order to organize the efficient metrological self-
check, MMS should be multilevel, each channel from 
the center at any level being divided into next level 
channel groups transmitting the resource to a part of 
users. The metrological self-check can be performed 
with the help of subsystems, that link the input MIs of 
channels related to a previous level with the input MIs 
of subsequent level channels. This subsystem should 
carry out checking the correlation between the amount 
of the transmitted resource and the data on summarized 
resource received by a group of consumers. 

In case of discrepancy, the results of such a check 
will enable automatic localising an unhealthy MI or 
will give grounds to draw the conclusion that, for 
example, the reason of the revealed discrepancy is the 
initiation of the leakage in the channel between the MIs 
of previous and subsequent levels. 

A failure signal that indicates the necessity for a 
specialist to come and take corrective maintenance 
should be sent to the center. 

However, in such MMSs, the probability exists that 
this information will not come to the center in time due 
to a too long cycle of message collection from all MMS 
channels and to malfunction of the message collection 
sequence. 

In order to exclude this risk and economic losses 
related to it, when being sent to the center, each 
message should receive a priority rank [9], information 
on more significant failure having a higher one. In this 
case, the measures for eliminating an occurred failure 
will be taken promptly with the minimum losses. 

Such ACSs with various automation level exist in 
a number of cities and districts, they continue to be 
improved, but no publication could be found anywhere 
about the implementation of the developed 
metrological self-check in full. 

Further steps in the development of methods for 
trustworthiness provision cross the boundaries of the 

analogies between technical solutions and those found 
in the course of biological evolution [5]. The search 
moves into the realm of analogies with methods 
developed along the path of technical civilization. 

A characteristic example is the choice of solutions 
based on individual experience. It was required in the 
implementation of metrological diagnostic  
self-checking. It was exactly this method that has 
brought to the use of new metrology concepts, in 
particular, “critical uncertainty component” error 
“virtual tests” [5, 6, 10-12]. 

Critical uncertainty component is a predominant 
component or that inclined to fast growth. (In some 
cases, it can be the sum of several components.) To 
determine it, on the first stage, to analyse the operation 
experience of an analog (a MI with similar design) or 
to produce a MI or MMS channel prototype, is 
necessary. Then, this prototype or its analog should be 
tested for the impact of influence quantities that are 
considered significant. On the second stage, to analyse 
various uncertainty components and single out those 
that correspond to the definition given above, is 
necessary. If a part of them can be decreased 
significantly by changing some element design of the 
prototype, it should be done. Then, the critical 
uncertainty component should be singled out. The 
method of its evaluation should be found; it is just this 
component that should be applied for the metrological 
self-check. 

The concept of virtual tests has been widely spread 
in recent years, but to date, it has not been 
standardised. Virtual tests can be defined as tests 
carried out with the help of a digital twin [13, 14], i.e., 
a tool that simulates the state and behaviour of the 
environment or system affecting the test object. 

Below, a version of virtual tests is considered. They 
are aimed at estimating the metrological reliability 
related to the part of a MI or MMS channel. This part 
consists of components that are located outside a 
sensor with digital output. All transducers included 
into a channel that transmit measurement information 
to a data processing unit and the processing unit itself 
are under test. The latter generates signals for the ACS 
operator based on the results of metrological  
self-check. 

Significantly, the digital twin here is implemented 
taking into consideration the sensor characteristics. 
However, in practice, the used data can be obtained 
from analogous sensors that have some differences 
from those planned to be applied in the future. To pay 
attention to this methodical feature of virtual tests is 
necessary. 

The resulting estimate of metrological reliability 
should correspond to the value sufficient to realise the 
required calibration / verification interval of the MI or 
MMS. Such tests are performed with disconnected 
sensors. The secondary transducer inputs are 
connected with devices that contain the records of the 
most typical fragments representing measured changes 
and their combinations obtained in the course of a 
close analog operation. Sometimes, these records are 
supplemented with dangerous combination fragments 
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designed as a result of the mathematical simulation, 
which take into account rare and/or unlikely situations 
and impacts. Together, the records being applied 
constitute a digital twin of the object affecting the MI 
or MMS. The metrological reliability of the sensors is 
estimated separately. 

For specific cases, the interpretation of the 
conceptions “the most typical fragments” and 
“dangerous fragment combinations” depends on a 
subjective decision. This circumstance gives reasons to 
consider “virtual tests” as a form of “soft” 
measurements of metrological reliability. Taking into 
account [15, 16], here, by “soft” the authors mean 
measurements made under conditions of considerable 
uncertainty related to a measurement object model. 

Since the subjective factors can influence the 
efficiency of self-check, while devices with the 
metrological self-check are produced in a number of 
countries, to issue an international standard is actual. It 
should include unified requirements for MIs and 
MMSs based on the accumulated experience of their 
development and operation as well as national 
standards and guides issued before. 
 
 
4. Artificial Intelligence and New Approaches  
    to the Provision of Measurement  
    Trustworthiness 
 

Industry 4.0 has just begun, but the pace of 
technological development is such that we can already 
foresee the contours of its completion and start of the 
next stage. 

A key feature of artificial intelligence is 
adaptability, i.e., the ability to adjust to changing 
conditions. 

Mass production will become customized. The role 
of artificial intelligence will increase significantly, 
while human involvement in production processes will 
decrease and, in some cases, be reduced to nothing. 
Cyber-physical cognitive systems, including robots, 
will be widely spread. They will often use procedures 
that are characteristic of intellectual activities, such as 
image recognition, analysis of trends and their 
consequences, prediction, decision-making, etc. 

At present, many types of sensors and other MIs are 
produced which measurement range can be adjusted. 
However, there have emerged the first sensors with an 
embedded neural network being capable of searching 
and selecting optimal parameters that correspond to the 
input signals and influence quantities. 

If they are provided with the metrological self-
check function, they can be called intelligent, because 
according to GOST [17, 18], an intelligent sensor / 
intelligent MMS is an adaptive sensor / adaptive 
measuring system, with the function of metrological 
self-check. In considering this definition, to take into 
account is necessary that the intelligence can be of 
different level. 

The intelligent sensor, as a rule, should have a 
digital output and provide transmission of information 
on a metrological failure occurred. 

To increase calibration / verification interval 
without worsening measurement trustworthiness, self-
check methods should be supplemented with 
automatic metrological correction methods (i.e., 
methods of compensation for uncertainty changes). 

The combination of metrological self-check and 
self-correction functions brings the implementation of 
MIs and MMSs realising them closer to sensor systems 
of mammals (surely, including humans) with advanced 
intelligence. In fact, this makes the intelligence level 
of the former ones higher. (The behaviour of people 
who experience visual or hearing impairment, but do 
not have a possibility to use glasses or hearing aid, is 
characteristic. They take possible measures to 
compensate for the originated defect by increasing the 
attention to information from other sensory systems 
that are healthier. Besides, they behave  
more carefully.) 

At the end of Industry 4.0 stage, intelligent sensor 
with necessary calculation resources will enable 
revealing metrological failure and also^ 
 Automatic correcting uncertainty that appeared as 

a result of influence quantity impact and/or 
material ageing; 

 Self-recovering if a single sudden malfunction has 
occurred in the sensor; 

 Self-learning. 
Self-recovery means an automatic procedure that 

weakens the metrological failure consequences, i.e., it 
is a procedure for fault tolerance provision, while fault 
tolerance is the ability to keep metrological 
characteristics within permissible limits in case of a 
single defect. 

Self-learning implies the ability to automatically 
optimise parameters and operation algorithms. One of 
the important purposes of self-learning is developing 
the reaction to unexpected events. 

In a near future, intelligent MMS will include: 
 Intelligent sensors; 
 Several sensors that measure the same quantity and 

are located at a distance, one of them being more 
accurate and reliable than the others; 

 Sensors that measure various quantities the relation 
between these quantities being known with a 
required accuracy. 
Accordingly, besides revealing metrological 

failure in one or several measuring channels, 
intelligent MMS will be able (like in case of intelligent 
sensors) to carry out automatic correction of 
uncertainty, self-recovery, and self-learning. 

If an intelligent sensor or intelligent MMS is 
provided with the self-learning capability, a 
corresponding built-in neural network should be able 
to be checked, i.e., should be able to reproduce 
algorithms being realized, including those related to 
occurrence of unexpected situations. Ideally, the 
neural network will automatically check whether the 
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solutions made as a result of self-learning correspond 
to specified limitations. 
 
 
5. Conclusions 
 

The analysis of tendencies in development of 
methods and means for providing measurement 
trustworthiness demonstrates that for traditional types 
of measurements, organization of the metrological 
self-check based on the available or artificially 
introduced redundancy is the most perspective way. In 
new MIs and MMSs, the metrological self-check 
should preferably be supplemented with the  
self-correction of growing uncertainty. 

Requirements for terminology, methods and the 
level of metrological self-check and self-correction 
should be reflected in an international standard. The 
conformity between the level implemented in a MI or 
MMS and the requirements of the standard should be 
substantiated in their documentation. 
Virtual tests have shown to be effective, but there 
exists a need to systematize the experience gained and 
to issue standards in this area in order to make the 
results more evident. 

Soft measurement methods and corresponding 
instruments will become widespread both in the near 
and more distant future. To ensure trustworthiness of 
their results, methods for diminishing the subjectivity 
role in expert evaluations should be developed and 
included in international standards. 
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Summary: This article describes new methods for distributing tasks among nodes of a P2P computing network, taking into 
account the structure of tasks and data. In particular, the article contains cases when the task can be divided into independent 
parts according to the data and when the subtasks are related. We also present the test results and the minimum requirements 
required to execute the methods. The methods are based on graph theory and have good performance in finding a resource 
suitable for solving a problem in a P2P system. The article also describes a method for selecting a target node in a P2P network, 
which is additional to the basic methods. 
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1. Introduction 
 

At the moment, P2P networks are increasingly used 
in the modern world to build distributed computing 
systems (P2P grid). Examples of such systems: 
BonjourGrid, Condor – Flock P2P, P2PGrid, Alchemi, 
PastryGrid, Self-Gridron, Harmony. 

In P2P computing systems, each user provides 
computing power to perform tasks that are sent to other 
network participants. Since the system is highly 
distributed, it can be difficult to use centralized task 
distribution methods. Instead, each node of a P2P 
computing system has its own task distributor that 
determines whether a task can be completed on the 
current node or should be sent to another node. At the 
same time, the task distributor performs dynamic load 
balancing on the system. 

Achieving high performance P2P computing 
system is a difficult problem due to the heterogeneous 
nature of the distributed network, where the computing 
capabilities of each device can be radically different. 
Various heuristic strategies are known today for 
solving the problem of heterogeneity. 

Classical task distribution methods aim to 
minimize the execution time of all tasks, but this 
cannot be applied in a highly distributed environment. 
This is due to the fact that obtaining all possible 
parameters of a node can take quite a long time. Taking 
this problem into account, some researchers have 
proposed methods for distributing tasks using the 
fairness index [1-3]. Using this index in load balancing 
methods, it becomes possible to evenly distribute the 
load across the entire network. 

It is also necessary to mention the Jain fairness 
index [4], which is widely used to determine the 
uniform network load. In [5], the author tries to 
improve system performance by maximizing the fair 
load index of the entire system. 

However, most of the existing solutions that try to 
eliminate the inequitable distribution of resources are 
based more on system operating experience and do not 
always lead to an increase in system performance. 

This article proposes our own approach to solving 
this problem. 

 
 

2. Formulation of the Problem 
 
Any P2P network can be represented as a directed 

weighted graph, where the nodes of the network with 
certain parameters are the vertices of the graph, and the 
edges between the vertices are the links between the 
nodes. The edge weight is an indicator of the latency 
of data transmission between nodes. An example of 
such a graph is shown in Fig. 1. 

 

 
 

Fig. 1. Example of a weighted graph 𝐺 𝑐 , 𝑚 , 𝑑 , 𝑟  
describing a P2P network, where: 𝑐  – the number of CPU 
cores, 𝑚  – the amount of free RAM, 𝑑  – the amount  
of free disk space, а 𝑟  – the delay between nodes. 

 
Suppose there is a weighted directed graph 

𝐺 𝑉, 𝑅, 𝑃𝑣, 𝑃𝑟,  𝑡 , in which 𝑉 is the set of vertices 
corresponding to the nodes of the P2P network, 𝑅 is 
the set of edges corresponding to connections between 
nodes, 𝑃𝑣 is the set of parameters of nodes, 𝑃𝑟 is the 
set of edge parameters,  𝑡  is the time instant at which 
the graph is created. 
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The task of optimizing the operation of a P2P 
network is reduced to the task of optimizing routes 
along a graph in accordance with the given weights and 
optimization parameters. 

 
 

3. Methods for Selecting a Target Node and 
Distribution of Tasks Among the Nodes  
of a P2P Network 
 

Input data for the method are: graph 𝐺 , set of 
weights of edges 𝑃 , set of weights of vertices 𝑃 . 

The output data are the numbers of nodes that 
correspond to a potential executor node and to which 
there is a minimum path from a given customer node. 

The essence of the method for selecting a  
target node: 

1) Find nearby executor nodes:  
𝑉′  𝑣 ∈ 𝐺 | | 𝑣, 𝑣 |   min

∈
| 𝑣, 𝑣 | & 𝑃   true , 

where | 𝑣, 𝑣 |   𝑘 is the length of the path between 
the vertices 𝑣 and 𝑣 ; 

2) If there are no such nodes, i.e. V′  ∅, then 
step 6. Else, if V ∅, then go to step 3; 

3  For each found node 𝑣 ∈ 𝑉′ it is necessary to 
check the execution of the set of rules 𝑃 :  
𝑉′′  𝑣′ ∈ 𝑉′ | 𝑃   𝑡𝑟𝑢𝑒 ; 

4) If V ∅, then step 6. Otherwise, step 5; 
5) Put v   V′  and P   P  r  for all r , 

corresponding to v ∈ V′ and step 1; 
6) End of method. 
The essence of the method for distribution of tasks: 
1) Using the method of determining suitable 

nodes, find nodes from the set 𝑽 satisfying the 
conditions 𝑷𝒓  and 𝑷𝒗 . Initialize empty list  
𝑹𝒕𝒔  ; 

2) If 𝑽′ ∅, then the result of the method is the 
exception "No resources"; 

3) For each task 𝒕𝒔𝒊 ∈ 𝑻𝑺, 𝒊  𝟏, 𝟐, … , 𝒎𝒕 
perform the steps: 

a) If the current number of retries is 𝑛 𝑁, then 
send the task to the node 𝑣′ ∈ 𝑉′. Otherwise, 
take the next task and step 3; 

b) Wait for a response from the executor node 
about the execution of tasks or after the 
waiting time expires go to step d; 

c) If the response from the executor node has the 
status "executed with an error" then step d. 
Otherwise, add the node's response to 𝑅𝑡𝑠 
and go to step 3; 

d) Remove the current vertex 𝑣′  from 𝑉′ , 
increase 𝑛 by 1 and go to step 3. 

4) Returns a list of responses 𝑹𝒕𝒔 . The end  
of the method. 

 
 
5. Testing the Method of Distribution of Tasks  
    among the Nodes of a P2Pp Network 
 

Testing is performed on a P2P network topology of 
3000 nodes. The tasks were launched gradually with a 
delay of 1-3 ms. The number of tasks is 18000. After 
every 500th task started, the system calculated the 
number of rejected tasks and the fairness index for the 
entire P2P network using the formula [10]: 

 

 𝐹𝑎𝑖𝑟𝑛𝑒𝑠𝑠 𝐼𝑛𝑑𝑒𝑥  
∑

∑
   

 
Below are the results of testing the method of 

distributing tasks over a P2P network, taking into 
account various criteria for the required CPU quota 
(Fig. 2). 

 

 
 

Fig. 2. Fairness index graph depending on the criterion of the required CPU quota. 

 
From Fig. 2 it can be seen that with higher CPU 

quota requirements, the fairness index is lower, and the 
number of rejected tasks is higher. This is due to the 
fact that the method cannot find suitable nodes because 
there are not enough available resources on the nodes. 
In this case, the fairness index shows that the P2P 
network is loaded by 70 %, therefore the remaining  
30 % of the resources remain unused. 

4. Conclusions 
 

The considered methods can be used in work in 
various P2P networks, some of them are centralized, 
others are completely decentralized. Some methods 
make requirements on the structure of the P2P 
network, others can work in unstructured highly 
decentralized networks. The testing shows that the task 
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distribution method evenly distributes tasks over a P2P 
network and can be used to solve computational tasks 
in a P2P network, transfer content and other purposes. 
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Summary: During the development of monitoring systems, the tendency of transferring computations to sensors to perform 
primary transformations at the end points is evident. This allows minimizing the volume of transferred data and simplifying 
the working of the computational core of the system. At the same time, there is a need to develop hardware converters that can 
solve calculating issues near the sensor. Obviously, such devices should process signals in the form that is used for 
representation of the sensor output. In most cases these are analog and pulse signals. The paper proposes a generalized 
structural diagram of a fault-tolerant averaged converter that simultaneously processes analog and pulse-width modulated 
signals, that can be used to design converters operating near a sensor, and considers an example of implementation of such a 
primary converter. 
 
Keywords: Primary converter, Sensor, Monitoring, Pulse streams, PWM signal, Streaming calculations. 
 

 
1. Introduction 
 

During creation of control and monitoring systems 
using a large number of sensors an important task is to 
organize the information transmission and processing. 
Traditional approaches are based on centralized 
technology: the information received from sensors is 
collected and processed in a single computing core. 

It is possible to increase the efficiency of 
processing by decentralizing the computations [1]. 
Decentralized pulse monitoring system has a tree 
structure. Sensors are placed at the end points of the 
monitoring system. They are under the direct influence 
of the phenomenon, physical object or substance and 
provide primary measurement information. This 
structure implies a transfer of calculations near the 
sensors. This will reduce the amount of data 
transmitted over communication channels, reduce the 
load on the central computing core, increase the 
reliability of the system and minimize energy 
consumption [2]. 

The transfer of computational resources to 
sensitive elements leads to the need to develop special 
hardware calculators for processing pulsed signals. 
 
 

2. Pulse Primary Transducers 
 
2.1. Format of Processed Data 
 

The output signal of the sensor is most often in 
analog or frequency form. Working with pulse signals 
is due to the fact that the calculators near the sensor 
must process the signal in the form in which it is 
formed at the sensor output. If the information on the 
sensor output has a frequency form (pulse flow or 
PWM), it is not necessary to change, then the 
construction of the primary converter does not require 
changing the form of the signal. 

If the sensor output signal is in analog form, it is 
necessary to convert the result into pulse form. For 
such conversions, appropriate methods and devices 
have been developed [3, 4]. 

Constants and scale factors in such devices can be 
represented as codes. Processing of pulse and PWM 
signals (quasi-digital) together with binary codes can 
be performed using digital element base. 

All functional conversions of quasi-digital signals 
are performed in streaming form using digital 
elements. The result can be presented both in code and 
pulse form. The pulse form is preferred, as it provides 
a more reliable and cost-effective transfer of data to the 
next level of the monitoring system. 

Each subsequent system level integrates data from 
nodes on the previous level and performs processing 
also in pulse form. Thus, before the data arrives at the 
central core, much of the computation will be done. 
 
 
2.2. Elemental Basis of Transducers 
 

The element base for construction of pulse 
averaging converters for monitoring systems can be 
represented by logical primitives, because the simplest 
element of a pulse stream is a single bit. In addition, 
the basis should include elements that allow to convert 
streams of different types into code representations, as 
well as to perform the simplest arithmetic 
transformations (e.g., increment/decrement). The 
following elements can be used as a basis when 
creating pulse averaging converters: element AND, 
which implements the function of multiplying the 
pulse stream by the PWM signal; OR element, which 
provides summation of pulse streams, provided that the 
moments of arrival of unit pulses do not coincide; reverse 
counter, which performs the operation of pulse train 
subtraction with simultaneous accumulation of difference 
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in time; binary frequency multiplier, which allows 
forming pulse streams on the basis of binary code. 

Pulse flow conversion units can be constructed 
using a fault-tolerant tracking structure [5], which 
provides processing of flow data (streams of single 
pulses and streams of pulse-width-modulated signals) 
together with binary codes. Compensation 
mechanisms in such devices are implemented using 
negative feedback, which ensures achievement of 
equilibrium state, which is characterized by dynamic 
equilibrium of input and compensating streams. In the 
state of dynamic equilibrium, the parameters of the 
output stream formed by the device correspond to the 
result of functional transformations. 
 
 
3. Averaging Pulse Transducer 
 

Using the proposed approach, a device for 
determining the average value of some physical 
quantity shown in Fig. 1 is developed. Different 
sensors representing the output signal in analog (SA) 
and PWM form (SPWM) are used for monitoring. 

 

 
 

Fig. 1. Averaging pulse transducer. 
 

The device operates in continuous mode and 
provides measurement of the average value of the 
measured physical parameter. 

The signals from all n sensors are read 
simultaneously. PWM signals from sensors 1 to m are 
used in calculations without conversions. Signals from 
analog sensors m+1 to n are converted into PWM 
signals. All PWM signals are summed in the process 
of their parallel filling with reference frequency from 
the generator G and averaged. The time averaging is 
performed by accumulating the measurement results of 
the previous periods of PWM signals by organizing a 
tracking pulse system with memory feedback. 
Averaging over the number of sensors is performed by 
taking into account only k working sensors and 
excluding the faulty ones by blocking the 
corresponding channels of forward and feedback 
signal Si. In code form the function of the device is as 
follows 

 𝑁 ∑ 𝑆 𝑁 ,  

 
where Ni code equivalent of the sensor output signal. 
The device output signal in code form is outputted to 
output N, and in frequency form − to output F. 
 
 
4. Conclusions 
 

We propose an approach to the organization of 
pulse averaging converters, providing the processing 
of signals represented in quasi-digital forms. 
Transformations are performed in pulse form in the 
basis of the increment/decrement operation without the 
use of hardware calculators. The negative feedback 
provides operation of compensation mechanisms, 
which provides noise immunity of its operation. The 
proposed converter is based on simple logic elements, 
which allows to realize it on FPGA. The universality 
of the used components allows its production in the 
form of ASIC. 
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Summary: Current investigation is devoted on processing of medical images obtained with confocal microscope for 
pathomorphological analysis. The object of the study is endometrium of women suffering from external genital endometriosis, 
severe persisting desise, lead to infertility. Immuniohistochemical identification of markers such as promising kisspeptin was 
held in endometrium biopsies from women with different stages of endometriosis. Processing Algorithms of cell nuclei 
detection and designation of endometrial glands was developed. Also all regions of interest with expression of kisspeptins 
were marked in confocal images using computer vision at first and mashine learning as more advised method. 
 
Keywords: External genital endometriosis, Optimization of diagnosis, Machine learning, Computer assisted diagnostics, 
Convolutional Neural Networks. 
 

 
1. Introduction 
 

The study of the morphology of cells and tissues 
has always been an important process, both in the field 
of biology and in the field medicine. Currently, with 
the existence of many different methods and a wide 
variety equipment for obtaining experimental 
morphological data, in the form of digital images, 
analysis this data is still cumbersome and time 
consuming. The problem could be solved with using 
the methods of computer analysis, which are gaining 
popularity in modern world [1]. Development of 
molecular markers based on the identification of key 
nodes of pathogenesis this disease, will create a new 
diagnostic algorithm, which is necessary to optimize 
and classification of morph-functional changes, 
assessing the prognosis of the course of the internal 
genital endometriosis (IGE) and choosing the optimal 
targeted therapy [2]. 
 
 
2. Materials and Methods 
 

In immunohistochemical (IHC) study The study 
included 43 patients with EGE aged from 24 to  
36 years old (average age - 33.6 ± 1.3 years). The 
diagnosis of EGE was established using a laparoscopic 
scopy. For IHC studies, primary monoclonal 
antibodies to kisspeptin (1: 140, Abcam, UK). Alexa 
Fluor 488 (1:1000, Abcam) were taken as secondary 
antibodies. The nuclei were counterstained with 
Hoechst33258 dye. Scanning of samples was 
performed on a microscope FluoView1000 (Olympus). 
Algorithms of binarization, morphology, 
segmentation, color correction and contour analysis 

were used as computer vision algorithms. 
Convolutional neural network was trained with set of 
1000 of confocal images. 

 
 

3. Results 
 

Studies have shown that the task of detecting 
markers can be solved with the help of classical 
computer vision algorithms. However, such 
algorithms show a detection percentage of markers of 
the order of 80 %. This is due to the sensitivity of the 
algorithms to changing the scale and variations in the 
illumination of the preparation, as well as to the case 
of superposition of nuclei. 

Also we trained neural network to analyze weather 
it is a nuclei of the cell on image or artefact object. 
Results are shown in Fig. 1. 

 

 
 

Fig. 1. Sensitivity of neural network in detection of stained 
with fluorescent dye cell nuclei. 

 
The quality of the algorithm was improved to  

90-95 % using machine learning. In contrast to 
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computer vision algorithms, machine learning 
algorithms make it possible to identify statistical 
patterns about the shape of nuclei and the color of 
markers on a large number of preparations. As a result, 
the algorithm based on machine learning can be 
successfully applied not only to images of the drugs 
that were trained, but also to a whole class of similar 
drug images. 

In terms of correct diagnosis it is important to 
localize morphological structures in which marker 
expression is detected. So we developed an algorithm 
for search of endometrial glands in whole 
endometrium tissue image. For each image there were 
internal contours of the glands detected algorithm – 
detectedContours and internal contours glands marked 
by the pathologist – labelled. The area of intersection 
of the marked and of detected contours intersectArea 
and total the area of the marked outlines – 
labelledArea. 

 

  
 

Fig. 2. Detection of glandular structure of endometrium. 
 
The carried out immunohistochemical study 

revealed that kisspeptin expression in 42 patients 
women suffering from EGE. One patient did not have 
identified protein kisspeptin. In our study studied II  
(n = 19) and III (n = 23) degree IGE, with it was shown 
that the expression level of KISS1 in patients with a 
more severe form of the disease was significantly 
lower than in patients with more mild. Analysis of the 
obtained data seemed to be more expressive of KISS1 

is the cylindrical cells of the endometrial glands, not 
connective tissue cells stroma. There was a tendency 
to decrease expression of KISS1 with age. 
 
 
4. Conclusions 
 

Thus, the creation of an analyzer program using 
neural networks for the analysis of micrographs and 
quantitative determination of the expression of 
diagnostically significant markers will create a new 
diagnostic algorithm, which is necessary for the 
optimization and classification of morph-functional 
changes, assessment of the prognosis of the course of 
the disease and the choice of optimal targeted therapy. 
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Summary: Uterine fibroids (leiomyomas) are benign tumors that exhibit various forms of smooth muscle differentiation. This 
is a common pathology that occurs in many women, the number of women with this pathology is growing every year, and so 
uterine fibroids are a significant socio-economic problem. Claudins (CLDNs) are major tight junction proteins, exhibiting 
varying tissue expression, with the CLDN expression profile being representative. CLDNs play an important role in neoplastic 
processes, as they are involved in the formation of a single signaling pathway between the extracellular matrix and the 
intracellular cytoskeleton. 
 
Keywords: Uterine fibroids, Leiomyomas, Claudins, Uterine scarring, Age-related changes, After myomectomy. 
 

 
1. Introduction 
 

Uterine fibroids, also called leiomyomas, are the 
most common benign tumors in women [12, 20]. The 
impact of fibroids on the economy is very great; about 
11 million women in the world suffer from it and their 
number is steadily growing [14]. Symptoms include 
menorrhagia, dysmenorrhea, dyspareunia, pelvic pain, 
and frequent urination [13]. Despite the fact that 
fibroids are such a common problem, research on 
etiology is ongoing. Most of the current clinical 
guidelines indicate that conservative myomectomy has 
a positive effect on fertility, increases the likelihood of 
pregnancy and should be performed as a pre-gravid 
preparation [1]. However, there is also an opposite 
opinion, its supporters question the advisability of 
myomectomy in nulliparous women, given the 
formation of postoperative myometrial scar, which is 
becoming a more significant complication of 
pregnancy and childbirth than the fibroid itself [6]. 

Claudins are small integral membrane proteins that 
are key tight junctions (PC) molecules that regulate the 
diffusion of ions and water, and play a role in the 
formation of cell polarity, adhesion, differentiation, 
and proliferation [8]. Tight contacts are one of the 
methods of intercellular adhesion in sheets of epithelial 
or endothelial cells; they form continuous seals around 
cells and serve as a physical barrier to prevent the free 
passage of solutes and water through the intercellular 
space [23]. PCs exhibit wide variability in density in 
different organs, ranging from almost complete 
contraction of the paracellular cleft for solutes to the 
formation of paracellular pores for certain cations (and 
anions), for example, in the renal tubules. The 
permeability of these cell junctions and the function of 

the epithelial barrier are primarily mediated by 
claudins, and the isoforms of claudin expressed in the 
tissue determine the tissue-specific barrier 
characteristics [5]. Mammalian intracellular claudins 
contain ~ 7 N-terminal amino acids, ~ 12 loop amino 
acids, and 25-55 C-terminal amino acids. Claudin 
density and pore function are highly dynamic. 
Phosphorylation provides short-term regulation of 
claudins. CLDN1 is a gene encoding the Claudin 1 
protein. Claudin 1 is expressed to a greater extent by 
the plasma membrane, and the protein can also be 
found in the cytoplasm, but to a much lesser extent. For 
a long time, it was considered a putative suppressor of 
many tumors. Claudin 7 maintains cell polarity, plays 
an important role in intercellular communication and 
epithelial cell homeostasis [4]. It is known that Claudin 
3, 4, 7 and 8 reduce the permeability of epithelial tissue 
[7, 18]. Claudin 10 is encoded by the CLDN10 gene 
and occurs in two isoforms: Claudin 10a and Claudin 
10b, which constitute intercellular anion or cation 
channels, respectively [15]. Claudin 10a and -10b 
differ significantly not only in their functions, but also 
in the localization of expression in the body. 
Expression of Claudin 10a appears to be limited to the 
kidneys, while Claudin 10b has been found in many 
tissues: kidney, skin, salivary glands, sweat glands, 
brain, lungs and pancreas [9, 11, 24]. 

It is known that with age, the barrier function of 
tight junctions is impaired. A number of studies have 
shown that the expression of claudins usually 
decreases with age in tissues in the liver, lungs [21], 
kidneys [10, 19] and the pancreas [3], providing a 
possible mechanism for reducing the barrier function 
observed in various tissues of the elderly. Parallel 
studies of human brain micro vessels have revealed an 
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age-related impairment in the distribution of CLDN5 
in postmenopausal women compared with 
premenopausal women. However, studies of claudins 
in the tissues of both scars in general and in the scars 
of intact myometrium have not been described in the 
literature. From our point of view, the level of 
expression of claudins will allow us to re-evaluate the 
viability of the scar and be a prognostic sign for 
determining the condition of the scar, which is of 
particular importance for women in older age groups. 
 
 
2. Aim 
 

The aim of this study was to study the expression 
level of markers of the functional activity of CLDN1, 
CLDN7, and CLDN10b tight junctions in biopsy 
specimens of intact myometrium in women of different 
age groups. 
 
 
3. Material and Methods 
 

The examination was carried out in the Department 
of Operative Gynecology with an operating unit of the 
FSBSI “The Research Institute of Obstetrics, 
Gynecology and Reproductology named after D. O. 
Ott”. All patients underwent a set of diagnostic 
techniques: anamnestic data, clinical and 
gynecological examination, echography (ultrasound 
with a transabdominal, transvaginal transducer), 
endoscopy (hysteroscopy, laparoscopy), histological 
examination of scrapings and macro preparations 
removed during operations. Material for 
immunofluorescence studies was obtained by trephine 
biopsy of intact myometrium in the area adjacent to the 
myomatous node during laparoscopic myomectomy in 
women aged 23 to 47 years. In the control group, 
myometrium biopsies were taken during diagnostic 
laparoscopy. The operation was carried out in the 1st 
phase of the menstrual cycle. All material was divided 
into 6 groups (Table 1). 
 
 

Table 1. Study groups. 
 

No. n Age Group 

I. 20 23-29 Control 

II. 15 30-39 Control 

III. 10 40-47 Control 

IV. 20 23-29 Patients with uterine fibroids 

V. 15 30-39 Patients with uterine fibroids 

VI. 10 40-47 Patients with uterine fibroids 

 
Immunofluorescence study was carried out on 

paraffin sections. Tissue sections with a thickness of  
4 μm were placed on glass slides coated with a  
poly-L-lysine film (Sigma), the preparations were 
dried for 24 hours in a thermostat at 37 °C. For the 
immunofluorescence study, a standard two-stage 

protocol was used with antigen unmasking  
(high-temperature tissue treatment) in 0.01 M citrate 
buffer, pH = 6.08-6.10. The following primary 
monoclonal antibodies were used: Anti-Claudin 1 
antibody (rabbit polyclonal, 1: 500, clone: ab15098, 
abcam), Anti-Claudin 7 / CLDN-7 antibody (rabbit 
polyclonal, 1: 200, clone: ab27487, abcam),  
Anti-Claudin 10 antibody (rabbit polyclonal, 1: 300, 
clone: ab52234, abcam), incubation was carried out in 
a humid chamber under the conditions specified in the 
instructions. As secondary antibodies, we used 
antibodies conjugated with the fluorochrome Alexa 
Fluor 647 and Alexa Fluor 488 (1: 1000, Abcam); the 
slides were incubated for 30 min at room temperature 
in the dark. Cell nuclei were counterstained with 
Hoechst 33258 (Sigma) for 1 min. The finished 
preparations were enclosed under cover slips in a 
Fluorescent Mounting Medium (Dako). As a negative 
control, a reaction was performed without the use of 
primary antibodies. The specificity of the antibodies 
was confirmed in control experiments. The slides were 
examined using a Zeiss LSM 980 confocal microscope 
at a magnification of 200×; 5 fields of view were 
archived from each specimen. c Morphometric 
analysis was performed using the free software 
ImageJ, and the relative area of expression, expressed 
as a percentage, was examined. Statistical processing 
was carried out in the software Excel 2010. Microsoft 
Office and in the analytical software Statistica 10.0. 
Descriptive statistics methods included the assessment 
of the arithmetic mean (M), the mean error of the mean 
(m) for features with continuous distribution, as well 
as the frequency of occurrence of features with discrete 
values. Using the Mann – Whitney U-test, the samples 
of indicators of the relative expression area and optical 
density for all subgroups were compared in pairs. A  
p-value ≤ 0.05 (5 %) was taken as statistically 
significant. 
 
 

4. Results 
 

The study found that the average relative area of 
the Claudin 1 expression level was statistically 
significantly lower in all three age groups compared to 
the control group: 22.5 ± 2.1 % versus 13.7 ± 1.1 %, 
18.7 ± 1.7 % - 9.4 ± 0.7 %, 11.2 ± 0.5 % - 3.2 ± 0.2 % 
(p ≤ 0.05). Similar data were obtained in the study of 
Claudin 7: in group I, the mean relative area of 
expression was 37.3 ± 4.6 %, while in the control 
group of this group, the increase was 20.5 ± 1.2 %; in 
group II, this indicator is 26.3 ± 2.9 %, and in group V 
- 12.4 ± 2.2 %; in group III - 15.2 ± 2.3 %, while in 
group VI only 6.7 ± 0.6 %, which is also a statistically 
significant difference (p ≤ 0.05). The same tendency to 
decrease was observed in the Claudin 10 marker: in 
group I - 45.2 ± 1.2 % versus 38.6 ± 2.3 % in the 
control; 34.6 ± 2.5 % in groups II and 24.2 ± 1.8 % in 
groups V of women of middle reproductive age;  
21.3 ± 1.4 % in III and 15.3 ± 1.3 % in VI studied 
categories of patients of the older age group  
(p ≤ 0.05) (Fig. 1). 
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All of the above suggests that in patients with 
uterine fibroids, the level of claudins is statistically 
significantly lower than in the control group. The 
results obtained suggest that women from the control 
group who do not suffer from uterine fibroids can plan 
pregnancy earlier, in contrast to patients with uterine 
fibroids, in whom the level of markers of close contacts 
is much lower. The average age of detecting uterine 
fibroids is 32 years, so the problem of fibroids and 
pregnancy is becoming increasingly important due to 
the rejuvenation of patients on the one hand, and late 
pregnancy planning on the other [2]. In any case, a 
pregnant woman after myomectomy should be 
considered as a patient with an increased risk of 
complications and a high percentage of the risk of the 
need for surgical delivery in a planned manner, and, 
possibly, early delivery. Several studies have shown 

that during pregnancy there are changes in tight 
contact proteins such as claudin 1 and 2, as well as 
changes in the polarity of epithelial cells [17, 25]. 
Although the function of epithelial differentiation and 
the function of tight junction proteins in cervical 
maturation is not fully understood, the changes that are 
observed in the norm and incorrect expression in 
preterm labor and post-term pregnancies suggest that 
these proteins may provide barrier protection during 
pregnancy [16, 22, 26]. Removal or addition of 
claudins tends to selectively affect the tight junction 
barrier function. Certain claudins act as sealants, while 
others form paracellular ion-selective channels. Thus, 
claudins can be representative markers for a specific 
group of patients. 
 

 
 

Fig. 1. Diagram of the average relative area of expression of Claudin 1, Claudin 7 and Claudin 10 in the study groups;  
* p ≤ 0.05 compared to control. 

 
 
5. Conclusions 
 

Claudins are a family of proteins that are the most 
important components of tight junctions, where they 
establish a paracellular barrier that controls the flow of 
molecules in the intercellular space between epithelial 
cells. The level of expression of markers of tight 
intercellular contacts Claudin 1, Claudin 7 and Claudin 
10 is reduced in the epithelium of cell membranes in 
women with uterine myoma. We assume that a change 
in the functional activity of tight junctions leads to 
disruption of the connections between neighboring 
cells. The expression level of claudins can be used as a 
marker and target for targeted therapy. 
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Summary: The purpose of the study is to review emotional stress and psychological distress detection techniques based on 
automatic analysis of physiological signals and machine learning methods, which can be utilized in remote diagnostics. Various 
methods for assessing the psycho-emotional state of a person are considered, including questionnaires and various types of 
physiological signals. The most informative signals and signal features for determining stress are highlighted. A comparison 
of various studies using machine learning algorithms to determine stress is made and appropriate advantages and disadvantages 
of these methods are highlighted. 
 
Keywords: Emotional stress, Distress, Physiological signals, Deep learning, Monitoring. 
 

 
1. Introduction 
 

Stress is one of the most important factors 
negatively affecting human health [1]. A timely 
detection of emotional and mental stress in convenient 
ways that do not require complex devices that interfere 
with human work is necessary. In the review we 
consider studies devoted to the identification of signals 
reflecting the level of stress and the most compact 
systems to assess its level in a quantitative manner. 

 
 

2. Methods for Assessing Emotional and 
Mental Stress Based on Questionnaires 
 

There are a number of methods for determining the 
degree of emotional and mental stress that can be 
applied during remote monitoring. The most common 
method of assessing the condition is questionnaires. 
The Profile of Mood State (POMS) [2] is a  
well-established measure of psychological stress 
derived from factor analysis, and its high level of 
reliability and validity has been documented. 

Another way to assess the impact of physiological 
stress on the body is to analyze the quality of sleep. The 
Pittsburgh Sleep Quality Index (PSQI) [3] is a widely 
used method for evaluating changes in subjective sleep 
quality in both clinical practice and research. 

The considered methods for assessing emotional 
and psychological stress are primarily based on a 
subjective assessment of the subject's condition. 
 
 
3. Methods Based on Physiological Signals  
    Analysis 
 

The autonomic nervous system increases heart rate 
and blood pressure [4] as a response to stress. It was 
shown [5] that the intensity of the α-rhythm decreases 

on EEG, while the intensity of the β-rhythm [6] and the 
level of cortisol increase. The galvanic skin reaction is 
also a well-known indicator of stress levels [7]. 
Altogether, the signals of ECG, EEG, FPG, EMG and 
skin-galvanic reaction can be used for instrumental 
assessment of the stress level. 

The study [8] utilized the Emotiv Epoc+ device, 
which includes a 14-channel EEG recorder with an 
accelerometer and an ECG recording module for 
recording heart rate. Statistical analysis of the 
converted data showed statistically significant 
differences between the periods of activity and rest of 
the subject, which indicates the applicability of these 
signals for instrumental detection of stress levels. 

The study [9] analyzed the stress in response to a 
pain that occurs at a random moment in time. An EMG 
signal measured by the trapezius muscle was utilized. 
The study showed that the stressor can be both 
cognitive and physical, with the average EMG being 
highest in the first phase. 
 
 
4. Methods Based on Machine Learning  
    Algorithms 
 

The study [10] used the following set of signals: 
ECG with two electrodes; skin conductivity measured 
with two electrodes; thorax and ambient temperatures; 
spirogram; acceleration of the movement of the chest, 
obtained with an accelerometer. J48 decision tree; J48 
decision tree using AdaBoost; support vector machines 
were used to a set of extracted features. An accuracy 
of 86 % was achieved for ECG and spirogram, and of 
92 % for normalized ECG and spirogram. Data from 
surveys of subjects were taken as ground truth. The 
resulted classifier that can work without preliminary 
calibration. 

A driver's glove with built-in gyroscope, 
accelerometer and magnetometer that detects the level 
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of stress is described in the article [11]. With  
22 selected features it was possible to achieve a model 
accuracy of 94 %. From this study, it can be concluded 
that the data obtained from the driver's hand 
acceleration, voice tone and facial image can be used 
to determine the level of stress. 

The aim of the study [12] was to develop an  
easy-to-use real-time method for detecting stress 
levels. An infrared camera was used to capture the 
face, as it gives the clearest image of a person's face in 
the background light. The system consisted of a face 
detection module and a facial emotion detection 
module that included a pre-trained classifier. The 
model showed an 85 % accuracy when tested in a car. 

Algorithm for measuring stress levels using ECG, 
EMG from the trapezius muscle and HRV was 
presented in [13]. To obtain features from the signals, 
the components of the wavelet transform were 
extracted. The k-nearest neighbors algorithm was used 
as a classifier. An accuracy of 92 % for determining 
the level of stress on a five-level scale was achieved. 
 

5. Conclusions 
 

From the articles described above, it follows that 
the signals of EMG, ECG, EEG, spirogram, 
acceleration of limb movement, galvanic skin response 
and facial expressions can be used as non-invasively 
captured signals for indirectly determining the level of 
stress. The most accurate methods were based on EMG 
of the trapezius muscle and EEG, but these 
measurements require electrodes, which are not 
suitable in intensive work conditions. Methods based 
on measuring limb accelerations and analyzing face 
images provided a high accuracy, but the developed 
models only performed a binary classification – the 
absence or presence of stress. Since the magnitude of 
stress in most experiments was determined through the 
perceived readings of subjects, the determination of the 
model's accuracy was based on them. 
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Summary: The article proposes the methodology and architecture of the platform for the rapid development of applied 
intelligent control systems for industrial complexes in conditions of uncertainty. The methodology is based on the regularizing 
Bayesian approach and technologies based on it. The advantages of this development, consisting in the possibility of integrating 
artificial intelligence technologies and measurement systems, are considered. An example of a water supply management 
system is given. 
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1. Introduction 

 
The effectiveness of the implementation of the 

principles of Industry 4.0 largely depends on the 
intellectualization of methods and tools for solving 
applied problems, which makes it possible to 
repeatedly increase the practical usefulness, 
cognitiveness and speed of problem solving. 

The methodology and practice of solving applied 
problems of Industry 4.0 are related to the 
implementation of the stages of measurement, 
transmission and analytical processing of 
measurement information. 

Thus, we can distinguish 3 main blocks of a single 
information process that provides solutions. All three 
blocks, as part of a single whole process of solving the 
problem, should be integrated into the general 
information space of the solution formation. This 
means that technologies for implementing the 
processes of measuring, collecting, transmitting, 
storing and transforming information based on 
artificial intelligence methods should be integrated. 

It is very important to note that the specifics of the 
task Industry 4.0 is a significant informational and 
situational uncertainty expressed in the absence of 
fully adequate to real objects, models, completeness 
and accuracy of information, changes in the conditions 
of realization of information processes and dynamics 
influencing environmental factors. 

Currently, intelligent methods and tools are not 
integrated with measurement methodologies and 
systems. This fact causes a number of difficulties in 
their practical application. On the one hand, artificial 
intelligence methods and technologies ((neural 
networks, fuzzy systems, intelligent data processing 
systems) do not have systems for metrological 
justification of the information flows of data that they 
process. And the uncertainty (incompleteness, 
inaccuracy, vagueness, unreliability, inconsistency) of 
information determines the instability, incorrectness 

and unreliability of the obtained solutions. Such 
solutions cannot be used in practice. 

On the other hand, measurement systems that do 
not have the intellectual capacity do not provide 
interpretation of the resulting solutions, mainly 
producing only some pre-processing of measurement 
data. In addition, with classical measurement schemes, 
it is not possible to use information in the form of 
knowledge in the measurement process. 

As an example of integration of measurement 
methods and artificial intelligence, the article 
considers a hybrid water supply management system 
based on Bayesian intelligent measurements and 
technologies [1-3]. 

 
 

2. Methodological Aspects of Creating  
    Intelligent Control Systems for Industrial  
    Complexes Based on Bayesian Intelligent  
    Technologies 

 
Based on the methodology of the regularizing 

Bayesian approach [1-3] and the technologies of 
Bayesian intelligent measurements (BIM) and 
Bayesian integrating technologies (BIT) created on its 
basis, a platform has been developed for the rapid 
construction of intelligent control systems for 
industrial complexes in the conditions of information 
and situational uncertainty. Currently, intelligent 
distributed systems for various applications are 
developed and used in practice. Such systems, 
inheriting the basic principles of BII and BIT (namely, 
the integration of different types of data and 
knowledge flows, metrological justification and the 
ability to manage the quality of solutions, flexibility 
and self-developability in the process of functioning), 
together with promising information technologies for 
network transmission, collection and intelligent 
processing of information, represent a new type of 
systems called Bayesian intelligent networks (BIN). 
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The need to develop BIN was due on the one hand 
the requirements of practical problems (usually solved 
in the conditions of considerable a priori uncertainty) 
to summarize and use all the available amount of 
information, on the other hand, features which 
received the active development of modern network 
technologies to collect and process servers large 
volumes of heterogeneous distributed information 
resources remotely. Unification of information 
processing in the network is achieved by using 
accepted standards and languages (e.g. XML), and also 
technologies of distributed processing (for example, 
technologies of "cloud" computing, etc.). In these 
systems, the possibility of convolution of different 
types of information (data and knowledge) is 
implemented, its integration into a single information 
flow that carries the most reliable and complete 
knowledge about the object or its properties in specific 
conditions. Such properties of the systems allow us to 
use all the available information in obtaining solutions, 
as well as to use processing methods that require 
sufficient samples in length. All stages of receiving and 
processing information have metrological support. All 
solutions are accompanied by a set of metrological 
characteristics, including indicators of accuracy, 
reliability and reliability. 

 
 

The metrology of the Bayesian integrating network 
makes it possible, in the course of the network 
operation, not only to identify “bottlenecks” where 
there is an influx of information with significant 
distortions and noise, but also to adjust the technology 
and the list of sources of information resources, and 
plan an information experiment. 

Intelligent GIS networks and systems with 
analytics are built on the information basis of BIT: 
Intelligent GIS, which, in addition to the above 
properties, also have the ability to spatial orientation of 
decisions, conclusions and recommendations as 
attributes. 

 
 

3. The Architecture of the Bayesian  
    Intelligent Platform for Creating Control  
    Systems for Industrial Complexes 
    in Conditions of Uncertainty 

 
Bayesian intelligent platform (BIP) for creating 

distributed control systems for industrial complexes.- 
this is a software and hardware complex implemented 
as an environment for creating user applications based 
on Bayesian intelligent technologies. The architecture 
of the BIP is illustrated in Fig. 1. 

 
 

Fig. 1. Architecture of the Bayesian intelligent platform. 
 

 

BIP includes a system for creating models of 
complex objects, subsystems, instrumentation and the 
collection, storage and transfer of data and knowledge 
(ETL), a system of intelligent data processing on the 

basis of Bayesian intelligent technologies and neural 
networks (neural networks and analytical processing of 
images and texts), the library of Bayesian statistics and 
applied mathematical methods, models, visual display 
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of entered and processed information, the system of 
discharge data and analytical information subsystem of 
the GIS work, a subsystem of the WEB services. 

The main analytical block is implemented on the 
basis of Bayesian intelligent technologies that allow 
for the convolution of different types of information in 
the form of measurement data, specialist knowledge, 
documentary and video information, and analytical 
solutions. 

The integration function is carried out on the basis 
of the use of special scales, called conjugate scales 
with dynamic constraints [2]. 

The platform allows you to integrate various 
technologies and implement their methodological 
principles, in particular, IoT, DATA MINING, BIG 
DATA, BI, DATA SCIENCE technologies, create 
monitoring systems, audit, and management decision 
support. 

 
 

4. Intelligent Water Supply Management  
    System Based on BIP 
 

The architecture of such an application system 
corresponds to the architecture of the BIP, shown in 
Fig. 1, in which all the blocks are focused on the 
specifics of the application problem. The set of 
measuring devices is selected in accordance with the 
measured parameters of hot and cold water supply 
systems. Neural networks of image processing work 
with thermal imaging information. 

The neural network texts are processing the 
documentary information. The main intelligent 
processing of information from measuring 
instruments, databases of water supply system status 
logs, neural networks, WEB sources and its integration 
is carried out on the basis of Bayesian intelligent 
technologies. 

On the basis of this system, it is possible to create 
production-purpose complexes that allow solving the 
tasks of internal energy audit and water management 
audit, accounting for energy consumption and hot and 
cold water, ensuring energy security of enterprises and 
territories, training highly qualified specialists in 

energy management and water supply complexes  
[4, 5]. 

 
 

5. Conclusion 
 

In conclusion, it should be noted that the proposed 
methodology and platform for developing application 
systems enable the integration of artificial intelligence 
technologies (neural network technology) with the 
technology of metering systems that allows you to 
combine the power of systems of receiving and 
processing a variety of information, including archival 
information and expertise. The development of various 
systems of production and socio-economic types does 
not require the involvement of programmers, it can be 
quite simply implemented by specialists in the applied 
field. 
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