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Foreword 
 

 

On behalf of the ASPAI’ 2020 Organizing Committee, I introduce with pleasure these proceedings devoted to 

contributions from the 2nd International Conference on Advances in Signal Processing and Artificial Intelligence 

(ASPAI' 2020). 

 

Advances in artificial intelligence (AI) and signal processing are driving the growth of the artificial intelligence 

market as improved appropriate technologies is critical to offer enhanced drones, self-driving cars, robotics, etc. 

Today, more and more sensor manufacturers are using machine learning to sensors and signal data for analyses. 

The machine learning for sensors and signal data is becoming easier than ever: hardware is becoming smaller and 

sensors are getting cheaper, making Internet of things devices widely available for a variety of applications ranging 

from predictive maintenance to user behavior monitoring. Whether we are using sounds, vibrations, images, 

electrical signals or accelerometer or other kinds of sensor data, we can build now richer analytics by teaching a 

machine to detect and classify events happening in real-time, at the edge, using an inexpensive microcontroller 

for processing - even with noisy, high variation data. 

 

According to recent study, the artificial intelligence market is expected to reach USD 202.57 billion by 2026, at a 

CAGR of 33.1 % during the forecast period. Artificial intelligences currently transforming the manufacturing 

industry. Virtual reality, automation, Internet of Things (IoT), and robotics are some important features of AI that 

are benefitting the manufacturing industry. AI has been one of the fastest-growing technologies in recent years. 

The market growth is mainly driven by factors such as the increasing adoption of cloud-based applications and 

services, growing big data, and increasing demand for intelligent virtual assistants. The major restraint for such 

market is the limited number of AI technology experts. 

 

The Series of ASPAI Conferences have been launched to fill-in this gap and to provide a forum for open discussion 

and development of emerging artificial intelligence and appropriate signal processing technologies focused on 

real-word implementations by offering Hardware, Software, Services, Technology (Machine Learning, Natural 

Language Processing, Context-Aware Computing, Computer Vision and Signal Processing). The goal of the 

conference is to provide an interactive environment for establishing collaboration, exchanging ideas, and 

facilitating discussion between researchers, manufacturers and users. The first ASPAI conference has taken place 

in Barcelona, Spain in 2019. 

 

The conference is organized by the International Frequency Sensor Association (IFSA) - one of the major 

professional, non-profit association serving for sensor industry and academy more than 20 years, in technical 

cooperation with media partners – IOS Press (journal ‘Integrated Computer-Aided Engineering’) and World 

Scientific (International Journal of Neural Systems). The conference program provides an opportunity for 

researchers interested in signal processing and artificial intelligence to discuss their latest results and exchange 

ideas on the new trends. 

 

I hope that these proceedings will give readers an excellent overview of important and diversity topics discussed 

at the conference. Selected, extended papers will be submitted to the media partners’ journals and IFSA’s open 

access ‘Sensors & Transducers’ journal based on the proceeding’s contributions. 

 

We thank all authors for submitting their latest work, thus contributing to the excellent technical contents of the 

Conference. Especially, we would like to thank the individuals and organizations that worked together diligently 

to make this Conference a success, and to the members of the International Program Committee for the thorough 

and careful review of the papers. It is important to point out that the great majority of the efforts in organizing the 

technical program of the Conference came from volunteers. 

 

 

Prof., Dr. Sergey Y. Yurish 

ASPAI’ 2020 Conference Chairman 
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Dwelling Detection on VHR Satellite Imagery of Refugee Camps  

Using a Faster R-CNN 
 

L. Wickert 1, M. Bogen 1 and M. Richter 1 

1 Fraunhofer IAIS, Schloss Birlinghoven, 53757 Sankt Augustin, Germany 

Tel.: +49 2241 14-3415 

E-mail: lorenz.wickert@iais.fraunhofer.de 

 

 

Summary: The management of humanitarian operations in highly intense situations like migration movements happening at 

borders often lack current and sufficient information. Satellites do provide large-scale information fast. When dealing with a 

migration situation, satellite images now can give information about where refugees are before they arrive at a border, giving 

first responders urgently needed lead time for contingency and capacity planning. Dwelling Detection, a method conducted on 

satellite images of refugee camps, is able to count the dwellings in a camp. From that, the number of inhabitants in a camp can 

be estimated for forecasting purposes. To count the dwellings, object detection machine learning methods can be used. In this 

paper, a dwelling detection workflow using a Faster R-CNN is described. To train the Faster R-CNN, a fast training data 

annotation workflow was developed. The Faster R-CNN outputs an estimate of people living in a camp and a confidence 

factor, giving a global evaluation metric about the quality of the analysis of the image and by that of the calculation itself. This 

workflow yields results that can be used in humanitarian operations. So our related proposal is to get satellite images fast, 

evaluate them with our method, and have better numbers for contingency and capacity planning. By this, stress for all people 

involved in a humanitarian (crisis) situation can be reduced. 

 

Keywords: Artificial intelligence (AI), Machine learning (ML), Convolutional neural network (CNN), Faster R-CNN, Remote 

sensing (RS), Dwelling detection, Object detection, Pattern recognition. 

 

 

1. Introduction 
 

Forced Migration is one of the most pressing issues 

of society today. The United Nations High 

Commissioner for Refugees reported that in 2018 the 

worlds forcibly displaced population remained yet 

again at a record high [1]. This leads to highly intense 

humanitarian operations like the migration movements 

in Europe in 2015/16, where humanitarian operations 

were challenging to all people involved because of a 

short reaction time and a lack of sufficient information. 

Satellite data allows the monitoring of large areas of 

the earth in a short time. Together with machine 

learning technology, satellite data can be used to yield 

large-scale information almost immediately, 

supporting decision making in humanitarian 

operations. In this paper, advances in satellite sensors 

[2, p. 187ff] and object detection using machine 

learning [3] are used to speed up the task of Dwelling 

Detection [4]. This is a fast method to get information 

on the number of inhabitants of camps when those 

information are hard to get otherwise, either because 

those numbers are not available or there is no 

communication among the different parties, authorities 

and organization engaged in a humanitarian situation. 

The research described in this paper was conducted 

in the context of the HUMAN+1 project. In the 

HUMAN+ project, a real-time situational awareness 

system for efficient management of migration 

movements was developed. Besides the dwelling 

detection module, camera streams from cameras 

                                                           

 
1 https://giscience.zgis.at/human/ 

located at borders are analyzed, social media platforms 

are evaluated concerning migration movement and 

reports from operators in the field are collected and 

included in the situational awareness system. 

 

 
2. Methodology 

 
2.1. Dwelling Detection 

 

Due to the fact that individual humans cannot be 

seen on commercially available satellite images a 

method for extracting valuable information about 

humans from satellite imagery had to be defined. 

Dwelling Detection offers a fitting method. It is 

conducted on very high resolution (VHR) satellite 

images of refugee camps. Those satellite images are 

available as a result of regular satellite operations and 

recordings. Dwellings are counted and multiplied with 

an average, size-based factor of how many people live 

in one dwelling, giving an estimate over how many 

people may live in a camp. This information can be 

used in medium-term planning of humanitarian 

operations during migration situations. Reasons why 

these information are not available for humanitarian 

operators can be that camps are run by private 

companies [5], that camps do not develop as planned 

because of a rapid growth of inhabitants [6] or because 

camps are makeshift camps which are created 

arbitrarily, sometimes called jungles [5, 7]. 
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2.2. Deep Learning Object Detection 

 

Dwelling Detection is traditionally done by experts 

by hand, taking a lot of time which is not available in 

crisis situations. Recent advantages in image 

classification and object detection on images using 

Convolutional Neural Networks (CNN) allow first 

approaches to automate this task [8, 9]. A Faster  

R-CNN [10] offers a state-of-the-art CNN architecture 

for object detection to eventually develop a Dwelling 

Detection Workflow. To do so, a complete machine 

learning workflow (see Fig. 1) was created, following 

a framework of preparing input data, defining the 

expected output data and building a core network 

which constructs the intrinsic and natural relationship 

of the input-output pair [11]. 

 

 
 

Fig. 1. The machine learning workflow. 

 

The workflow consists of three main steps. In the 

first step, satellite images which are annotated by hand 

are used to prepare ground truth training data 

consisting of a train- and a validation-set. Those sets 

are used to train a Faster R-CNN. In the last step, the 

trained Faster R-CNN is used to analyze a new satellite 

image of a camp. The classifier outputs a dwelling 

count and a people estimate, a confidence value 

concerning the Faster R-CNN analysis and the 

processed input satellite image with found  

dwellings marked. 

 

 

2.3. Training Data Preparation 

 

The input data in a dwelling detection task is VHR 

satellite imagery of refugee camps identified at this 

point in time by a human being. In this work, images 

were taken from Google Earth (Google Inc.) as 

examples and due to the fact that free satellite images 

were not available. On those, the dwellings forming a 

camp have to be found by an object detection 

algorithm like Faster R-CNN and marked with a 

bounding box. 

A Faster R-CNN is trained using supervised 

learning. The ground truth data required to train the 

network consists of bounding boxes around each 

dwelling. Further, the size of the input images needs to 

be small enough to be efficiently handled by a Faster 

R-CNN. Therefore, the input satellite image is split up 

into 300 pixel × 300 pixel tiles. For speeding up the 

annotation process, a workflow building up on a 

seeded region growing algorithm [12], was developed 

(see Fig. 2). Each dwelling needs to be point-annotated 

by a human, then each annotation is used by the region 

growing algorithm as a seed to estimate the extent of 

one dwelling. The results of the region growing 

algorithm are then filtered to eliminate bad regions. 

Around each region, a bounding box is defined and 

stored in the MS COCO-annotation format [13]. 

 

 
 

Fig. 2. To create training data, the initial tile containing point annotations (a) is analyzed using a region fill algorithm (b), 

resulting in ground truth bounding boxes (c) around dwellings. 

 

 

2.4. Faster R-CNN Training 

 

Refugee settlements inhabit a huge degree of 

variety due to their characteristics discussed in  

Section 2.1. To achieve a network generalizing well, 

this variety has to be represented in the training data 

[8]. Therefore, annotations for the training set were 

made on satellite images of nine different refugee 

camps. The images have a huge variation in the 

landscape surrounding the camps, the organization 

form of the camps, the size of the camps and the quality 

of the images as a result of the recording distance from 

the satellite and the satellites optical sensors. On each 

image, annotations on the upper 50 % of the input 

image were added to the training set, annotations on 

the lower 50 % of the input image were added to the 

validation set. 
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For implementation and training of the Faster  

R-CNN an open source implementation was used2. A 

Faster R-CNN consists of a pre-trained backbone 

network for feature extraction, a Regional Proposal 

Network (RPN) for generating object proposals and a 

classification network outputting bounding boxes 

around found objects and a class vector for each 

bounding box. As a backbone, ResNet50 [14] was 

used. The network was trained on one GPU for  

36,000 iterations. 

 

 

2.5. Dwelling Detection Workflow 

 

To analyze a satellite image using the trained Faster 

R-CNN, a copy of the input image, which is cut in 

various 300 pixel × 300 pixel tiles to handle its size, is 

made. Each tile is analyzed separately. Found objects 

are accepted as a dwelling if their class security for 

being a dwelling is higher than a defined threshold. 

The Dwelling Detection workflow has two outputs: 

The first output is a copy of the input satellite image 

with all found dwellings marked with a bounding box 

(see Fig. 3). The second output consists of the number 

of found dwellings and the estimated number of 

inhabitants in a camp. The number of inhabitants is 

estimated with regard to the size of the found bounding 

boxes. Problematic is that the spatial resolution of one 

pixel can change from image to image and is not 

always known. Therefore, the estimation algorithm has 

to be independent of this information. This is achieved 

by assigning a fixed number of inhabitants to the 

smallest and the largest dwelling found by the Faster 

R-CNN. For the dwellings with sizes between those 

anchor points, the number of inhabitants in a tent is 

interpolated linearly. 

Further, a confidence metric indicating the 

certainty of the network about the results of the 

analysis is calculated. The metric is the ratio of the 

number of found objects Ocls ≥ 0.85 with a class security 

higher or equal than 0.85 divided by the number of 

objects Ocls ≥ 0.5 with a class security higher or equal 

than 0.5: 

 

 Confidence = 
Ocls ≥ 0.85 

Ocls ≥ 0.5

 (1) 

 

 

3. Results 
 

A complete machine learning workflow was 

implemented. For training data creation an annotation 

method using point annotations which are processed 

using a seeded region growing algorithm to generate 

ground-truth data was developed. This method allows 

creating a sufficient amount of ground-truth bounding 

boxes in a short amount of time. 

 

                                                           

 
2 https://github.com/facebookresearch/Detectron 

3.1. Machine Learning Results 

 

The Faster R-CNN was trained and tested on nine 

satellite images of refugee camps with different sizes 

from different parts of the world on different landforms 

and with varying image quality. On the validation set, 

comprising of ground truth data from all of the nine 

used satellite images, a mean Average Precision 

(mAP) of 68.2 % and a mean Average Recall (mAR) 

of 72.0 %, determined using the COCO detection 

evaluation metrics [15], was achieved. It can be 

concluded, that the network was able to construct the 

relationship between the input-satellite image and the 

dwellings appearing on the image. This holds true for 

the huge variety of camps the network was trained on. 
 

 

3.2. Dwelling Detection Results 
 

The trained Faster R-CNN finds objects on the 

analyzed image. To estimate the number of inhabitants 

in a camp the workflow described in Section 2.5, 

which is independent of the spatial resolution of the 

input satellite image and therefore works without 

image-specific configurations, is used. For the 

estimation, the number of inhabitants in the smallest 

dwelling was set to three and the number of inhabitants 

in the largest dwelling was set to twelve while the 

threshold for a found object being accepted as a 

dwelling was set to a class security of 0.85,  

following [9]. 

To evaluate the estimate numbers, real-world 

numbers of inhabitants for each camp, measured at 

around the time the satellite image was shot, were 

researched in newspaper articles. It has to be noted that 

these numbers are not official numbers and are 

therefore fuzzy. Further, the estimations are based on 

no concrete knowledge of an individual camp. 

Therefore the absolute numbers cannot be assumed as 

the real numbers but function as an early warning 

system, stating an order of magnitude of the number of 

inhabitants. 

Consequences from the result of the workflow have 

to be taken in accordance to the computed confidence 

metric and the visual output of the network. A look on 

the annotated satellite image produced by the 

workflow can give a first impression on how 

successful the analysis was. Further, the confidence 

metric makes a statement about how well the Faster  

R-CNN could work with the input image. A low 

confidence means, that there were a lot of objects the 

network didn’t discard in the first place, but is also not 

sure about the objects being a dwelling. In that case, it 

is recommended for humanitarian operators to gather 

more information from different sources concerning 

the camp and the area around it. A higher confidence 

indicates, that humanitarian operators can include the 

order of magnitude of displaced peoples in their 

medium-term planning. 
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4. Discussion 

 
The workflow was developed with the goal of fast 

applicability. This goal was reached successfully by 

using open software and data, speeding up the slow and 

cumbersome process of ground-truth generation and 

annotation and building convenient workarounds when 

information about the data was missing. Nevertheless, 

trade-offs between accuracy and applicability had  

to be made. 

 

 
 

Fig. 3. The output of the Faster R-CNN. The input satellite 

image of a refugee camp located in Idomeni (Greece) was 

analyzed. The red bounding boxes mark the dwellings found 

by the Faster R-CNN. 

 

The seeded region growing algorithm used for 

speeding up annotating ground truth data is rather 

simple. Plenty of improved image segmentation 

algorithms that are existing today [16] could improve 

the ground truth generation. A more accurate ground 

truth segmentation would also allow switching the 

deep learning architecture from a Faster R-CNN to a 

Mask R-CNN [17]. Mask R-CNN builds up on the 

Faster R-CNN architecture and allows image 

segmentation on top of object detection in images. 

Using segmentations of dwellings can yield more 

accurate estimates for the inhabitant estimation. 

Further accuracy can be achieved by using 

georeferenced satellite imagery where the spatial 

resolution of a pixel is known. Combining the extend 

or the footprint of a dwelling with the spatial resolution 

of a pixel allows to accurately determine the size of a 

dwelling which can be used for inhabitant estimation 

based on a parameter taking the actual size of a tent 

into account. 

If accuracy or fast applicability is more important 

is nevertheless context dependent. For operators 

managing one specific camp, more accurate results are 

essential. For humanitarian operators working on 

broader migration situations, fast information giving 

insights about the magnitude of the situation are 

important. In this context, the presented workflow is a 

good enhancement: Actual workflow results were 

presented in September 2019 to professionals in 

migration management like the Red Cross as part of an 

international exercise carried out in the HUMAN+ 

project. The additional information about people in the 

refugee camps generated through Dwelling Detection 

was appreciated unanimously. Though those 

professionals wanted to have absolute numbers, this is 

not doable due to the uncertainties described in this 

paper. The number of people in a refugee camp has to 

be seen in context with the confidence value generated. 

Those numbers have to combined and merged with 

other information gathered in the HUMAN+ project. 

Only then a meaningful picture of the situation can be 

achieved to help first responders to make the right 

decisions in crisis management and refugees to be 

taken care of. 

 

 

5. Conclusion 

 
A machine learning based dwelling detection 

classifier was built using modern object detection 

techniques, a classifier which yields results almost 

immediately helpful in humanitarian operations. An 

important step for doing so is the developed training 

data preparation workflow, which is fast and 

convenient for annotations. 

The workflow outputs results in the magnitude of 

the real numbers of inhabitants in a migrant camp. It 

works on the image without the need of adjustments by 

the user, thus generating rapid and useful information. 

The generated information are best combined with 

other information about the migration situation from 

different sources. The visual representation of the 

results with bounding boxes drawn on the input image 

as well as the calculated confidence factor increase the 

interpretability of the results. The results were deemed 

to be useful by experts in the field. 
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Summary: In general, diabetic destroys the small blood vessels in the retinal. This is called Diabetic retinopathy. It is causing 

blindness. The aim of this work is to test five thresholding methods for detection diabetic retinopathy. These methods will 

extract the blood vessels of the retina. 
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1. Introduction 
 

The body cells need the sugar to do their functions. 

Pancreas produces insulin to organize the sugar in the 

blood. If the pancreas does not produce enough insulin, 

or the cells do not respond to the insulin that is 

produced; the blood sugar will be increased causing 

diabetes. The world health organization declares that 

about 347 million of people suffer from diabetes 

worldwide [3, 4]. Usually diabetes increases the 

number of blood vessels in the retina; also it damages 

the old vessels. This is called diabetic retinopathy [1]. 

Early detection can decrease the risk of diabetic 

retinopathy and vision loss. Therefore, there is a need 

to improve computer-aided diagnosis (CAD) systems 

to help a clinician in his diagnosis for the diabetic 

retinopathy. 

In our work, we will apply five accurate 

thresholding methods. These methods will show the 

vessels of the retina in a clear way. All the blood 

vessels will be extracting from the retina images. 

This paper is presented as follows: Section 2 

presents the introduction of thresholding. Section 3 

describes the formulation. Section 4 shows the work of 

between class variance and all the methods that are 

depended on it. Section 5 presents the thresholding 

evaluation method. In section 6, the experimental 

results will be explained. Finally, Section 7 has the 

conclusion of the study. 
 

 

2. Thresholding 
 

Segmentation can solve many problems in pattern 

recognition and computer vision. In medical images, 

we suffer from high noise and low contrast between the 

blood vessels and the background [1, 3]. Therefore, 

one of the most effective used methods for segmenting 

images is thresholding. It is simple, but effective in 

isolation the objects from the background [7]. 

Fig. 1(a) displays the original image; (b) the 

histogram shows the threshold that isolates the blood 

vessels from the background; (c) the segmented image. 

 
 

Fig. 1. Image of the retina, (a) Original image,  

(b) histogram, (c) segmented image. 

 

Many researchers wrote in this subject. For 

example [2] (Mehmet Burak 2019) applied bottom hat 

filtering, [6] (Jiang K., Zhou Z., Wu H. and Geng X. 

2015) presented isotropic un decimated wavelet 

transform fuzzy to extract retinal blood vessel, [7] 

(Hassan G., El-Bendary N., Hassanian A.E., Fahmy 

A., and Snasel V., 2015) used mathematical 

morphology to show the blood vessels in the retina 

images [8] (Nogol Memari, Abd Ruhman Ramli and 

Mehrdad Moghbel) implemented matched filtering 

and fuzzy C means clustering to extract the vessels in 

the retinal images. In our work, we will split the blood 

vessels by increasing the separate factor between the 

classes. 

 

 

3. Formulation 

 
To analyze and study any image we have to realize 

that the image has a group of pixels known as ; for 

every image level there are a group of pixels denoted 

as . The total number of pixels is known as: 

 

 n =  (1) 

 

Gray level histogram is normalized as a probability 

distribution: 
 

  (2) 
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The gray level of an image is [0… L-1]. Gray level 

0 is the black while the gray level L-1 is the lightest. 

The probability of occurrence of the two classes 

can be known as the following: 

 

  (3) 

 

The mean and variance of the object and 

background are known as the following: 

 

 h(i), (4) 

 

 h(i) (5) 

 

Every image has a thresholding algorithm used to 

select an optimal threshold. The selected threshold will 

separate the object from the background. 

 

 

A. Between Class Variance (Otsu Method) 

 

It assumed the segmented image as two classes 

(background and object) or bimodal histogram. The 

optimal threshold should maximize inter-class 

variance [9]. 

 

 , (6) 

 

, (7) 

 

 , (8) 

 

 

B. Valley Emphasis Method 

 

A method succeeded in selected both big and tiny 

objects. The new method implements a new weight to 

ensure that the best threshold located at the deepest 

point between two peaks for (bimodal histogram), or at 

the bottom rim of a single peak for (unimodal 

histogram); also it should increase the variance 

between the classes to the maximum [10]. 

 

 
 = {(1– ( (t) (t)+  

        + (t) (t))} 
(9) 

 

 

C. Neighborhood Valley Emphasis Method 
 

This method calculates between class variance for 

both the threshold point and it’s neighbourhood. This 

method is used to obtain the best threshold for images 

have big diversity between object variance and 

background variance. The sum of neighborhood gray 

level value h (i) refers within the interval n = 2m + 1 

for gray level i, n refers to the number of 

neighborhood.  

If the image has one dimensional histogram hi the 

neighborhood gray value h (i) of the grey level i is as 

the following: 

 

 

 
(10) 

 

The method is as the following: 
 

  (11) 

 

In Eq. (12) the first group refers to the maximum 

weight of the valley point and its neighborhood, while 

the second the group refers to the maximum between 

class variance [11]. 

The best threshold is: 

 

 (12) 

 

 
D. Thresholding Based on Variance and Intensity  

     Contrast 

 
The best threshold is selected by the computing of 

the weighted sum of within class variance and the 

intensity contrast between the object and background. 

 

 (13) 

 
Within class variance  refers to the intensity 

of the object and background, and the intensity contrast 

 is no n as the different in mean’ 

intensities  them.  is a critical item in the 

method. It is a weight that calculates the contribution 

of (within class variance and the intensity contrast) in 

the method.  Within [0, 1). 

1)  = 0 decreases within class variance to the 

minimum. 

2)  = 1 increases the intensity contrast to the 

maximum. 

The best threshold will be selected by the intensity 

contrast [12]. 

The optimal threshold  is chosen by 

minimizing the following. 

 

  (14) 

 

 
E. Variance Discrepancy Method 

 
It used to threshold images have big variance 

discrepancy between the object and background. 

Variance discrepancy method used both class variance 

sum and variances discrepancy to determine the best 

threshold. 

 

 , (15) 
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where  =  and (t) 

or  is the measurement 

of variance discrepancy of the two classes (the object 

and background). While  are the 

standard deviation of them. In this method the smaller 

number of  means there is bigger variance 

disrepancy in the image α is an important item; it 

calculates the contributions of variance sum and 

variance discrepancy in the method. α values will be 

within the range [0,1]. If α is zero or near to zero the 

method will be depended on variance discrepancy, and 

the effect of variance sum will be so small. But if α is 

one or near to one the variance discrepancy method 

will be based on class variance sum. This leads the 

class variance discrepancy to have small effect [13]. 

The best threshold is determined by minimizing the 

new equation. 

 

   (16) 

 

 

4. Thresholding Evaluation Method 

 
The work of the thresholding method is very 

important. It based on the kind of the thresholding 

method and the type of image. In our study, we will 

implement evaluation metric (region non  

uniformity (NU)). 

 

 Region Non-Uniformity (NU) 

 

This method measures the ability to determine the 

different between the background and object in the 

segmented image. A good segmented image should 

have larger intra region uniformity, which is related to 

the similarity attribute about region element. In NU 

Equation (17):  refers to the variance of the 

image,  refers to the variance of the object.

. This refers to the probability of occurrence of 

the object. NU = zero refers to good segmented image, 

but NU = 1 means we have bad segmented image [15]. 

 

 NU =  (17) 

 

 

5. Gaussian Distribution 
 

Gaussian distribution is known as a continuous 

probability distribution. Its shape is focused in the 

center, and then it minimized on either side taking a 

shape like a bell. This kind of distribution is very 

simple analytically. Moreover, it is easy to implement 

mathematically. The equation is known as the 

following: 

 

 
 

(18) 

 

Π = 3.14; e = 2.71828. 

 

The following form describes the shape of 

Gaussian distribution. 

 

 

 
 

Fig. 2. Gaussian distribution. 

 

 

6. Experimental Results 
 

Commonly, for diagnosis diabetic retinopathy the 

clinician demonstrates that there are a large number of 

blood vessels in the retina and many damaged vessels. 

This means the disease is in the final stage. We made 

our test for huge number of retinal images; especially 

for people have diabetic retinopathy. Then as seen in 

Fig. 3(a-f); Fig. 3(b) Otsu method detects the blood 

vessels with optimal threshold T = 109. Fig. 3(c) valley 

emphasis method also isolates the blood vessels from 

the background with optimal threshold T = 125. As we 

see neighborhood valley emphasis method shows the 

blood vessels with optimal threshold T = 137. This 

method is the best in present all the blood vessels the 

damaged one and the new one. Variance and intensity 

contrast method gives bad results. The segmented 

image did not show all the blood vessels. It is threshold 

T = 203. Variance discrepancy method failed in 

extraction the blood vessels; it did not get all the  

details of the.  

Table 1 presents the outcomes of the five 

thresholding methods including the optimal threshold, 

region non uniformity. The best segmented image 

should have NU near to zero; and as we see the 

neighborhood valley method is the best in separate the 

blood vessels from the background with  

NU = 0.500064 threshold T = 137.  

 

 

7. Conclusion 
 

The Segmentation of the blood vessel of the retinal 

can play an important role in diagnosis the retinal 

disorders. Automatic thresholding is a well-known 

method in medical image segmentation. In our work 

we used five thresholding methods on a huge data of 

medical images. Then we found the methods showed 

the blood vessels in the retina, but one of them displays 

the blood vessels in a clear way. It is neighborhood 

valley emphasis method. It gave the good segmented 

image with small value of region non uniformity. 
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Table 1. Show the values of (T, NU) of the five 

thresholding methods in Fig. 3. 

 

 Example 

Otsu  

(Gaussian) 

T 109 

NU 0.730197 

Valley 

(Gaussian) 

T 125 

NU 0.660064 

Neighborhood valley 

(Gaussian) 

T 137, n = 3 

NU 0.500064 

Variance and 

intensity contrast 

(Gaussian) 

T 302 λ = 0.35 

NU 0.890364 

Variance discrepancy 

technique 

(Gaussian) 

T 189, α = 1 

NU 0.950779 

 

 

 
 

Fig. 3. Original (a), Otsu (b), Valley (c), Neiborhood (d), 

Variance (e), Discepency (f). 
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Summary: Heart ailments are an important major terminal illness in most parts of the planet. The acute limitation of no 

medical professionals, experts and shortage of machines and technology which can detect vital symptoms is a big challenge 

which is the prime reason of mortality and injury for a patient. So there is a requirement of intelligent and efficient model and 

technology which is able to lead early detection of heart disease stage. Here in the current article, a new experience-based 

system is proposed in order to predict heart diseases and heart attack stage detection using a modified logistic regression 

algorithm, and prediction techniques. The proposed algorithm used inverse regularization strength as an independent object 

that keeps the strength modification of Regularization. Various up-gradation are done in logistic regression to create the 

proposed model. The suggested method was tested on various public health care data sets. Results on those data sets [12] show 

that the suggested method extraordinarily improves the accuracy for the system for the prediction of disease. The results display 

that the mixture of enhanced logistic regression techniques with hyper parameter optimization and noise removal can be useful 

in disease prediction by using current medical data sets. The experience-based system can be useful health care professionals 

in the medical practice as an efficient method for analysis. 

 

Keywords: Machine learning, Classification, Cardio vascular, Logistic regression. 
 

 

1. Introduction 
 

The coronary disease is known as one of the major 

killers in the whole world, WHO declared that around 

31 % of the total world population died in 2015 which 

is going to be increased very rapidly in 2020. 

Approximately 20 million people die each year 

showing it is the strong reason for death in the world. 

Cardio Vascular Disease (CVD) is an illness that is 

caused mainly by blood vessels taking the blood, 

oxygen, etc. to the heart leading to the blockage in the 

vessels for various reasons. Coronary Heart Disease 

(CHD) or Coronary Artery Disease (CAD) is part of 

CVD which mainly caused by the veins which take 

blood and oxygen to the heart. These types of illnesses 

are known as lifestyle diseases such as diabetes, high 

blood pressure which is mainly caused by lifestyle 

changes in today’s fast-paced modern world. Another 

terminology is atherosclerosis which depicts the 

accumulation of fatty production on the border wall of 

arteries. Due to this, the amount of blood gets block 

throws the arteries, blocking smooth action of heart 

which ultimately causes angina or heart attack. Angina 

is usually known as angina pectoris is chest pain in the 

heart which typically starts with pain in the limbs then 

jaws and then ultimately in the heart. Some of the 

names heart attacks are myocardial infarction (MI), 

cardiac or myocardial infarction, and coronary 

thrombosis or occlusion. It occurs either when the 

arteries are torn apart or unable to take blood to the 

heart due to the narrowness of the arteries. A blood 

clot formed partially or completely during the repair 

of blood vessels which rupture reduces the blood flow 

to the heart muscles causing heart attacks [18]. Some 

pains which also radiate to the left are also one type of 

heart attack. Some of the causes for such kind of 

illness are the use of nicotine, family history, diabetes, 

high cholesterol, high blood pressure, older age, less 

physical activity or stress. Congestive heart failure is 

also known as a heart attack where both the side of the 

heart wall, valve and arteries are damaged and once it 

is damaged cannot be repaired due to such reason, the 

heart arteries get damaged on both part of the side and 

it is not able to supply the required amount of blood 

which is required by the heart which makes it a serious 

health concern for the person [9]. 

In another way, the chest trouble compared to a 

heart attack or different heart problem which may be 

denied by or amalgamated with one or more of the 

following symptoms: 

 Cool perspirations; 

 Brevity of inhalation; 

 Dizziness or faintness; 

 Queasiness or vomiting; 

 Uneasiness in the chest; 

 A pain which comes back after it goes down again 

and again; 

 The severe pain that spreads starting from hand to 

most part of the body. 

The heart became so weak that the heart was 

unable to pump the blood to the heart. Another type of 

heart disease is peripheral artery disease (PAD) which 

makes the side of arteries narrower of arms, legs, 

stomach, head, legs and stomach. Some other 

abnormalities are venous thrombosis which is the 
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clotting of blood in the vein, and aortic aneurysms 

which allow the artery to widen suddenly which is 

already weakened enough to do so [2, 3]. So from the 

above all the statistics we can safely conclude that it is 

very difficult to diagnose heart disease just from the 

visual perspective because it has many risk factors and 

usually the heart diseases or heart attack doesn’t come 

with prominent noticeable symptoms. Some important 

signs of the patient suffering in heart disease are 

triglyceride, cholesterol, diabetes, heartbeat, blood 

pressure and then measurement from ECG, EEG, 

EMG which are very important and represent an 

important role in diagnosing and detecting the stages 

of heart attack and whether in future the patient will 

suffer a cardiac arrest or not. Some devices like 

WBAN (Wireless body area network) are used for 

detecting such vital signs of the patient which is due to 

the advancement in wireless technology. These 

technologies used some very tiny chip or devices 

which the patient can wear most of the time and it will 

continuously sense the vital signs of the patient 

regularly and if there is any abnormality it can 

immediately inform the patient or the doctor or the 

relatives via the digital communication mode. 

In the proposed system the primary data set [12] 

contains 14 different health attributes of 108 and  

90 patients for training and testing purposes 

respectively and 2 features (patient_id and 

heart_disease_present) for predicting patient disease. 

Brief details of the features used in the data sets are 

as below: 

1. Age; 

2. Sex; 

3. Chest pain type; 

4. Blood Pressure; 

5. Cholesterol; 

6. Electrocardiogram Data; 

7. Heart Rate; 

8. Exercise related pain; 

9. Exercise after rest; 

10. Slope of exercise and work hours; 

11. Fluoroscope results of major veins; 

12. Thalesemia symptoms; 

13. Diagnosis of heart disease Value 0: < 50 % and 

Value1:> 50 % diameter narrowing. 

Originally, various ML algorithms are examined to 

understand what degree their forecast results estimated 

or enhanced upon the outcomes achieved in the initial 

Framingham model, a very significant cardiovascular 

hazard forecast reports from the purpose of design of 

clinical training. The reports are discussed in the 

forthcoming section of this paper. The proposed 

system is dependent on the cardiovascular situation of 

the patients, i.e., a time-dependent record of previous 

days. Although recently scholars have attempted to 

enhance upon the Framingham model’s imminent 

value, the centre of the existing research is completely 

procedural, considering the goal of examining the 

usefulness of ML patterns in well-being. Precisely, the 

prime purpose was to match in order to inner-city and 

correctness, numerous supervised Machine Learning 

algorithms tied to the forecast of medical situations, 

applying structured data; the trivial intention was to 

resemble the efficacy, usability, and outcomes attained 

employing two software instruments, Python 

(Programming Language) and Anaconda (IDE for ML  

development). 

The major benefactions of this paper are: An 

enhanced model is inducted in the paper for the need 

of a patient health attribute and machine learning 

process to detect and guess the cardiac diseases at a 

very premature stage. HSPUCD (Heart Stage 

Prediction Using Clinical Data) is judged by using 

actual life time-varying attributes or data. The 

proposed prediction system is very much useful for the 

medical professional to detect heart diseases. It is 

particularly influential in the sense that it helps the 

medical professional to make a correct prediction in 

terms of detecting the patient heart attack stage. If a 

medical professional is aware of the chances of the 

patient is going to suffer a heart attack than it is very 

easy for him/her to take necessary precautionary 

measures to avoid or minimize the loss in terms of 

death or any other physical disability. Its Detail 

working principle is discussed in the Methodology 

section of this paper. 

The experimental outcome shows the accuracy or 

correctness of the proposed prediction system 

comparing to the previously used models by a 

different researcher has a huge improvement with 82.5 

% accuracy [12]. 

The remaining section of the current article is 

modelled into various parts: Literature reviews are 

explained in Section 2. In Section 3 where the previous 

lessons have been evaluated. The suggested heart 

disease prediction system is delivered in Section 4. 

Results and discussions have been explained in  

Section 5. At last, the conclusion of this paper is 

discussed in Section 6. 

 

 

2. Related Work 
 

Extraordinary growth has been done in the way of 

various machine learning algorithms utilized to the 

rape tic data sets for exposing various disorders, e.g. 

disclosure of different kinds of cancer. The chief 

clinical systems for evaluation of heart illness involve 

an electrocardiogram (ECG) [26], echo cardiogram 

[27], cardiac computer-assisted tomography (CT) scan 

[28], Holter monitoring [29], cardiac magnetic 

resonance imaging (MRI) [30], blood tests [31], 

including cardiac categorization [32]. In this segment, 

heart-related research is appraised, with a centre on 

CAD, applying data mining and machine learning 

procedures. 

Sellappan Palaniappan et al. [33] suggested Naive 

Bayes, Neural Network, and also Decision Trees. 

Notwithstanding proper results, each procedure has its 

extremely personal character. Shrouded cases and 

relationships among them are employed to create this 

structure. It is simple to learn, expand able and 

automatic. Niti Guru et. al. [35] suggested the estimate 

of Blood Pressure, Sgar and Heart ailment including 
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the design of neural systems. The history of 13 fields 

in all was employed in the data set for fitting and 

measuring of data, the managed systems. Heon Gyu 

Lee et. al. [36] introduced a different method, to 

produce the several parametric components including 

through and nonlinear properties of HRV (Heart Rate 

Variability) rare classifiers for standard Bayesian 

Classifiers, CMAR (Classification dependent on 

Multiple Association Rules), C4.5 (Decision Tree) and 

SVM (Support Vector Machine) has been employed 

by them to assess the polluting impact of a section or 

faction of developing tuples [34]. Shu et al. [37] 

suggested foretelling heart disease (HD) practicing 

quantitative computer-assisted classical Chinese 

medication and representation-based approaches. The 

implemented classifiers (11 algorithms) were 

optimized utilizing the probabilistic collaborative 

representation-based passageway. Following utilizing 

to pre-processing including normalization and 

characteristic wrenching, the recommended practice 

was connected to a heart disorder data set utilizing four 

principal classifiers: SVM, KNN, PNN, and RBFNN. 

The outcomes symbolized that the evolutionary-neural 

practice with logistic regression had the biggest 

achievement with 90 % efficiency for a data set [12] 

with 17 classes. Alizadehsani et al. implemented 

various machine learning algorithms on CAD 

examination from 2012 to 2017 [38-40]. The most 

important efficiency achieved among all these 

investigations was 94.08 %, which was achieved by 

utilizing the Information Gain-SMO algorithm [41]. 

It has been shown that cognitive machine learning 

can be utilized for precise phenol typing of high 

volume electrocardiograph data sets. The machine 

learning algorithm is also applied to understand 

various features driving patient satisfaction. Our 

collective experience in large-scale, automated mining 

of EMR data suggests that such approaches are useful 

for both discovery research and the identification of 

actionable clinical parameters driving diseases or 

outcomes. In the course of a larger study, it will be 

important to evaluate the impact of glucose in different 

organs maintaining viscosity and oxygen flow to able 

to counteract Cardiac illness and also to predict it. 
 

 

3. Proposed Method 
 

3.1. Methodology 
 

Numerous thoughts on cardiovascular disease 

disclosure have been supervised using AI algorithms 

and various data sets [20, 21]. The contemporary 

investigation examines CAD (Coronary Artery 

Disease) apprehension practicing a different strategy. 

This division renders more aspects of the insinuated 

methodology. The explanation of the proposed system 

employed is bestowed beneath. It is perceived that 

though the proposed model has been examined 

depending on Correctness and F1-score metrics, we 

impersonated the best outcomes according to 

Correctness. To examine Heart Disease data [12], 

different AI algorithms were examined. The research 

focuses on one central area: optimization of the 

classifier. The foregoing methodology employed in 

the algorithm is beneficial for fore-telling heart disease 

by measuring the patient prevailing heart maladies and 

explaining it minutely to make the prognostication, so 

the recommended practice can be designated as Heart 

Stage Prediction Using Clinical Data (HSPUCD). 

 

 

3.2. Flow Diagram of Proposed Model 

 

A procedure flow diagram of the suggested process 

is shown below. 

 

 

 
Fig. 1. Flow chart of proposed algorithm. 

 

 

As explained above, pre-processing is utilized for 

both definite and digital properties with a 

normalization procedure. While choosing 

characteristic unnecessary samples were excluded. 

Therefore, parameters are linked to the feature 

modification including cross validation procedures. 

Hence, both cross-validation and convergence 

approaches were employed on the feature 

modification scene. Therefore to assess the 

achievement, two conventional metrics were adopted: 

Accuracy (ACC) and F-measure (F1-score) [23, 24]. 

 

 , (1) 

 

 
, 

(2) 

 
where N is the set no used in the cross-validation  

(i.e. scaled 100-fold cross-validation), TP is the True 

Positives units, TN is the True Negatives units, FP is 
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the False Positives units, FN is the False Negatives 

units, C expresses the abundance of sources. 
The recommended model has been strengthened 

by taking patient health histories obtained utilizing 

WBAM and machine learning technology to provide 

health practice to the people in common or disease 

tramped, who are under-going pain formed from the 

cardiac complications. In the aforementioned part, 

HSPUCD is discussed in detail. 

In HSPUCD, the health test studies of cardiac 

sufferers are split into several standards, which are 

scrutinized and treated using the earlier stated 

methodology as document review or record pre-

processing. Then those pre-processed report extricated 

from the data set [12] has been established within the 

earlier specified suggested prototype for extricating 

the analytical properties or specialties. This output 

info is utilized for decision-making arrangements for 

the foretelling heart attack scaffold of a cardiac 

patient. 

In the proposed model the hyper parameter of 

logistic regression is modified to make more efficient 

for prediction of heart disease, for better 

understanding below explanation is described. 

 

 

3.3. Over Fitting 

 

In the case of most of the previous models, they are 

usually trained on smaller data known as training data. 

The aim of those models is to calculate the result of 

each training example from the training data. 

Sometimes those models acquires signal as well as 

turbulence in the training data and notable to work on 

the data which it was not trained onto solve this, a 

penalty is applied to the training data equation. All 

entities are penalized excluding intercept so that 

pattern convinces the data and will not over fit. 

 

 
 

(3) 

 

As the complexity of training data is grows, a 

penalty will be applied for more important object. It 

will reduce the attention provided to more eminent 

object, and pattern will be produced for a less complex 

equalization. This penalty terminology can be 

explained as Regularization which is basically of two 

types L2 and L1. 

L2 regression sum squared magnitude as a penalty 

term coefficient derived to the cost function as per 

below figure. 

 

 

 

(4) 

 

Lasso Regression sums absolute value of 

magnitude as a penalty term coefficient derived to the 

cost function. 

 

 

(5) 

 

Eq. (5) is a L1Regression model, n is the Number 

of Samples, p is the Number of Independent Variables 

or Features, X is a Feature, Y is the Actual Target or 

Dependent Variable, f(x) is the Estimated Target, β is 

a Coefficient or Weight Corresponding to each Feature 

or Independent Var. 

Also in the previous models features and 

turbulence are determined as a part of training data to 

the degree that it influences wrongly to the 

achievement of the model on fresh data. That indicates 

the turbulence or irregular variations in the training 

data is selected up and studied as theories by  

those models. 

The difficulty is that these theories unfit for fresh 

data and influence negatively the capability of model's 

to generalize. So a penalty is induced for increasing 

the impact of the values of the parameter. So 

parameters are chosen in such a way which gives the 

data that suits best for the model. This way the error is 

reduced which is generated during the model 

prediction for the dependent variable. 

The problem comes when there are a lot of 

parameters/features but not too much data available 

for training purpose. So naturally the model will often 

tailor the parameter values to fits the data almost 

perfectly. However because those perfect fit data don't 

reappear in future, so the model predicts poorly. 

For the suggested model L2 remains practiced 

because by changing the state of Lambda under fitting 

or over fitting intricacy is resolved. L1 can be 

practiced if there are huge no of characteristics in the 

data set by flinching few significant features’ 

coefficients to nothing therefore, eliminating some 

feature. To accomplish Regularization, the proposed 

algorithm will transform the Cost function by totalling 

a penalty to RSS (sum of squared residuals). 

 

 
 

(6) 

 

Eq. (6) is a sum of squared residuals, yi is the ith 

value of the variable to be predicted,  is the 

predicted value of yi. 

By combining a penalty to the cost Function, the 

contents of the parameters would decline and therefore 

the over fitted model slowly begins to attend out 

depending on the extent of the penalty combined. 

The‘L2 Regularization’, sum up penalty equal to 

the square to the coefficients magnitude. Thus, it 

optimizes: 

 

 (7) 

 

Eq. (7) is a sum of squared residuals. 
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Here, α (alpha) is the tuning parameter which 

matches the quantity of importance given to reducing 

RSS vs reducing the whole of the square of 

coefficients. 

 

 

3.4. C (Inverse of Regularization Strength) 

 

A most useful parameter is chosen while preparing 

a model for the prediction purpose. Which means 

depreciating the failure within what the model foretells 

for the subordinate variable provided the data 

resembled what the subordinate variable is? The 

dilemma occurs if a data set has several parameters (a 

lot of autonomous variables) but no significant data. In 

this proposed solution, the pattern will usually tailor 

the parameter states to characteristics in the data which 

suggests it implements the data virtually flawlessly. 

Nevertheless, because these peculiarities don’t 

resemble in later training data of the proposed model, 

the chance that the proposed model will prophesy 

badly. To resolve this, also for overcoming the failure, 

in the proposed model a function is reduced that 

penalizes high contents to the parameters.  

Most regularly the function is λ*ϴj2 where  

θj = sum of squared values. 

The more substantial l is the less possible it is that 

the parameters will be raised in quantity simply to 

settle for tiny disorders in the data. Most of the cases, 

nevertheless, somewhat than designating l, researchers 

designate C = 1. 

As discussed previously, regularization is used as 

a penalty for reducing complexity and also for 

maximizing the regularization strength to penalize 

large weight coefficients, which is a goal of the 

proposed model. The escorts are given to reduce the 

loss function, i.e. to look out the for the feature weights 

which relate to the global cost minimum, this purpose 

lambda as a hyper parameter is used, to get hold of the 

regularization strength. That's why this article offers 

inverse regularization strength which is a key variable 

that holds intensity adjustment of Regularization by 

being inversely placed to the Lambda regulator 

ranging from 0.0001,001, 0.01, 0.1, 1, 10, 100,  

1000, 10000. 
 

 

4. Result 
 

4.1. Issues in Earlier Model 
 

Previous researcher has not much used logistic 

algorithm because: 

1. To avoid over fitting; 

2. Improper presentation of data where there is a 

requirement of presidential implication of the 

important independent variable; 

3. Outcome requirement is non categorical; 

4. Problem is non-linear. 

The first and second issue is solved by using proper 

pre-processing and regularization function by 

applying a penalty to cost function which is discussed 

in Section 3. 

In the proposed model categorical output is 

required so that the model can identify and represent 

different stages of heart disease and also most of the 

time the cardiac data is pre-processed and cleaned to 

make it linear separable. 

 

 

4.2. Advantages of the Proposed Algorithm 

 

Among most of the other algorithm (Gradient 

Boosting Classier, Decision Tree, Logistic 

Regression, Naive Bayes, Random Forest, Nearest 

Neighbours, Linear SVM, Neural Net etc.) Proposed 

algorithm works very well for the data set [12] mainly 

because: 

1. The data set, it can produce a discrete binary result 

within 0 and 1 for better prediction of heart disease 

present or not. 

2. It covers the connection among the subordinate 

variable and the one or more autonomous variables, by 

evaluating possibilities using its carrying own function 

3. The proposed algorithm has data set which doesn't 

require much of the computational resources, so it 

perfectly fits here [15, 16]. 

The advantages of these algorithms can be 

developed using optimization methods. So, an 

information normalization procedure [17-19] and pre-

processing approach were also carried out. From the 

above crucial points, it can be easily understood that 

the proposed model works perfectly fine for the data 

set and considering the complex nature of it and the 

environment where the prediction is done. 

 

 
4.3. Comparison with Other Algorithm 

 

Initially eight machine learning algorithms were 

tested against the data set [12] for finding out their 

performance. The result has been demonstrated using 

a small table below. 
 

 

Table 1. Performance Chart of ML algorithm  

for the data set [12]. 

 

S. 

No 
Classifier 

Training 

Score 
Testing Score 

Training 

Time 

1. 

Gradient 

Boosting 

Classier 

1 0.814815 0.576464 

2. Decision Tree 1 0814815 0.003336 

3. HSPUCD 0.880952 0.796296 0.017176 

4. Naïve Bayes 0.849206 0.796296 0.00537 

5. Random Forest 1 0.777778 1.120774 

6. 
Nearest 

Neighbors 
0.722222 0.62963 0.007363 

7. Linear SVM 1 0.462963 0.007136 

8. Neural Net 0.587302 0.444444 0.149942 



 

21 

The experiment has been applied to the data set 

[12]. This data set contains 14 features and  

108 records for training and 1 target features and  

108 records for target data set and 14 features and  

90 records for testing dataset. The training and test 

data set contains major feature like Age, Sex, Chest 

pain type, Blood Pressure, Cholesterol, 

Electrocardiographic Data, Heart Rate, Exercise-

related pain, Exercise after rest, Slope of exercise and 

work hours, Flurosopy results of major veins, 

Thalassemia symptoms, Diagnosis of heart disease 

(target label) and target data set have only two features 

patient id and heart disease present identifier. This data 

set is provided by the data-driven website for actually 

winning a competition for prediction heart disease 

which later on used by the various researchers because 

of its errorless and noise fewer data and very minimum 

pre-processing is required. 

 

 
 

Fig. 2. Count Plot graph for blood pressure with increasing 

level of exercise. 

 
It can be noted that the proposed algorithm training 

time is very less and but the training score is very high. 

On the contrary, other classification techniques can 

increase time but accuracy will be much more 

improved in the proposed algorithm. 

Nevertheless, Hybridization approach is required 

as the different algorithm has a different process to get 

the result of a particular problem and this approach 

take the strength of the entire algorithm and use it for 

finding the proper accuracy of a model. In the second 

phase of our model some analysis is executed which 

displays that though time performance will impact by 

using multiple classification techniques accuracy will 

be significantly improved. The model which we 

proposed can be used by the doctor and all types of 

medical professionals to detect heart disease diagnose 

them properly and possible cure them before and 

accidental death happens. A learner in all types of 

medical professionals can use this model to improve 

their detection skills and save patients' lives. 

The above graph (Fig. 2) shows the variation of 

propensity of thalasemia attack towards heart disease 

with the variation of the exercise. Thalassemia attack 

is at mild stage (normal) when a person is physically 

active, on the contrary, it changes from 

reversible(more prone to heart attack) to red (severe 

cardiac arrest) when the person has reduced his/her 

physical exercise which ultimately causes CVD 

(cardiovascular disease). 

 

 

5. Conclusion & Future Work 
 

The final results show that the proposed model 

obtains important results in the prediction of mortality 

and on the onset of cardiovascular diseases in cardiac 

patients. The different score developed and validated 

in the general population, and once validated in a 

wider context, will allow predicting the individual risk 

of mortality and/or CV (cardio vascular) events 

starting from a denied, minimal set of variables. 

Interestingly, the performance of our model was 

similar in a real setting (i.e. in models including only 

patients without missing data) and in databases with 

missing data recovered, thus demonstrating its 

robustness. Furthermore, our model was tested in a 

diverse data set [12], to compare the performance of 

the model in a different setting. Further analyses in 

different settings will allow us to implement to the 

general populations in which our model could be 

applied. 

The main strength of the study derives from the 

quality of datasets used to test the prediction models. 

The driven data set comes from a regional,  

well-consolidated registry, in which data quality check 

was extensively performed during the entire duration  

of the study. 

One limitation of the study is the observational 

design of the driven data dataset, which cannot 

exclude the presence of bias. Also, a large data set 

such as the driven data one showed a certain number 

of missing values, which could introduce a bias in our 

results. However, as previously reported, even when 

the model was tested in the data set after recovering 

missing data the performance remained virtually 

unchanged. 

Some of the limitations can be the involvement of 

only heart disease. Additionally, very less number of 

parameters is analyzed to analyze the heart disease. 

Nevertheless, the coming work of this article is to 

produce a composite classification design based on an 

added number of characteristics to distinguish heart 

disease more accurately. 
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Summary: Room acoustics simulations have been widely employed to test acoustic and speech signal processing algorithms 

and, more recently, they have also been used as a data augmentation technique for training machine learning systems which 

deal with acoustic signals. One of the most common Room Impulse Response (RIR) simulation algorithms is the Image Source 

Method (ISM), which allows us to get the Impulse Response between two points of a room as the sum of the reflections in its 

walls; however, the computational complexity of the ISM grows cubically with the length of the reverberation. We present a 

parallel implementation of the ISM that uses Graphic Processing Units (GPUs) to reduce the simulation time in more than a 

factor 100 compared with state of the art CPU libraries. We have also included our implementation in a Free and Open Source 

Python library. 

 

Keywords: Room impulse response (RIR), Image source method (ISM), Room acoustics, Graphic processing units (GPUs). 

 

 

1. Introduction 

 
Datasets of speech (and other acoustic signals) 

recorded in different and realistic acoustic conditions 

are hard to obtain, especially if we want to control the 

actual acoustic properties of the environment, such as 

the reverberation time, or we need to accurately label 

the position of the microphones and the sound sources. 

To deal with this problem, acoustic and speech 

algorithms have been traditionally tested using 

simulated environments [1]. Similarly, in order to train 

machine learning systems that use acoustic signals as 

inputs, simulated Room Impulse Responses (RIRs) are 

typically employed as data augmentation technique to 

make them more robust against reverberation effects 

[2]. This is a topic of increasing popularity due to the 

need for far-field speech recognition systems in home 

virtual assistants such as the smart speakers, but these 

applications require huge datasets which would need 

an unfeasible amount of time to be simulated. In 

addition, new Virtual or Augmented Reality 

applications also could benefit from fast RIR 

simulations, allowing us to simulate room acoustics in 

real time. 

In this paper, we present a new implementation of 

the well-known Image Source Method (ISM) that 

parallelizes most of the computations of the original 

algorithm to be able to exploit the computing power of 

Graphics Processing Unites (GPUs). Using this 

implementation, we are able to simulate more than one 

thousand times more RIRs per second than other state 

of the art implementations. The reminder of this 

document is structured as follows: Section 2 reviews 

the original ISM and some of the improvements that 

have been proposed in the past years and that we have 

included in our implementation, we explain our GPU 

implementation in Section 3, Sections 4 and 5 present 

the Free and Open Source Python library that we made 

to encapsulate this implementation and the results we 

obtained with it, and finally, Section 6 concludes  

the paper. 

2. The Image Source Method (ISM) 
 

The image source method [3] is one of the most 

common techniques employed for RIR simulation 

since it models the delay and the amplitude of each 

wall reflection with high accuracy and allows us to 

modify several parameters such as the position of the 

sound source and the receiver, the size of the room, or 

the absorption coefficients of the walls (and therefore 

the reverberation time). It models each wall reflection 

as an equivalent (image) source and computes the RIR 

as the sum of all of them: 

 

ℎ(𝑡)  =  ∑ ∑ ∑ 𝐴𝑖𝑗𝑘𝛿(𝑡 − 𝜏𝑖𝑗𝑘)
𝑁𝑧
𝑘 = 1

𝑁𝑦

𝑗 = 1

𝑁𝑥
𝑖 = 1 , (1) 

 

where ℎ(𝑡) is the simulated RIR, 𝑁𝑥, 𝑁𝑦, and 𝑁𝑧 are 

the number of images to compute in each dimmension 

and 𝐴𝑖𝑗𝑘 and 𝜏𝑖𝑗𝑘 are the amplitude and the delay with 

which each one of these sources arrives to the receiver. 

In order to compute 𝐴𝑖𝑗𝑘 and 𝜏𝑖𝑗𝑘, we model each 

image source as specular reflections of the original 

sound source in each wall; see Fig. 1 for an example 

simplified to 2D. 

For a desired RIR length, we need to include all the 

image sources whose contribution arrives in the 

desired reverberation time. The number of sources to 

compute for each dimension is proportional to the 

length of the RIR and, consequently, for the simulation 

of a 3D room, the whole number of image sources 

grows cubically. Several techniques have been 

proposed to reduce the complexity of the ISM and to 

improve its accuracy, but it is still too slow for some 

applications, such as modeling a moving sound source 

recorded with a microphone array. 

We have included in our implementation some of 

these proposals. For example, we use negative 

reflection coefficients [4] in order to avoid low 

frequency artefacts and the need for a high-pass filter. 

Since we are simulating a sampled RIR and the values 

of 𝜏𝑖𝑗𝑘 will not be multiples of the sampling period, we 



 

25 

use, as proposed in [5], windowed sinc functions 

instead of deltas in (1) to model the fractional delays 

of each image source: 

 

𝛿′(𝑡) = 

=  {

1

2
(1 + cos (

2𝜋𝑡

𝑇𝜔

)) sinc(𝜋𝑓𝑠𝑡) 

0 

 𝑖𝑓
−𝑇𝜔

2
< 𝑡 <

−𝑇𝜔

2
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

, (2) 

 

where 𝑇𝜔 is the window length (typically about 4 ms), 

𝑓𝑠 is the sampling frequency and the sinc function is 

defined as sinc(𝑥)  =  sin(𝑥) 𝑥⁄ . Using this technique 

instead of rounding 𝜏𝑖𝑗𝑘 to the nearest sample highly 

increases the accuracy of the simulations, but also has 

a huge impact on the computational cost of the 

algorithm due to the high number of nonlinear 

operations that we need to compute. 

 

 
 

Fig. 1. Example of image sources for a two dimensional 

room. The red square and the blue dot represents the receiver 

and the source and the blue circumferences represents  

the image sources. The solid green line represents one  

of the multiple reflection paths and the dashed green line  

the direct path of the equivalent image source. 

 

 

In addition, in order to reduce the number of 

images that need to be computed, we included the 

option of modeling the last part of the RIR as a noise 

tail with the proper energy envelope as proposed in 

[6]. However, for the sake of computational 

efficiency, we replaced the power envelope model 

employed in [6] by an exponential envelope following 

the popular Sabine formula [7]. 

 

 

3. Parallel GPU Implementation 
 

In order to reduce the simulation times, we propose 

a parallel CUDA implementation which runs in 

Graphics Processing Units (GPUs). It allows us to 

parallelize the computation of the contribution of each 

image source and also the simulation of several RIRs. 

To the best of our knowledge, only [8] propose to 

implement the ISM in GPUs. Unfortunately, they did 

not provide the code of their implementation and they 

used an overlap-add strategy with atomic operations to 

combine the contributions of each image source, 

which strongly reduces the level of parallelism. Our 

implementation has a higher degree of parallelism, 

which allows us to achieve higher speed-ups with 

cheaper GPUs and, more importantly, we publish it 

under an open-source license. 

Table 1 shows the kernels in which our 

implementation is divided: calcAmpTau_kernel 

computes the amplitude and the delay with which the 

contribution of each image source arrives at the 

receiver, generateRIR_kernel computes the sinc 

of each image source contribution and 

reduceRIR_kernel perform the sum of every 

contribution to get the RIR. Finally, 

envPred_kernel predicts the power envelope that 

the late reverberation of the RIR is going to follow, 

generate_seed_pseudo and gen_sequenced are 

cuRAND functions that we use to generate a random 

noise and then diffRev_kernel transform this 

uniform distributed noise to a logistic distributed one 

[6] and apply the predicted power envelope. 
 

 

Table 1. CUDA kernels. 

 
Kernel name Time (%) 

calcAmpTau_kernel 0.68 

generateRIR_kernel 90.34 

reduceRIR_kernel 1.07 

envPred_kernel 0.03 

generate_seed_pseudo 7.78 

gen_sequenced 0.01 

diffRev_kernel 0.01 

 

 

Most parts of the ISM algorithm are quite 

straightforward to parallelize since the computations 

for each image source are independent of each other. 

The most complex part is the sum of the sinc functions 

generated by each source to the final RIRs since a 

direct parallelization would lead to several threads 

writing in the same memory position. To avoid this 

issue, we use reduceRIR_kernel recursively to 

pairwise sum the contribution of each group of images 

until we get the final RIRs. 

Parallelizing the computation of several RIRs is 

also straightforward, but we restricted it to work only 

with RIRs from the same room. We did this due to the 

fact that we need to use the same number of image 

sources for all the RIRs in the batch, and using the 

worst case scenario (higher reverberation and smaller 

room) would be inefficient. 

As an example, Table 1 shows the time employed 

in each kernel to compute a standard case of 6 RIRs 

with T60 = 1 s with an NVidia GTX 980Ti. We can see 

how the main bottleneck is at 

generateRIR_kernel, which contains the sinc 

calculations. This also happens in the CPU 

implementations, but by using GPUs we can perform 

many sinc computations in parallel. 

Refer to [9] for more information about the parallel 

implementation of each kernel. 
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4. Python Library 
 

We have encapsulated the CUDA implementation 

in a Free and Open Source Python library, so it can be 

used to simulate RIRs without needing any knowledge 

of CUDA programming. It is available in our GitHub 

page (https://github.com/DavidDiazGuerra/gpuRIR) 

and can be installed using the Python package  

manager pip. 

 

 
(a) 

 

 
(b) 

 

Fig. 2. Runtime of each library for computing (a) different 

numbers of RIRs in a room with size 3×4×2.5 m  

and T60 = 0.7 s and (b) 128 RIRs with different reverberation 

times. The solid lines were obtained using an NVidia GTX 

980Ti GPU, the dashed with an NVidia Tesla P100  

and the dotted with an NVidia Tesla V100. 

 

The library provides a function to simulate RIRs 

tacking as input parameters the size of the room, the 

absorption coefficients of the walls, the positions of 

the source and the receivers, the number of images to 

simulate in each dimension, and the duration of the 

RIR. This function is able to simulate in parallel 

several RIRs for different source and receiver 

positions in the same room. 

We also included a function to perform the 

convolution of an audio signal with the RIRs in GPU. 

If several source positions are provided, the function 

interprets it as the trajectory points of a moving sound 

source and uses the overlap-add method to simulate 

the movement. 

In addition to the GPU simulation function, we 

included some useful functions to compute the 

absorption coefficients needed to match the desired 

reverberation time for a given room dimensions or to 

get the number of images that need to be simulated to 

avoid losing accuracy in the simulation. Due to the low 

computational cost of these functions, we 

implemented them in plain python without any use of 

the GPU. 

 

 

5. Results 
 

We conducted several simulations to compare the 

performance of our library with other state of the art 

CPU libraries that are commonly used by the signal 

processing and the machine learning communities. 

Specifically, we used the Matlab library presented in 

[6] and the Python library presented in [10]. It is worth 

saying that the Python library does not implement the 

diffuse model of the late reverberation so, for a fair 

comparison with it, we must compute the full RIR 

using the ISM. For a fairer comparison, we also 

replaced the power envelope model of the original 

Matlab library by an exponential power envelope like 

the one used in our library. 

The simulations with the sequential libraries and 

the ones with the NVidia GTX 980Ti (solid line in  

Fig. 1) were performed in a computer with an Intel 

Core i7-6700 CPU and 16 GB of RAM, while the 

simulations with the NVidia Tesla P100 (dashed line) 

and the Tesla V100 (dotted lines) were performed in a 

n1-highmem-4 instance in the Google Cloud Platform 

with 4 virtual CPUs cores and 26 GB of RAM. 

As we can see in Fig. 2, our implementation is 

about two orders of magnitude faster than CPU 

libraries even with a 5 years old gaming GPU like the 

NVidia GTX 980 Ti and, using more modern GPUs 

such as the Tesla V100, we can increase even more the 

number of RIRs simulated per second. Simulating 

large reverberation times using only the ISM without 

any kind of diffuse reverberation model is not feasible 

in CPU, but with our library, we get results in GPU 

similar to the ones obtained by using diffuse models  

in CPU. 

Since we are not including any new modification 

in the ISM that has not been previously studied in the 

literature, we did not perform any simulation 

campaign to analyze the acoustical accuracy of our 

implementation, but we checked it against the other 

CPU libraries to confirm that it had not any bug. 

 

 

5. Conclusions 
 

We have presented a new GPU implementation of 

the ISM that can simulate more than 100 times more 
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RIRs per second than other state of the art CPU 

libraries and we have included this implementation in 

a Free and Open Source Python library so anyone can 

use it without the need of any knowledge about GPU 

programming. This library might be extremely useful 

for applications that need a huge number of acoustic 

simulations, such as training far-field speech 

recognition systems, or for real-time acoustic 

simulations in Virtual or Augmented Reality 

applications. 
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Summary: Face shape classification is a vital process to choose an appropriate eyelashes, hairstyle and facial makeup, and 

section of a suitable glasses’ frames according to the guidelines from experts. Measuring face characteristics by experts 

manually costs time and efforts. Therefore, developing automated face shape identification system could alleviate the need for 

additional time and efforts made by experts. This paper presents a deep convolutional neural network method (CNN) approach 

for classifying face shape into five types. The proposed method which is based on merging the features learnt by CNN with 

hand crafted features has proven to be efficient in identification of facial shape. The obtained results demonstrate that the 

proposed method is promising in identifying the shape of face by achieving accuracy of 81.1 % and suggest further 

improvements to address the limitations of data. 

 

Keywords: Face shape, Convolutional neural networks, Cosmetics, Hand-crafted features, Engineered features. 

 

 

1. Introduction 
 

Identifying of person’s face shape plays important 

role in recommending the suitable hairstyle, eyelashes, 

makeup, and glasses by fashion stylists. The process of 

determining facial shape manually by beauty experts 

can be carried out in several stages such as capturing 

pictures, outlining the face, measuring the width and 

length of the face, jaw, forehead, cheekbones, and 

finally determination the face shape. According to the 

beauty experts, the face shape can be recognised as five 

categories: oval, square, round, oblong, and  

heart shapes. 

With a noticeable growth of computer aided design 

systems, automation of the process of face 

classification based on image processing and computer 

vision strategies can help in decreasing time and efforts 

achieved by experts. In the literature, many automated 

face shape classification systems were presented. 

Many published face classification methods consider 

extracting the face features manually then passing 

them for a classifier for classification. Others use 

features extracted automatically by convolutional 

neural networks. 

Face shape classification is challenging task due to 

the complexity of face and the variations in the 

rotation, size, illumination, age and expressions. 

Furthermore, the existence of face occlusion like hats 

and glasses also adds difficulties to the classification 

process. Therefore, the existing face classification 

systems require more efforts for achieving a better 

performance. In this work, we propose deep learning-

based approach for automated face shape classification 

into heart, oblong, oval, round, and square. The 

developed method combines the features engineered 

manually such as histogram of oriented gradients 

(HOG) and facial landmarks with the features 

extracted automatically by convolutional neural 

network to identify the face shape. 

 

 

2. Materials and Method 

 
A publicly available dataset has been used in this 

work [1]. This database comprises of 500 female 

celebrity images which has been labelled into five face 

shapes namely heart, oval, oblong, square and round. 

The block diagram of proposed framework shown in 

Fig. 1 includes three main stages which can be 

explained as follows. 

 

 
 

Fig. 1. Block Diagram of proposed face shape classification system. 
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2.1. Face Detection and Cropping 
 

In this stage of face shape classification 

framework, face is detected and cropped from an 

image. The face detection is carried out using a widely 

applied face detection model trained on histogram of 

oriented gradients (HOG) features with Linear Support 

Vector Machine model [2]. The dataset used for 

training, consists of 2825 images which are obtained 

from LFW dataset. 
 

 

2.2. Landmark Detection and Alignment 
 

In this stage, the detected and cropped face is 

aligned by firstly detecting the face landmarks  

(68 landmarks) by ensemble of regression tree method 

(ERT) [3] then use them to align the faces. Face 

alignment is a form of data normalisation. The face 

alignment is similar to feature vectors normalisation 

done via scaling to unit norm or zero centring prior to 

learning a machine learning algorithm. It is common to 

align the faces in dataset before training a face 

recogniser. The detected facial landmarks coordinates 

(68 landmarks) help to align the faces by making all 

faces in the dataset centred in the image, scaled such 

that the size of the faces is almost identical, and rotated 

such that the eyes locate on a horizontal line (the face 

is rotated such that the eyes locate along the same  

y-axis). ERT for landmark detection is trained on 

300W dataset which contains more than 4000 in the 

wild images. 
 

 

2.3. Classification by Inception Convolutional  

       Neural Network 
 

In the last stage, the aligned images are split into  

80 % training and 20 % testing. The training images 

are fed to the pre-trained Inception V3 convolutional 

neural network [4] along with HOG features and 

landmarks to classify face shape into five classes. To 

train the networks, stochastic gradient descent SGD 

with the momentum optimisation algorithm is used 

with learning rate of 0.016 and momentum parameter 

0.95. The dense layers of pre-trained Inception 

network are trained with 200 epochs. 
 

 

3. Results and Discussions 
 

The obtained results from developed system are 

shown in Table 1. From the table, it can be noticed that 

face shape classification using features extracted by 

CNN, CNN features combined with HOG features, 

CNN features combined with face landmarks, CNN 

features combined with HOG and face landmarks 

achieve accuracy of 75.2 %, 76.9 %, 78.2 %, and  

81.1 %, respectively. 

The obtained results reveal that combining hand 

crafted features with automatically extracted features 

can improve the overall performance of the face shape 

classification system. It also shows that our approach 

outperforms the other methods in the literature. Author 

in [1], who developed system based on features 

extracted automatically, reported accuracy of 84.4 % 

on the same data that we used for training and testing. 

However, he tested his method on the all data including 

data used for training which results in overfitting. 

Furthermore, testing on the data used for training is not 

an indicator for the system performance. In our system, 

80 % of data was used for training while the remaining 

20 % of unseen data was used for testing. 

Finally, it is worth mentioning that the results 

obtained from our proposed system require more 

improvement. This is due to the small number of 

training and testing images used to train and test the 

model which are only 500 labelled images. It also 

needs more verification for the generalisation 

capabilities of the proposed system when it comes to 

test images outside this dataset. Therefore, we are 

aiming to increase the labelled data and consider 

building learning system which is able to classify face 

shape effectively. 
 

 

Table 1. The performance of proposed method compared  

to methods in literature. 

 
Method Acc. Dataset 

Inception V3[1] 84.4 % 500 images [1] 

Region Similarity, Correlation 

and Fractal Dimensions 
80 % 

Caltech 450 

Cuhk 260 

Lfw 200 

Active Appearance Model 

(AAM), segmentation, and 

SVM 

72 % 1000 image 

Hybrid approach VGG and 

SVM 
70.3 % 500 images 

3D data and SVM 73.68 % 209 3D image 

Geometric features 80 % 400 images 

Probability Neural Network 

and Invariant Moments. 
80 % 120 images 

Inception3 CNN 75.2 % 

500 images 
Inception3 CNN+HOG 76.9 % 

Inception3 CNN+LMs 78.2 % 

Inception3 CNN+HOG+LMs 81.1 % 

 

 

4. Conclusions 
 

In this paper, a framework for face shape 

classification has been presented and evaluated. The 

proposed method has proven that merging the features 

extracted manually with features learned by CNN can 

boost the classification performance. The results 

obtained from the proposed model comparing to the 

existing method proved the efficiency of presented 

system for face shape classification. This work can be 

extended, and results can be improved by providing 

more labelled data for study as well as testing more 

handcrafted features and more complicated CNN 

architectures. 
 

 

References 
 

[1]. A. E. Tio, Face shape classification using inception v3, 

ArXiv, arXiv:1911.07916, 2019 



2nd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2020),  

18 - 20 November 2020, Berlin, Germany 

30 

[2]. N. Dalal, B. Triggs, Histograms of oriented gradients 

for human detection”, in Proceedings of the 

International Conference on Computer Vision & 

Pattern Recognition (CVPR'05), Vol. 1, 2005,  

pp. 886-893. 

[3]. V. Kazemi, J. Sullivan, One millisecond face 

alignment with an ensemble of regression trees, in 

Proceedings of the IEEE Conference on Computer 

Vision and Pattern Recognition (CVPR’14), 2014,  

pp. 1867-1874. 

[4]. C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens,  

Z. Wojna, Rethinking the inception architecture for 

computer vision, in Proceedings of the IEEE 

Conference on Computer Vision and Pattern 

Recognition (CVPR’16), 2016, pp. 2818-2826. 

 



 

31 

(013) 

 

The Strategy of Service Recommendation to Bank Customers  

Using Machine Learning Algorithm 
 

A. Sharifihosseini  
Department of Mathematics and Computer Scince, Leipzig University, Germany 

E-mail: farhang@sharifi.ws 

 

 

Summary: Bank are trying to digitalizing their business process and tend to use recent cutting-edge technology in online 

business models. The main core of bank business involve customer relations management resulting in decision-making for 

customer investment. In recent years, use of recommender systems has changed into an indispensable part of customer-oriented 

organizations including bank. Bank try to introduce their services and products to their customers, thereby extracting the 

customers who can potentially use the recommendations. Use of machine learning in recommender systems results in enhanced 

accuracy recommendation and thus increased application. In this paper, a method is used based on matrix factorization, which 

is one of the best algorithm in collaborative filtering method. The initial data are in the form of a customer-service interaction 

matrix developed through RFM (one of the marketing methods for determining the customer significance) via clustering 

method. The method utilized Regularized General Singular Value Decomposition solution for recommendation. 

 

Keywords: Recommender systems, Electronic banking, RGSVD, Collaborative filtering, Machine learning. 

 

 

1. Introduction 
 

Recommender systems are a group of machine 

learning algorithms dealing with offering a proper 

product to users [1]. Recommender systems are crucial 

for some industries, as they can both generate a lot of 

revenue and create a competitive environment. Since 

the 1990s, electronic banking as a product distribution 

channel has created the greatest potential for financial 

institutions. Most banks and financial institutions are 

now offering their customers access to many services 

through this [2]. 

Due to the spread of information technology, many 

banks are facing enormous amounts of accumulated 

data. Analyzing this data can help managers make the 

right marketing decisions [3]. One of the areas of 

computer science that can support banking innovation 

is the recommendation system [4]. 

Since banks provide customers with a variety of 

services, it is difficult for customers to choose a 

service. Therefore, a system that can help customers 

refine information is essential 

The main paradigms of machine learning in 

recommender systems include collaborative filtering 

and content based [5]. In CF, algorithms such as  

user-based CF, item-based CF and matrix factorization 

are used [5, 6]. In this paper, one of the MF-based 

methods is described. 

In MF-based methods, which are a model-based 

method [7, 8], a sparse user-product interaction matrix 

is divided into two smaller and dense matrices known 

as user and product specific matrices. Through their 

multiplication by a smaller dimensional space, the 

values of user-product interactions are reproduced [9]. 

In this text, user is same as customer, while product is 

bank services, whereby regularized generalized 

singular value decomposition is used. It deals with the 

recommendation through a gradient descent based 

classical approach [10]. This recommendation is 

indeed introduction of a service of a product to the 

customers of that product. 

 

 

2. The Data Set 

 
The data utilized in this research include customers 

applying the services of the mobile-based product of 

one of the private banks in Iran. The Services of this 

product include charging, paying bills, tracking  

bills, etc. 

Meanwhile, other data are also used in this paper 

including the customers of this mobile product who 

use other terminals to utilize similar services. To create 

the customer-service matrix in each group of data, a 

marketing technique (RFM) and K-means clustering 

are used. 

The author intends to use the two data to 

recommend services that the customer has not yet used 

on this mobile-based product. Information on 

successful customer transactions is: customer mobile 

number, customer number, type of service (these 

include: charging, bill payment, bill tracking, etc.), 

amount, transaction date 

 

 

3. The Proposed Algorithm 
 

CF problem in this method is defined as follow: a 

set of customers of mobile-based product C  and a set 

of services on this product T . The priorities of 

customers with regards to services are represented as 

matrix W  with T C  dimensions, in which the 

row vector represents the services and every column 

vector denotes a special customer. Meanwhile, this 
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method also benefits from other data including set of 

customers C  and set of similar services of this 

product utilized in other terminals B ; the priorities of 

customers in using the services is represented as matrix 

A  with B C  dimension. If iw  and ia  

represent the available data in matrices W  and A . 

The goal is to create an exploratory estimator, 

which is recommender; it can estimate the missing 

raings with minimum cumulative error based on 

available ratings in the Train Set. 

As with SVD and GSVD method, the goal of 

RGSVD method is to create a low rank matrix from 

matrices of W and A . The first step of this algorithm 

is performing the following calculation: 

A
Y

W

 
  
 

 and we assume the rank(Y ) = c . The 

orthogonal matrics 
t tV   and 

b bU  , a 

nonsongular matrix 
c cX  , where: 
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1 2A U Q W V Q     , (1) 

 

1
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2

t c   are diagonal matrices, 

define as follows: 
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21 2min{ , }1 ... 0t c     . Thus, 

2 2

2 1 1 1,...,min{ , }j j forj t c    . 

1

2

j

j

j







 is the generalized singular values of 

 ,A W  pair. Thus, for prediction through RGSVD 

method for customer i  and service j , the following 

steps are taken: 
 

 T

ij i ja u q , (3) 

 

where iu  and 
jq  are k -dimensional vector 

parameters. The thk  layer of parameters of all vectors 

of iu  and 
jq  is called the thk  feature. 

Generally, parameters are estimated through 

minimization of the Regularized Squared Error (RSE) 

on test set (ts) as well as gradient descent method via 

regularization and determining the stop point. 

Hence, the goal is a proper estimation of 

parameters U  and Q .RSE calculation is as follows: 
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where .  is the standard Euclidean norm and   

shows the Tikhonov regularization coefficient used for 

preventing overfitting. To obtain the local minimum of 

the above equation, SGD method is used, which 

improves through creating a loop for all variables 

present in the test set and altering the involved 

parameters against the gradient direction (slope). 

Considering the method used for updating the feature 

matrices here, the values of U  and Q  are initialized 

with the same values obtained from matrix A  

factorization, which are updated simultaneously. 
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where   coefficient is called learning rate. 

The training process is iterated several times. In 

this method, typically several training epochs are 

required so that the model would converge. The 

number of epochs is usually dependent on the value of 

  and   as well as the trainset data. 

The linear bias 
jbu  and ibp  are trained alongside 

the missing features iu  and 
jq , where the general 

average avg  is estimated by the average of the 

available data of the trainset. The average is generally 

affected by the available statistical data. 

It is generally proven that Regularized Matrix 

Factorization methods are highly accurate and 

scalable. But since this method is part of batch learning 

methods, it essentially requires batch processing based 

on the fixed training dataset. 

Therefore, it is recommended that the customer-

service set is not variable and as soon as the rating 

dataset is expanded, the only way to discover new 

patterns from the new dataset is to rebuild the entire 

recommender system. 
 

 

4. The Experimental Results 
 

4.1. Evaluation Metric 
 

Cross-validation is used to validate the model as 

well as convert the data into two categories of testing 

and training for validation. Recommendation model 

tries to predict the ratings of test set using the training 

data. 

In the K-fold cross validation, which is K = 5 in 

this study, the data are randomly used as a test set and 
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the rest as a training set. This process is repeated with 

K and the prediction model is evaluated. 

In recommender systems, the prediction accuracy is 

calculated using Root Mean Square Error criterion 

[11]: 

 

 

 
2

,

( ) | |bc bc

b c ts

RMSE a a 


  , (6) 

 

where bca  represent the real rating and bca  shows the 

predicted rating and   denotes the set for data 

validation. 
In general, the evaluation process is schematically 

described in Table 1. 

 

 
Table 1. K-Fold Cross Validation Description. 

 

K-Fold CV: 

This approach involves randomly dividing the set of 

observations into k groups, or folds, of approximately 

equal size. 

1. The first fold is treated as a validation set,  

and the method is fit on the remaining k – 1 folds. 

2. The root mean squared error, RMSE, is then 

computed on the observations in the held-out fold. 

3. This procedure is repeated k times: 

– Each time, a different group of observations is 

treated as a validation set. 

– This process results in k estimates of the test 

error, RMSE, …, RMSEk. 

 

4. The k-fold CV estimate is computed by 

averaging these values: 

( )

1

1 k

k i

i

CV RMSE
K 

   

 

 

4.2. Results 

 

As discussed in the previous sections, the RGSVD 

method uses two matrices to propose, while the model 

is trained alternatively in different steps. One of the 

marketing techniques (RFM) and K means clustering 

is used to form the customer-service interaction matrix 

in each data set. The author intends to use the two data 

to recommend services that the customer has not yet 

used on this mobile-based product. 

Implementation of RGSVD algorithm on the data 

that categorized into training and test sets on 5-fold 

cross validation method show in Table 2. 

In the implementation of RGSVD algorithm, 

matrix cutting dimensions are 2, learning rate 0.0001, 

Tikhonov coefficient 0.00002 and iterative algorithm 

for convergence 100 times. The results show that the 

least error occurred in fold-2. The RMSE error for the 

RGSVD method is 0.79. 

Comparison of proposed algorithm with SVD and 

GSVD method per different fold shows in Fig. 1. 

Table 2. The Result of RGSVD Algorithm. 

 

Fold RMSE 

1 1.11 

2 0.79 

3 1.15 

4 0.96 

5 0.96 

 

 

The X-axis represents Fold 1-5 and the Y-axis 

represents the RMSE error value for each algorithm. In 

general, RGSVD method is better than GSVD and 

SVD method. The lowest error in all three algorithms 

occurred in Fold-2 and the RMSE for RGSVD is 0.79, 

GSVD is 1.048 and SVD is 2.41. 

 

 
 

Fig. 1. Comparison of GSVD, RGSVD and SVD. 

 

 

Table 3 compares the proposed algorithms in this 

study with two methods proposed in the collaborative 

refinement algorithm [12, 13] (user-based 

collaborative filtering, item-based collaborative 

filtering). 

 

 
Table 3. Comparison of RGSVD Technique  

with User-based Collaborative Filtering  

and Item-based Collaborative Filtering. 

 
Method RMSE 

RGSVD 0.788 

User based CF algorithm 1.1213 

Item based CF algorithm 1.1396 

 
 

5. Conclusions 
 

Recommender systems are an essential component 

of many industries and have recently attached a great 

deal of attention. In this paper, a well-known method 

in collaborative filtering called matrix factorization 

was investigated. RGSVD method was used for 

recommending the services of the bank mobile based 

product to customers. 

This algorithm is model-based and one of the 

dimensionality reduction methods. The starting point 

in the RGSVD algorithm is the rating matrix. The rows 

of this matrix are the customers and the columns of 

those services. The columns with value indicate the 
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customer interest rate and of a service using a mobile 

based product, and Missing Value means that we do 

not know whether the customer is willing to use that 

service on a mobile based product. 

The RGSVD method uses two rating matrices to 

predict the rating and estimate the missing values in the 

data. In addition, this method uses the SGD method for 

model convergence and error reduction. The 

implementation steps of the algorithm are such that the 

process of executing it is repeated alternatively to 

reduce the prediction error and to provide an accurate 

estimation of the data values. 

The error value obtained from this method 

indicated that this algorithm enjoys a good accuracy 

for recommendation; it had lower error values 

compared to SVD, GSVD and the traditional methods 

of collaborative filtering techniques such as the item-

based method and the user-based method. 
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Summary: One goal of our on-going PreGIS project is to assess car parking occupancy predictions using several supervised 

learning models. A dataset related to this prediction problem has been collected from sensors located in the city of Geneva 

(Switzerland). In this work, we focus on special ensembles of neural networks trained on data predictions by bagging. A 

remarkable characteristic of our trained ensembles is that their predictions can be explained by means of propositional rules. 

We have accurately predicted car parking occupancy up to one hour in the future; the closer the prediction the better the results. 

Specifically, for a 30 minutes prediction in the future the predictive accuracy reaches an average of 87.6 %. 

 

Keywords: Ensembles, Prediction, Rule extraction, Transparent models, Supervised learning. 
 

 

1. Introduction 

 
In many cities, the imbalance between limited 

supply and growing demand for parking zones poses 

enormous problems, such as traffic growth. Increasing 

the number of on-street parking areas is often 

unworkable. Cities therefore should optimize 

operations of existing places by improving their 

management. 

Car parking occupancy prediction is at the core of 

intelligent services, such as predictive visualization of 

parking occupancy, intelligent control routing and 

dynamic price adjustment. The goal of our on-going 

PreGIS project is to assess car parking prediction by 

several supervised learning models. The prediction 

area is the city of Geneva in Switzerland. We collected 

a dataset there with the use of sensors that detect 

metallic bodies of vehicles. Here, we focus on 

ensembles of neural networks trained with temporal 

series of car parking occupancy rates that can be 

explained by propositional rules. On one hand, the 

prediction response explanation is useful to make 

decisions at the managerial level. On the other hand, it 

is also possible to provide users with a confidence 

measure of the activated rules. 

 

 

1.1. Related Work 
 

Statistical learning models were used to predict the 

occupancy rate of car parking. Dan described one of 

the first attempts to use statistical learning for this type 

of problem [3]. His approach is based on the use of 

cameras. He used support vector machines (SVMs) on 

characteristic color vectors to distinguish between  

car-occupied and unoccupied regions. 

Zheng et al. used public historical data that have 

been learned from three models: decision trees, neural 

networks and SVMs [6]. Their results show that 

decision trees using time attributes (hours and days of 

the week) work better than the other two models. In 

[5], a sensor network is segmented into four different 

areas. Then, neural networks were developed for each 

region. More precisely, multi-layer, genetically 

optimized Perceptrons have accurately predicted car 

parking occupancy up to one hour in the future, using 

only the time data from the last five minutes. Their 

results showed that the short-term prediction of 

available places is reliable. In [4], six models were 

compared for predicting the car parking occupancy 

rate in the city of Birmingham. The authors argue that 

there was no better model among those studied. 

 

 

2. Experiments 
 

In our current work, we use ensembles of 

Discretized Interpretable Multi Layer Perceptrons 

(DIMLPs) to generate symbolic rules from ensembles 

of 25 DIMLPs trained by Bagging, as in [1]. We 

performed the experiments in two parts. In the first 

one, we have embraced the view of the manager who 

may be interested in offering reduced prices to 

customers when occupancy rate predictions yield low 

values. In the second part, we have adopted the 

customer’s interest to know whether in the near future 

she will be able to park her car. 

 

 

2.1. Dataset Description 

 

Very low power sensors developed by IEM Ltd. 

gathered our dataset. Each sensor detects the car 

metallic body. In the current study, we focus on a 

particular parking area including 50 sensors. Each data 

of our dataset includes a temporal series of 30 inputs, 

with each input representing parking occupancy rate 

every two minutes. Furthermore, we added to each 

input vector the occupancy rate observed one and two 

weeks earlier. The intuitive reason is that the 

prediction at the current time could correspond to that 

of one or two weeks earlier. The whole dataset includes 
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159046 samples collected in 2018 in the city of 

Geneva. We defined three prediction problems:  

14 minutes in the future; 30 minutes; and 60 minutes. 

With the first prediction problem (14 min. in the 

future), we generated a training set including the first 

139883 samples, the last 19163 samples representing a 

testing set. A very similar number of samples is 

assigned in the other two prediction problems. For each 

problem and for each model we performed ten trials, 

the provided results being based on their average. 

 

 

2.2. Neural Network Architecture 

 

DIMLP differs from a standard Multi Layer 

Perceptron in the number of connections between the 

input layer and the first hidden layer. Specifically, a 

hidden neuron receives only a connection from an 

input neuron and the bias neuron [1]. All layers above 

the first hidden layer are fully connected. This special 

architecture allows us to precisely determining 

discriminatory boundaries corresponding to  

axis-parallel hyperplanes. 

Usually, we define DIMLP architectures with two 

hidden layers, the size of the first hidden layer being 

the same as the input layer. The number of neurons in 

the input layer is 35, with 30 neurons representing the 

temporal series of the occupation rate, and the other 

neurons indicating the prediction one week and two 

weeks before the current prediction. 

For the second hidden layer, in order to avoid 

overtraining, the number of neurons is chosen so that 

the total number of connections is less than the number 

of training samples. Specifically, for this layer we 

defined 40 neurons. Finally, the output layer size is two 

for a problem with two classes and three for three 

classes (see below). 

We trained ensembles of DIMLPs by bagging [2], 

which is based on resampling techniques. Specifically, 

assuming a training set of size p, bagging selects for 

each classifier included in an ensemble p samples 

drawn with replacement from the original training set. 

Note that those samples left out represent a subset of 

the training set that is used to avoid over-training. In 

practice, as soon as the sum squared error starts to 

increase on this subset the training phase is stopped. 

Finally, each DIMLP is trained by back-propagation 

with default parameters. Specifically, the learning 

parameter is equal to 0.1 and the momentum is  

equal to 0.6. 

 

 

2.3. Predictions for the Manager 

 

We defined a prediction problem of three classes. 

In the first class, the occupancy rate is between 0 % 

and 60 %. The second class lies between 60 % and  

90 % and the last deals with the interval between 90 % 

and 100 %. Experiments being based on ten trials, 

Table 1 illustrates the obtained average predictive 

accuracy (Acc. on the testing set), average fidelity (Fid. 

on the testing set), which is the degree of matching 

between extracted rules classifications and ensembles 

responses [1], and average number of extracted rules 

(#Rules). Note that the proportion of the dominant class 

on the testing set is 55.5 %. 

 

 
Table 1. Average predictive accuracy of the rules, fidelity 

and average number of rules obtained  

by DIMLP ensembles. 

 
 Acc. Fid. #Rules 

14 (min.) 87.4 % 99.7 % 816.5 

30 (min.) 84.0 % 99.6 % 932.0 

60 (min.) 80.2 % 99.5 % 1073.3 

 

Table 2 shows in the first column the predictive 

accuracy provided by an intuitive decision rule 

yielding the same classification a week earlier at the 

same time. Then follows the predictive accuracies 

provided by the K-nearest neighbor classifier with  

K = 1 and K = 20. 

 

 
Table 2. Average predictive accuracies obtained  

by a simple classification rule and K-nearest neighbor 

classifiers with K = 1 and K = 20. 

 

 Naive K-NN (1) K-NN (20) 

14 (min.) 76.5 % 83.5 % 86.1 % 

30 (min.) 76.5 % 79.0 % 83.1 % 

60 (min.) 76.5 % 75.2 % 78.5 % 

 

Tables 3, 4, and 5 present the average confusion 

matrices of the three prediction problems. 

 
Table 3. Average confusion matrix obtained by DIMLP 

ensembles for 14 min. predictions. 

 
 True 0-60 True 60-90 True 90-100 

Ens. 0-60 10343.2 300.9 0 

Ens. 60-90 292.8 7473.6 1414.9 

Ens. 90-100 0 1032.5 3345.1 

 
Table 4. Average confusion matrix obtained by DIMLP 

ensembles for 30 min. predictions. 

 
 True 0-60 True 60-90 True 90-100 

Ens. 0-60 10229.1 390.1 0 

Ens. 60-90 406.9 7340.1 2007.1 

Ens. 90-100 0 1068.8 2752.9 

 
Table 5. Average confusion matrix obtained by DIMLP 

ensembles for 60 min. predictions. 

 
 True 0-60 True 60-90 True 90-100 

Ens. 0-60 10074.6 537.4 5.2 

Ens. 60-90 561.4 7448.1 2881.4 

Ens. 90-100 0 798.5 1873.4 

 

 

2.4. Predictions for the Customer 

 

We defined a prediction problem of two classes. 

The positive class is defined with an occupancy rate 
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between 0 % and 90 %, while the negative class is 

defined with an occupancy rate between 90 % and  

100 %. The proportion of the negative class is equal to 

12.2 % in the training set, while it is 20.6 % in the 

testing set. Table 6 and Table 7 provide similar results 

with respect to the first two tables. 

 

 
Table 6. Average predictive accuracy of the rules, fidelity 

and average number of rules obtained  

by DIMLP ensembles. 

 
 Acc. Fid. #Rules 

14 (min.) 90.1 % 99.6 % 675.0 

30 (min.) 87.6 % 99.5 % 805.3 

60 (min.) 84.9 % 99.6 % 679.7 

 

 
Table 7. Average predictive accuracies obtained  

by a simple naïve classification rule and K-nearest neighbor 

classifiers with K = 1 and K = 20. 

 

 Naive K-NN (1) K-NN (20) 

14 (min.) 81.8 % 86.3 % 88.9 % 

30 (min.) 81.8 % 83.6 % 83.7 % 

60 (min.) 81.8 % 81.5 % 83.1 % 

 

Tables 8, 9, and 10 present the average confusion 

matrices for the three prediction problems. 

 

 
Table 8. Average confusion matrix obtained by DIMLP 

ensembles for 14 min. predictions. 

 
 True Pos. Cls True Neg. Cls. 

Ens. Pos. Cls. 14377.1 1071.6 

Ens. Neg. Cls. 832.9 2881.4 

 

 
Table 9. Average confusion matrix obtained by DIMLP 

ensembles for 30 min. predictions. 

 
 True Pos. Cls True Neg. Cls. 

Ens. Pos. Cls. 14348.4 1529.7 

Ens. Neg. Cls. 853.6 2423.3 

 

 
Table 10. Average confusion matrix obtained by DIMLP 

ensembles for 60 min. predictions. 

 
 True Pos. Cls True Neg. Cls. 

Ens. Pos. Cls. 14437.5 2151.5 

Ens. Neg. Cls. 749.5 1801.5 

 

Fig. 1 illustrates the averaged Receiver Operating 

Characteristic (ROC) curves for the three prediction 

problems. Finally, Table 11 shows the Area Under 

Curve (AUC) measure, the optimal False Positive Rate 

(FPR) and the optimal True Positive Rate (TPR) 

determined from the ROCs. 

 
 

Fig. 1. Average ROC curves obtained  

on the prediction problems. 

 

 

Table 11. AUC, optimal FPR and optimal TPR obtained 

from the ROC curves. 

 
 AUC FPR TPR 

14 min. 95.6 % 28.8 % 95.1 % 

30 min. 93.6 % 31.0 % 92.5 % 

60 min. 91.1 % 43.1 % 92.6 % 

 

 

2.5. Examples of Extracted Rules 

 

Fig. 2 shows the characteristics of the first twenty 

rules extracted from a DIMLP ensemble that predicts 

car parking occupancy (cf. Section 2.4). From left to 

right we have: the rule number; the number of covered 

examples in the testing set; the number of correctly 

classified examples; the number of wrongly classified 

examples; and the accuracy of the rule on the  

testing set. 

 

 

 
 

Fig. 2. Characteristics of the first twenty rules extracted 

from a DIMLP ensemble. 

 

The first rule of the positive class appears at rank 

80. Fig. 3 shows the characteristics of several rules 

belonging to the positive class. 
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Fig. 3. Characteristics of a number of rules belonging  

to the negative class. 

 

Fig. 4 depicts the first five rules. Symbol x30 

designates the actual occupancy rate, while x1 

corresponds to the occupancy rate 58 minutes earlier. 

For each condition in a rule between round 

parentheses, we have a logical “and”. 

 

 
 

Fig. 4. Examples of positive rules. 

 

Fig. 5 illustrates five positive rules among the rules 

with highest support in this class. Note that x35 

represents the occupancy rate at the same time as x30, 

but one week earlier. 

 

 

3. Conclusions 
 

In the on-going PreGIS project, we assessed the 

accuracy of DIMLP ensembles. We have accurately 

predicted car parking occupancy up to one hour in the 

future. The closer the prediction the better the results. 

Specifically, for a prediction of 14 minutes in the 

future the average true positive rate is equal to 95.1 %, 

with the average true negative rate being equal to  

71.2 %. This is encouraging, especially by considering 

that the number of samples will increase. Furthermore, 

by examining the extracted rules, we noticed that an 

attribute representing the occupancy rate at the time of 

the prediction, but exactly one week earlier, appears in 

many rules. In the future we will compare the current 

results with those provided by deep learning models, 

such as LSTM (Long Short Term Memory). 

 

 

 
 

Fig. 5. Examples of negative rules. 
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Summary: In the paper the one-dimensional numerical modelling of heat transfer in thin metal films irradiated by ultra-short 

laser pulses is considered. In the mathematical description the relaxation times and the boundary conditions for phonons and 

electrons are given as interval numbers. The direct problem has been solved by means of the interval lattice Boltzmann method 

using the rules of directed interval arithmetic, while at the stage of the inverse problem solution, the evolutionary algorithm is 

applied. In the final part of the paper the examples of numerical computations are presented. 

 

Keywords: Interval Boltzmann transport equation, Interval lattice Boltzmann method, Directed interval arithmetic, 

Evolutionary algorithm, Inverse problem. 

 

 

1. Introduction 

 
Heat transfer problems in thin metal films 

irradiated by the ultra-short laser pulses frequently 

encountered in many fields of technical engineering 

are usually described by means of govering equations 

for phonons and electrons with deterministic 

thermophysical parameters [1, 2]. However, in most 

cases, the values of these parameters cannot be defined 

precisely, and in such cases it is convenient to define 

these parameters as intervals numbers. The direct 

problem has been solved using the interval lattice 

Boltzmann method assuming the interval relaxation 

times and the interval boundary conditions [3, 4]. 

The inverse problem discussed in this paper 

consists of the three parameters identification, in 

particular the peak power intensity of the laser pulse, 

absorption coefficient and the laser pulse parameter 

occurring in the source term in the energy equation. 

The task formulated in this way is solved using the 

evolutionary algorithm (EA) [5, 6]. 
 

 

2. Interval Boltzmann Transport Equation 
 

The interval Boltzmann transport equations for the 

coupled problem with two relaxation times can be 

written in the following form 
 

 0

k k k

k k k

k

e e e
e Q
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v , (1) 

 

where k = ‘e’ or ‘ph’ corresponds to the successive 

energy carriers as electrons or phonons, ,e phe e  are the 

interval values of carrier energy densities, 0 0,e phe e  are 

the interval equilibrium carrier energy densities and 

,e ph   are the interval relaxation times, 
eQ  is the 

interval electron energy source and 
phQ  is the interval 

phonon energy source defined as 
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where Q is the external source associated with the 

laser irradiation 
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while G is the electron-phonon coupling factor which 

characterizes the energy exchange between electrons 

and phonons,  and e phT T  are the interval temperature 

values of electrons and phonons. 

 

 

3. Inverse Problem 

 
The aim of investigations is to determine the peak 

power intensity of the laser pulse I0, absorption 

coefficient  and laser pulse parameter , see Eq. (3). 

The functional (fitness function) S is defined as 

follows 
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where f

kT  are the temperatures at the internal control 

points, resulting from the numerical solution of the 

direct problem for assumed values of I0,  and , in  

turn the f

dkT  are the ‘postulated’ temperatures, K is 

a number of internal nodes, F is a number of time 
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steps. The minimum of functional (4) is found using 

the evolutionary algorithm (using floating point 

coding). It is an algorithm belonging to the group of 

artificial intelligence methods, which does not require 

the analysis of the impact of design variables on the 

identification criterion, and allows one to obtain an 

optimal solution with a low risk of error. 

In Table 1, the parameters of evolutionary 

algorithm used in computations are collected. 

 

 
Table 1. Evolutionary algorithm parameters. 

 
EA parameter Value 

Number of generations 150 

Number of chromosomes 75 

Probability of uniform mutation 15 % 

Probability of nonuniform mutation 30 % 

Probability of arithmetic crossover 40 % 

Probability of cloning 100 % 

 

 

4. Results of Computations 

 
As a numerical example of the direct problem, the 

heat transport in a gold thin film of the thickness 

200 nm has been analysed. The following interval 

input data with the 5 % perturbation have been 

introduced: boundary temperature at non-irradiated 

edge  285, 315 K,bT  relaxation times for phonons 

and for electrons:  0.76, 0.84 psph   and 

 0.038, 0.042 ps e
. The other adequate laser 

properties are defined in Table 2 (cf. exact value). 

Solution of direct problem is presented in Fig. 1. 

 

 

 
 

Fig. 1. Solution of the direct problem (1: x = 0, 2: x = L/2). 

 

 

To solve the inverse problem, the evolutionary 

algorithm has been used. The solutions is presented  

in Table 2. 

 

Table 2. Results of computations using the EA. 
 

Design 

variable 

Exact 

value 

Found 

value 

Error 

% 

Fitness 

function 

value 
I0, (W/m2) 

, (1/m) 

, (1/s) 

21013 

7.55107 

0.51013 

2.111013 

7.87107 

0.5531013 

5.5 

4.24 

10.6 
1.173101 

 

5. Conclusions 
 

The main goal of the direct problem solution is to 

obtain the interval temperatures in thin metal film 

assuming the interval values of the relaxation times 

and the boundary conditions. The inverse problem is to 

identify the three laser parameters occurring in the 

external source function. The application of EA for the 

solutions of identification problems is (from the 

numerical point of view) essentially time-consuming. 

The reduction of the identification time can be 

obtained by the computations parallelizing. Summing 

up, the solution of the inverse problem discussed in this 

paper is very satisfactory. 
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Summary: This article proposes a new approach to use artificial neural networks for increasing the accuracy of industrial 

robots. A large part of the error in a robot path origins in simplifications in the formulation of the robot’s inverse kinematics. 

Theses simplifications are necessary to allow an analytical solution, which is needed to enable real-time calculations of the 

inverse kinematics. To overcome this limitation an artificial neural network is used to model the deviation between the 

simplified analytically solution and experimental data. It is shown, that small feed-forward networks are capable of modelling 

the path deviation between the setpoint and real path measurements with 6 % accuracy. Thus, the applicability of artificial 

neural networks to increase the accuracy of industrial robots is demonstrated. 

 

Keywords: Robot calibration, Feed forward, Inverse kinematics, Deep learning, Modelling, Mechanical systems, Real time. 

 

 

1. Introduction 

 
In robotics there is a big discrepancy between 

repeatability and accuracy. Accuracy describes the 

difference between the robot’s set point and the real 

position of the robots Tool Center Point (TCP). The 

repeatability is defined as the difference between the 

average path and the maximum path deviation in  

30 path iteration [1]. 

Commonly robots show very good repeatability 

and poor accuracy. As an example, the robot used in 

this study has a guaranteed repeatability of 60 µm, 

whereas literature shows that robot accuracies are 

generally in the range of 1 to 2 cm [2]. 

Further analysis shows that the poor accuracy is 

mainly caused by two effects. Since robots are long 

and slender structures, they are prone to bending. The 

bending is caused by the robots own weight, process 

loads and thermal expansion. The second source of 

errors is the simplification in the calculation of the 

robots inverse kinematic. The kinematic of robots is 

highly nonlinear [3]. Since robot kinematics have to be 

calculated in real-time, only modelling approaches 

with very short computation time are feasible. Thereby 

the modelling approaches are usually limited to 

modeling approaches with analytical solutions. 

These and more effects, which cause path deviation 

in robotics, are well studied in the field of robot 

calibration. But the approaches to encounter theses 

effects commonly suffer from two problems. One is the 

use of differential or even nonlinear equations which 

leads to long computation time, the other is a 

complicated experimental setup to find parameters for 

the models. 

This study proposes a way of robots calibration 

facilitating Artificial Neural Network (ANN). It is 

shown, that feed-forward networks can be used to 

calculate the inverse kinematic of robotic systems [3]. 

Since it is barely possible to change the inverse 

kinematics in commercial available industrial robots, 

this study proposes a new method to compensate 

modelling errors with minimal changes in the robot’s 

software architecture through ANN. 

 

 

2. Concept 

 
The overall concept is best explained using a 

control loop like representation of the robot as shown 

in Fig. 1. The operating principle of current robotics is 

shown in blue. The Cartesian path setpoint is defined 

by the robot’s programmer and calculated from the 

Cartesian space to axis angles using inverse 

kinematics. The calculated angles are then used to 

move the robot’s joints accordingly, resulting in a 

robot position due to the physical kinematics. 

 

 

 
 

Fig. 1. Industrial mobile robot used in this paper  

with Etalon LaserTRACER measurement system. 
 

 

In order to minimize the changes in the robot’s 

software, no changes will be made to the inverse 

kinematics and the robot’s kinematic control. Instead, 



2nd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2020),  

18 - 20 November 2020, Berlin, Germany 

42 

an ANN, depicted in green in Fig. 2, compensates for 

the errors in the Cartesian space before the calculation 

of the inverse kinematics. This approach has two main 

advantages. Compared to changing the whole inverse 

kinematics of existing commercial robots, it is possible 

to use interfaces provided by the robot’s manufacturer 

for sensor guided movements. Furthermore, this 

approach possesses a significantly lower safety risk. 

Considering the fact that neural networks can show 

unexpected behavior, the presented approach offers the 

possibility to limit the correction to a couple of 

Millimeters, thus prohibiting large unexpected robot 

movements. 

 

 
 

Fig. 2. Robot architecture described as control loop with proposed artificial neural network. 

 

In order to train the neural network, a path sensor 

is used to provide the training data. Since the sensor is 

only needed for training, the ANN training can be done 

in the factory before the installation of the industrial 

robot. Hence, the cost per robot will be much cheaper 

than using a sensor for path control. 
 

 

3. Experimental Setup and Data Processing 
 

The experimental setup consists of a Kuka KMR 

Quantec KR150 mobile robot and an Etalon 

LaserTRACER Measuring system (see Fig. 2). The 

measuring system is capable to measure the position of 

the robots tool-center-point with accuracies up to  

10 µm [4]. Both systems are connected with a 

programmable logic controller (PLC). This setup 

allows saving both the robot’s set point and the 

measured position in real-time. 

Unfortunately the robot uses a different sampling 

time than the PLC and the measuring system. The latter 

two use sampling times of 1 ms, while the robot has 

slightly varying sampling times around 50 ms (see  

Fig. 3). This leads to high noise when calculating the 

path error as the difference of set point and 

measurement. Therefore all the data acquired from the 

robots is interpolated quadratic within the robot’s 

sampling intervals to simulate a higher sampling 

frequency of the robot. 

 

 

 
 

Fig. 3. Sampled Raw Data. 

 

One of the later discussed ANN needs the robot’s 

velocity and acceleration as input. These values are 

acquired through differentiation of the robot’s pose. To 

reduce noise, a Butterworth low pass filter was applied. 

 

 

4. Robot Moments for Training 
 

In order to train an ANN, which is able to model 

the robot comprehensively, the robot movement used 

for training has to contain various paths within the 

whole workspace at different speeds and accelerations. 

Since these requirements will lead to an enormous 

measurement and training time, and since the main 

goal of this paper is also to provide a proof of concept 

and an outline for further work, a certain simplification 

was made in the path definition for the training data. 

First of all the orientation, maximum speed and 

maximum acceleration of the TCP are kept constant 

and low level throughout the whole measurements. In 
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order to define a subsection of the workspace, the ISO 

9283 is used. The ISO suggests defining a cube with 

one meter length in a place where the robot does most 

of its work. Therefore, a position in front of the robot 

was chosen as the center of the cube. The path of the 

robot consists of 100 randomly chosen points within 

this cube. These points are interconnected with 

movements along straight lines. Because it is common 

to approximate sharp edges in robotics to avoid 

excitation by high accelerations, the standard 

approximation setting of the Kuka robot was used. 

Since the approximation is done in path planning, the 

measured setpoints already contain the 

approximations. 

 

 

 
 

Fig. 4. Randomly generated path for training and schematic representation of the robot. 

 

5. Design of the Artificial Neural Network 
 

The primary goal of the neuronal network design is 

to minimize the number of layers and neurons. This is 

a requirement for the long-term goal of this work, 

which consists of the implementation of the neuronal 

network on a PLC to perform real-time robot path 

adjustments. 

As shown in Fig. 2, the ANN is intended to model 

the deviation of the robot position based on the values 

of the robot controller. In a first attempt, a data set 

containing only the target position as input and the path 

deviation as output is used. The training experiments 

of an ANN using this dataset showed poor 

performance in modelling and predicting the path 

deviations. 

Our investigation revealed that the reasons for the 

bad modelling performance are dynamic forces and the 

resulting deflection of the robot’s structure. 

This effect becomes even more apparent with 

increasing the speed of the robot. Therefore, it is 

evident that the dynamic behaviour of the robot has a 

large influence on the robot’s path deviations. 

Unlike a simple feed-forward approach, handling 

of time series and sequential data usually requires a 

recurrent network or long-term short-term memory 

(LSTM) network architecture [5]. This type of ANN 

poses a very challenging task with respect to the 

implementation on a PLC. 

The training data for the ANN is therefore extended 

by dynamic and time-related data sets in place of using 

an LSTM Network. For this purpose, an investigation 

with two datasets and two neural network architectures 

is conducted. 

The dataset for the first network contains the 

robot’s position, velocity and acceleration. As shown 

in Fig. 5, it contains an input layer with 9 neurons and 

linear activation function. The first input layer is 

followed by two hidden dense layers with 30 neurons 

each and bias neurons in the first hidden layer. The 

neurons in the hidden layers have ReLu activation 

functions. For the prediction of the robot path error in 

x-, y- and z-direction the output layer contains  

3 neurons, with linear activation functions. 

 

 
 

Fig. 5. Network 1 works with dynamic input variables  

of the target position, velocity and acceleration  

at the respective time step. It is assembled of an input layer 

with 9 neurons, followed by two dense layers  

with 30 neurons each and an output layer with 3 neurons.  

The hidden layer neurons have ReLu activation functions 

while the input and output neurons contain linear  

activation functions. 

 

The second networks dataset consists of the 

current- and past positions of the robot. Therefore, the 
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second network, shown in Fig. 6, uses the time steps of 

the current target position and 9 past time steps, each 

at intervals of 5 ms. 

The resulting input layer has 3×10 input neurons 

with linear activation functions. It is followed by a 

single hidden layer with 30 neurons, with ReLu 

function and a bias neurons. The output layer is the 

same with 3 neurons and linear activation functions. 

Thus, the current robot position error is predicted by 

the network from the last 9 position observations. 
 

 

 
 

Fig. 6. Network 2 has an input layer of 30 neurons which 

takes the current target position and 9 past time steps. It is 

followed by one dense layer with 30 neurons and ReLu 

activation function. The output layer contains 3 neurons. 

Input and output neurons have linear activation functions. 

 

 

The training of both networks is performed with an 

Adam optimizer. For the regression problem a mean 

squared error (mse) loss is applied with metrics of 

mean absolute percentage error (mape) and mean 

absolute error (mae). 
 

 

6. Numeric Results 
 

The ANN models have been trained with recoded 

measurements taken from the robot during operation. 

Network one showed fast learning progress without 

signs of over-fitting. As shown in Fig. 7, the learning 

process length is 50 epochs. The data set consists of 

approximately 300000 measurements. The ratio 

between the training and testing dataset was 25 %. 

After the training, the performance of each network is 

evaluated with an unknown dataset. The result for 

network one can be seen in Fig. 8. 

In general, network two shows a larger validation 

loss compared to network one. This can be attributed 

to the bigger amount of input data as the input layer 

takes 9 past time steps. A convergence of a validation 

loss of 0.0009 is reached after 100 epochs as shown in 

Fig. 9. Training and validation data are the same as 

mentioned for network one. 

Both networks show a similar performance in the 

qualitative and quantitative modelling of the robots 

path error. Both model the path error with an average 

deviation from the measured path error of 6 %. 

Therefore the dynamic values velocity and 

acceleration, as well as past time steps, are suitable to 

model path errors in robotics due to inertia. 
 

 

 
 

Fig. 7. Validation loss of network 1 with dynamic  

state variables. 
 

 

 
 

Fig. 8. Comparison of measured path deviation  

in x-direction to the response of network one  

with dynamic variables. 

 

 

 
 
Fig. 9. Validation loss of network 1 with static time steps. 
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Fig. 10. Comparison of measured path deviation  

in x-direction to the response of network two  

with time steps. 
 

 

7. Conclusions and Further Work 
 

The results show that neural networks are able to 

describe path errors of robots with high accuracy. 

Therefore, they have the potential to increase the 

accuracy of robots. 

Since both proposed neural network architectures 

perform similarly, further investigations are required 

to decide which architecture is suited best. For such 

investigations, it makes sense to use the Keras tuner [6] 

and challenging paths with high accelerations resulting 

in high path deviations. If, after further investigation, 

there is still no clearly better approach, it is suggested 

to implement the network with the time steps, since 

this approach does not require any additional 

differentiation in the PLC, which facilitates 

implementation. 

All the presented networks have been trained with 

a constant robot loading. In real robot applications like 

pick and place tasks and even more challenging tasks 

like milling there are significantly varying process 

loads. Similar to the dynamic forces due to the robot’s 

inertia, it is expected that the networks needs to be 

extended in order to model the additional process load. 

Therefore, it is suggested to use a force and a torque 

sensor between the robot and the end-effector and to 

use the data as additional inputs for the network. 

Once the performance of the network is 

satisfactory, the next step is to implement the neural 

network on the PLC and investigate the improvement 

in path accuracy in the application of industrial robot. 
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Summary: The LIP (Logarithmic Image Processing) model is recognized as an efficient framework to process images acquired 

in transmitted and reflected light, and to take into account the human visual system. An important property of the LIP model 

consists of simulating exposure time variations. Applied to very low light images, our LIP algorithms enhance not only the 

signal, but also the noise and lead to quantized grey levels. In order to overcome such a drawback, we perform a noise reduction 

based on deep convolutional neural networks. 
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1. Context of the Paper 
 

The LIP framework ([1-3], and more recently [4]) 

was first dedicated to images acquired in transmission. 

If f and g represent grey level images defined on a same 

spatial support D, the Transmittance Law permits  

to define: 

- The addition f⨹g of two images, according to: 
 

 𝑓 ⨹ 𝑔 =  𝑓 + 𝑔 − 
𝑓. 𝑔

𝑀
 (1) 

 

- The product λ⨻f of f by a real number λ, 

according to: 
 

 
𝜆 ⨻ 𝑓 =  𝑀 − 𝑀(1 −

𝑓

𝑀
)𝜆  (2) 

 

These two laws possess strong mathematical 

properties giving a structure of Vector Space to the set 

I(D, [0,M[) of images defined on D with values in the 

grey scale [0,M[. 

Remark: Brailean ([5]) demonstrated that the 

Model is consistent with Human Vision, which means 

that the LIP tools are successfully applicable to images 

acquired in reflection, particularly when we want to 

interpret those images as a human eye would do. 

One of the most significant properties of the LIP 

model consists of simulating exposure time variations 

([6]). Fig. 2 presents an example of such a simulation. 

Moreover, the LIP Model has been extended to 

Color Images ([7]), for which the exposure time 

simulation remains true ([8]). 
 

 

2. Problem: Noise and Quantization 

 
When we apply the exposure time simulation to 

low-light images in order to enhance them, we 

classically observe that the algorithm enhances not 

only the signal, but also the noise. 

On Fig. 2, we apply on a sequence of images 

acquired at different exposure times (Fig. 1) a 

brightness stabilization algorithm based on LIP 

exposure time simulation ([9]). In this example, each 

image is stabilized to a reference brightness 

corresponding to the image acquired with the higher 

exposure time, here 50 ms. Obviously, the noise level 

increases as the exposure time decreases. 

 

 
 

Fig. 1. Images acquired at different exposure time, from left to right: 0.75 ms, 2.22 ms, 6.67 ms, 20 ms, 50 ms. 
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Fig. 2. LIP stabilization applied on Fig. 1 images. 

 
Such a problem damages the quality of the 

enhanced image and necessitates the application of a 

noise filtering more or less adapted to the considered 

class of images. 

Another issue concerns the quantization of the grey 

level scale. Since the original dark image presents a 

compressed histogram, our enhancement leads to a 

quantized histogram (Fig. 2). In the case of strong 

exposure time correction, this quantization can be 

visible by a human observer. 
 

 

3. Proposed Solution 
 

To overcome those drawbacks, we decided to apply 

a Deep Learning approach, according to [10]. This 

approach consists in restoring noisy images by training 

a convolutional neural network. The proposed network 

is based on a U-network shape ([11]) and the 

particularity of [10] lies in the use of only corrupted 

couples of images in the training phase, instead of 

classical couples constituted of a noisy image and a 

clean one. 

In our situation, this particularity greatly facilitates 

the preparation of images databases required in 

machine learning methods. Generating thousands of 

noisy/clean images would require an acquisition 

system able to switch quickly between two exposure 

times (a low exposure time for the noisy image, and a 

higher one for the clean target). Creating sequences of 

noisy images acquired in the same conditions is much 

easier and makes the solution adaptable to many 

acquisition systems. 

In order to process enhanced images presenting 

different noise intensities as described in Fig. 2, we 

train the network with images acquired under different 

brightness conditions, with variable exposure times. 

Fig. 3 shows the application of the trained network 

on the images of Fig. 2. In each situation, the noise has 

been significantly reduced. 

In our case, the benefits of the network are twofold: 

as expected the noisy signal is cleaner, and in addition, 

the quantization of the signal is corrected. Indeed, due 

to the last layer of the neural network presenting a 

linear activation, the output signals get continuous 

values, while every trained ones were quantized. This 

point appears clearly on the histograms of Fig. 2  

and Fig. 3. 

 

 
 

Fig. 3. Noise and quantization correction on Fig. 2 images. 

 

4. Applications 

 
The proposed solution, LIP brightness stabilization 

and noise reduction with DCNN, can be directly 

applied to color images by learning RGB noisy images. 

An example is shown on Fig. 4. 

The adaptation of the network to different noise 

intensities allows its application on images enhanced 

by another LIP algorithm about brightness spatial 

stabilization ([9]). This algorithm consists of 

simulating local variations of exposure time in order to 

process high dynamic images. The brightness is locally 
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adjusted in order to enhance only the dark areas. This 

local correction leads to different noise intensities 

within a single image. Since the network has been 

trained under different brightness conditions, its 

application in this situation is well adapted (Fig. 5). 

 

 
 

Fig. 4. Application on a color image, top left: low exposure acquisition (2 ms), top right: higher exposure acquisition  

(50 ms), bottom left: LIP stabilization applied on the low exposure image, bottom right: noise reduction applied  

on the enhanced image. 

 

 
 

Fig. 5. Brightness spatial stabilization, top left: low exposure acquisition (5 ms), top right: higher exposure exposition  

(50 ms) leading to burned areas, bottom left: LIP local stabilization applied on the low exposure image, bottom right: noise 

reduction applied on the enhanced image. 

 

Other low light imaging applications can be 

processed by the proposed solution. For example, if we 

plan to acquire images of moving objects using 

standard exposure times, we will get blurred results. 

This is regularly the case for sports meetings, traffic 

surveillance and for industrial control when objects are 

transported by means of a conveyor. In such situations, 

the solution to acquire clear images consists of 

drastically reducing the exposure time, which produces 

low-light images. 
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We have already mentioned ([8]) the ability of the 

LIP Model to enhance such images. Nevertheless, at 

this time we had not applied the denoising step. 

Considering the efficiency of the LIP/DCNN 

solution, we plan to write an extended paper dedicated 

to this subject in a near future. 
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Summary: Digital video sequences may lead to visible degradation due to blur, commonly caused by the object motion, 

camera shake or out of focus. To avoid this kind of distortion, also due to video compression, quality metrics for measuring 

sharpness are important to suppress worst images, to obtain better looking video for the final user. In this paper, we present a 

low cost DCT-based single step algorithm, which requires no additional memory, so it is suitable for real time processing. It 

is a simple but robust method and it obtains similar visual results compared to more complicated algorithm (also not  

DCT-based). Moreover, the measure proposed takes into consideration not only blurring, but also other visual quality 

attributes, like brightness and orientation. 

 

Keywords: Discrete cosine transform, Image quality, Blurring, Sharpness. 

 

 
1. Introduction 

 
Image based algorithms performances usually 

depend on the quality of the processed shot. When 

sequences of images are acquired by a generic device 

(e.g. digital still camera, mobile phone, smart glasses, 

etc.), it is important to take the best one to obtain a 

more pleasant shot and to help further steps (video 

quality post-processing, classification, etc.). One of the 

most unpleasant artefact for final user is the blurring, 

which affects salient features like contours and results 

in a drastic quality degradation. 

Moreover, in low memory devices, if the video has 

to be stored too, it is important to acquire directly 

compressed images to reduce memory occupancy. 

Almost all compression algorithms (for both video and 

still images) use Discrete Cosine Transform (DCT). 

We propose a quality metrics working in the DCT 

domain. It allows selecting the best shot in a burst of 

frames. In this field, different quality measures have 

been proposed: exponential probability density 

function [1], scale tree with sub-band decomposition 

[2], non-linear operation [3], average and standard 

deviation [4]. 

The proposed algorithm is partially inspired by a 

two-steps DCT algorithm [5]. Our contribution 

consists in reducing memory requirements (histogram 

is not more needed) and reducing computation time, 

reaching at the same time better results. 

 

 

2. Proposed Algorithm 
 

The proposed DCT based algorithm can be inserted 

before or after the Quantizer step of the standard JPEG. 

At the end of the encoding process, the proposed 

measures are available to make proper decisions. Our 

solution is applied just on Luma DC and AC 

coefficients of all 8×8 DCT blocks of the whole image. 

Position of DC coefficient and indexes of AC 

coefficients in each block are indicated in Table 1. 

Table 1. Indexes of AC coefficients. 

 

 
 

 

The algorithm calculates efficiently (i.e., in a single 

step) several quality measures for each 8×8 block of 

the whole image: 

 

 𝑂𝑄 =  𝑂𝑄 + ∑ 𝑤𝑖
63
𝑖 = 1 : (AC(i) ≠  0), (1) 

 

 𝐷𝐶_𝑚𝑒𝑎𝑛 =  𝐷𝐶_𝑚𝑒𝑎𝑛 + 𝐷𝐶, (2) 

 

 𝐻𝑄 =  𝐻𝑄 + ∑ 𝑤𝑖
7
𝑖 = 1 : (AC(i) ≠  0), (3) 

 

𝑉𝑄 =  𝑉𝑄 + ∑ 𝑤𝑖: (AC(i) ≠ 0)56 (𝑠𝑡𝑒𝑝 = 8)
𝑖 = 8 , (4) 

 

where OQ is the overall quality (higher values means 

better quality); DC_mean (at the end divided by the 

number of blocks) is the mean of DC coefficients of 

the whole image (values near to central value e. g. 128 

means better quality); HQ is the horizontal quality and 

VQ is the vertical quality (higher values means better 

quality); 𝑤𝑖  are weights as indicated in Table 2. 

It is easy to note that the system is really fast and 

no extra memory is required: just seven weights 

(𝑤𝑖) are required. A good choice for them, 

experimentally validated, is the following: 

 

 𝑤𝑖  =  2𝑖−1, 𝑖 =  1. .7 (5) 
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Table 2. Weights used for AC coefficients. 

 

 
 

The proposed quality measures are incrementally 

considered. The first measure OQ is considered. If the 

two OQ measures are similar, the second measure 

DC_mean is considered. If two DC_mean measures 

are similar, the best HQ and VQ measures are 

considered. In this way, best quality image is chosen 

between two or more images. 
 

 

3. Experimental Results 
 

Lots of tests have been executed in different 

conditions: simulated sequences with increasing 

blurring, brightness and rotation; real sequences, 

acquired with smart glasses. In all tested conditions the 

proposed algorithm reaches good performances. 

An example is shown in Fig. 1 and Fig. 2. As reference, 

we choose FSWM [6], pixel-based algorithm using a 

weighted median 5×5 filter, so computational heavier 

than the proposed one. The best two images of a real 

sequence are well detected by FSWM and the proposed 

algorithm through the two peaks (frames 4 and 14), 

while Prior Art algorithm [5] does not distinguish well 

the two best images and the frame 14 is not chosen. 
 

 

4. Conclusions 
 

A really fast single-step DCT-based quality metric 

has been developed, so easily used for real-time 

processing in low cost devices, with the characteristic 

to not use any further memory for the whole 

processing. In addition, apart to take into consideration 

the more relevant effect of blurring, the proposed 

solution considers also other important visual 

attributes, that is brightness and orientation of the 

pictures. It achieves significant improvements in a 

subjective manner compared to other simple  

DCT-based metrics and it reaches similar results 

compared to a good reference (not DCT  

domain) metric. 
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Fig. 1. Normalized output of reference (FSWM), Prior Art and proposed quality measures for images taken by smart glasses. 

 

 
 

Fig. 2. Frames number 13, 14 and 15 of the analized sequence of images taken by smart glasses. 



2nd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2020),  

18 - 20 November 2020, Berlin, Germany 

52 

(028) 

 

Modifying Gradient of a Loss Function to Tackle Class Imbalance 
 

I. Kilbas 1, R. Paringer 1,2, N. Ilyasova 1,2 and A. Kupriyanov 1,2 

1 Samara National Research University, Moskovskoye Shosse, 34, 443086, Samara, Russia 
2 IPSI RAS – Branch of the FSRC “Crystallography and Photonics” RAS, Molodogbardeyskaya 151, 443001, 

Samara, Russia 

Tel.: + 79021540443 

E-mail: whitemarsstudios@gmail.com 

 

 

Summary: Advances in the field of deep neural networks led to highly accurate object detectors. Yet, training such object 

detectors comes with several challenges. The performance of the deep learning models relies not only on the network 

architecture but also on the choice of training objective. Cross-entropy loss found to be the most common choice for the 

classification problem. But its main downside is that it can not handle data with huge class imbalance which arises during 

training of object detectors. In order to improve this issue, the Focal loss has been proposed. In this paper we investigate the 

reasons behind its good performance. We find several properties of the Focal loss' gradient and apply them to modify the 

gradient of the cross-entropy loss. We propose new loss functions and provide an experimental evidence of their validity. 

 

Keywords: Convolutional network, Computer vision, Object recognition, Class imbalance, Focal loss, Object detection, 

Single shot detector. 

 

 

1. Introduction 
 

Development of deep convolutional neural 

networks has led to a series of breakthroughs in the 

object detection field [1-5]. Though the accuracy of the 

models is high, it is still a huge challenge to train such 

neural networks [7]. 

For the present there are two types of object 

detection models: one stage and two stage detectors. 

Two stage detectors [1-3] are based on region proposal 

approach. In this approach the first neural network 

extracts regions of interest from the input image which 

are then classified by a pretrained convolutional neural 

network. In contrast, one stage detectors [4, 5] already 

have a default set of possible object locations (usually 

called anchors) that are being classified in one run. 
 

 

1.1. Class Imbalance 
 

In both models the training data is inherently 

unbalanced since most of the object locations belong 

to the class of background. Huge class imbalance leads 

to pure performance or even divergence of the training 

procedure. Several approaches were proposed to tackle 

the class imbalance: OHEM (Online Hard Example 

Mining) [6], adaptive loss function [8]. 

Hard examples are the image locations that have 

objects, easy examples are the image locations that do 

not have any object. In OHEM the number of easy 

examples is manually controlled during training. This 

allows the network to concentrate on the hard example 

and learn useful representations. 

The authors of [8] proposed the focal loss, an 

adaptive loss function. An important feature of this loss 

is that its value becomes very small for well classified 

examples (p > 0.5). Thus, at certain point the loss for 

the easy example becomes smaller than the loss for the 

hard examples and the network starts to focus on the 

hard ones. 

In this paper we investigate the focal loss and try to 

answer the question why the focal loss is superior to 

the vanilla cross-entropy in cases with class imbalance. 

We find several properties of its gradient and propose 

new loss functions that follow these properties. 

Performance of the proposed loss functions is shown 

experimentally. 
 

 

2. Gradient Scale Term 
 

2.1. Training Objective 

 

The following reasoning considers Single Shot 

Multibox Detector [5]. Since the detector performs 

classification of the anchors and regression of the 

coordinates of the objects in these anchors the training 

objective is composed of two terms: the classification 

loss and the localization loss. 

 

 𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 =  𝐶𝐿 + 𝜆 ∗ 𝐿𝐿, (1) 

 

where 𝐶𝐿 is the classification loss, 𝜆 is the 

hyperparameter and 𝐿𝐿 is the localization loss. 

The objective loss is then minimized using the 

gradient descent algorithm [9]. Thus, the behavior of 

the training process is highly dependent on the form of 

the gradient of the training objective. 

 

 

2.2. Classification Loss Gradient 

 

Classification result is usually formed by the 

softmax function. The errornes of the result is then 

measured with the cross-entropy loss or the focal loss: 
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 𝐶𝐸𝐿 =  −log (𝑝), (2) 

 

 𝐹𝐿 =  −(1 − 𝑝)𝛾log (𝑝), (3) 

 

where p is the softmax output, CEL is the cross-entropy 

loss, 𝐹𝐿 is the focal loss and 𝛾 is the hyperparameter. 

In general the gradient of the classification loss is 

 

 
𝑑𝐶𝐿

𝑑𝑊
 =  

𝑑𝐶𝐿

𝑑𝑝

𝑑𝑝

𝑑𝑊
, (4) 

 

where 𝑊 is the weights of the object detector and 𝑝 is 

the softmax output. 

The second term in the formula (4) does not depend 

on the loss function and always remains the same. 

Thus, the first term fully defines the behavior of the 

training procedure. It will be referred later as the 

gradient scale term (GST). 

2.3. Gradient Scale Term of the Focal Loss  

       and Cross-entropy Loss 

 

GSTs of the focal loss and the cross-entropy  

loss are 

 

 𝑑𝐹𝐿

𝑑𝑝
 =  𝛾(1 − 𝑝)𝛾−1 log(𝑝) −

(1−𝑝)𝛾

𝑝
, (5) 

 

 
𝑑𝐶𝐸𝐿

𝑑𝑝
 =  −

1

𝑝
, (6) 

 

GST of the focal loss has the following properties: 

 Tends to zero as 𝑝 tends to one; 

 Increase monotonically as p tends to zero. 

The GTS of the focal loss in comparison to the GTS 

of the cross-entropy loss is shown in the Fig. 1. 

 

 
 
Fig. 1. GST value of the QCE loss, the focal loss, the maki loss and the cross-entropy loss. Values of the focal loss are 

computed for 𝜸 = 2.0, values of the maki loss are computed for 𝜸 = 1. 

 

 

3. Modifying GST of the Cross-entropy Loss 
 

3.1. Maki Loss 

 

GST of the cross-entropy loss does not follow the 

first property. We propose a simple modification that 

solves this issue: 

 

 𝑑𝐶𝐸𝐿

𝑑𝑝
 =  −

1

𝑝
+ 1 =  −

1 − 𝑝

𝑝
 (7) 

 

We generalize this new GST as 

 

 𝑑𝐶𝐸𝐿

𝑑𝑝
 =  −

(1 − 𝑝)𝛾

𝑝
 (8) 

 

Loss function that corresponds to this GST is called 

maki loss and is written as 

 

𝑀𝐿 =  −(log(𝑝) + ∑
𝐶𝛾

𝑘(−𝑝)𝑘

𝑘
− 

𝛾
𝑘 = 1   

−∑
𝐶𝛾

𝑘(−1)𝑘

𝑘
 

𝛾
𝑘 = 1 ), 

(9) 

 

where 𝛾 is the natural number and 𝐶𝛾
𝑘 is the binomial 

coefficient. 

3.2. Quadratic Cross-entropy Loss 

 

Another simple modification for the cross-

entropy’s GST can be 

 

 𝑑𝐶𝐸𝐿

𝑑𝑝
 =  

log (𝑝)

𝑝
 (10) 

 

With such formulation this expression can be easily 

integrated as 

 

 
𝑄𝐶𝐸 =  

log2(𝑝)

2
 (11) 

 

This new loss function is called quadratic cross-

entropy (QCE) loss. 

The values of all the GSTs for all the losses are 

shown in the Fig. 1. 

 

3.3. Implementation Details 

 

All the losses were implemented in the MakiFlow 

machine learning framework [10]. Following [5] 

values of the maki loss, the focal loss and the  

cross-entropy loss are normalized by the number of 

hard examples in the batch. In contrast, value of the 
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QCE loss is normalized by the total number of 

examples in the batch, i.e. the mean value is taken. It 

was decided to implement this loss in a way to make it 

simple not only analytically, but in the implementation 

regard as well. 

 

 

4. Experiment 
 

A single shot detector was trained using the 

proposed losses in order to assess them. The model was 

built using the MakiFlow framework [10]. Pretrained 

MobileNetV2 was used as a feature extractor. The 

object detector was trained and tested on the 

PascalVOC2007 and the PascalVOC2012 datasets. 

The accuracy during training was measured using a 

separate test set and is shown in the Fig. 2. 

 

 

4.1. Training Details 

 

The hyperparameters such as learning rate, 𝛾 and 𝜆 

were chosen individually for each of the loss functions. 

The object detector was trained for 35000 iterations on 

each loss. The batch size was set to 128. The training 

was done using the Adam optimizer. 

 

 

 
 

Fig. 2. Test mAP value during training. 

 

 

4.2. Data Preparation 
 

Each image in the datasets was resized to the size 

of 300 by 300 pixels. The pixel values were normalized 

by division by 255. In order to increase the amount of 

the training data it was augmented in several ways: 

Gaussian noise, horizontal and vertical flip, contrast 

and brightness adjustments. 
 

 

5. Discussion of the Results 
 

Results of the experiment show that by modifying 

GST of the cross-entropy according to the focal loss’ 

GST we can make it immune to the class imbalance 

problem. 

It can be seen that the QCE loss has a slower 

convergence in the beginning compare to other losses. 

We relate it to the way of the normalization of the loss 

value during training. Even with such implementation 

the loss produces comparable results. 

In addition, the proposed losses are not constrained 

by training only the object detectors and therefore can 

be applied to other problems where a severe class 

imbalance appears. 
 

 

6. Conclusions 
 

In this paper we investigated the reasons behind the 

good performance of the focal loss. We found several 

properties of the focal loss gradient and proposed new 

QCE loss and maki loss that follow these properties. 

We showed experimentally that the proposed losses 

are able to tackle the class imbalance problem. The 

proposed losses can be applied to problems with severe 

class imbalance, such as training an object detector or 

a fully convolutional neural network for biomedical 

image segmentation. 
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Summary: Deep learning models are very sensible to the data imbalance. Predominance of some classes in the data during 

training makes neural network inaccurate on the rare classes. In this paper we propose an algorithm for data balancing to 

address this issue. One of the features of the proposed algorithm is that it allows to balance the data which data points contain 

multiple classes. It was formulated as the multiclass data balancing problem. We have experimentally shown the influence of 

the data balancing by the proposed algorithm on the convolutional neural network accuracy built for biomedical image 

segmentation. Recommendations on how to use the proposed algorithm are also formulated. 

 

Keywords: Gradient descent, Unbalanced data, Convolution, Neural networks, Convolutional network, Fundus, Biomedical 

data, Semantic segmentation. 

 

 

1. Introduction 

 
The semantic segmentation problem has become 

very relevant nowadays [1, 2]. The most difficult and 

specific is the biomedical image segmentation [3, 4]. 

Neural networks found to be the most common 

approach to solve this problem. Inherently, there is 

always a class imbalance in the biomedical image 

segmentation problems [5-7]. 

The class imbalance is a situation when some of the 

classes in the data appear more rarely than the others. 

Due to this problem the classification rate of the rare 

classes is very low. 

The existing data balancing methods [8] can be 

summarized by two common techniques: the 

undersampling and the oversampling. In the 

undersampling the data points that belong to the 

predominant classes are being removed, in 

oversampling the data points that belong to the rare 

classes are being copied. 

These techniques can be easily applied to binary 

problems. However, the data balancing becomes 

challenging when one data point belongs to multiple 

classes. Due to this fact copying or deleting any data 

points leads to change in the distribution of all classes. 

Consequently, it is very problematic to change the 

percentage of one class in the dataset without changing 

the percentages of all the other classes. Let us denote it 

as the multiclass data balancing problem. 

In order to address this issue we have developed a 

new algorithm for the multiclass data balancing based 

on the gradient descent. 
 

 

2. Biomedical Data 

 
The data consists of 115 images of fundus. Each 

image pixel is labeled by experts into 8 classes: the 

optic disk (class 1), the macula (class 2), the blood 

vessels (class 3), the solid exudate (class 4), the soft 

exudate (class 5), the new coagulates (class 6), the 

pigmented coagulates (class 7), the retinal hemorrhage 

(class 8). 

Not all of the classes appear on all the images. The 

classes 6 and 7 are the rarest – they appear in less than 

20 % of all the images. The Fig. 1 shows this. 

 

 
 

Fig. 1. Percent of images that contains ith class. 

 

 

3. The Proposed Data Balancing Algorithm 
 

3.1. The Algorithm Definition 

 

The algorithm comes to semiautomatic data 

balancing using oversampling and undersampling 

performed by gradient descent. 

Each image in the dataset can be described by a 

vector 𝜆 that consists of zeros and ones. This vector is 

constructed in such way that its ith element is 1 if the 
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corresponding image contains ith class and 0 otherwise. 

Thus, the dataset can be represented by a set of such 

vectors, let us denote it as Ω. 

The sum of all the vectors in the Ω will be denoted 

as ∑(Ω). Then, the ith element of this sum equals to the 

number of the images in the Ω that contain the ith class. 

Let 𝜋 be the distribution vector (or the objective 

vector). Its ith element equals to the number of images 

that contain the ith class divided by the total number of 

images. Let us call these values the default one if they 

are set according to the dataset. This vector must be set 

manually because it represents the desired distribution. 

The problem formulation: from the vector set Ω 

create a vector set Ω′ such that it satisfies the following 

condition 

 

 
∑ |Ω𝑖`|

|Ω`|
 =  𝜋, (1) 

 

where |Ω`| is a total number of the elements in the Ω`. 
In other words, the set Ω′ consists of vectors λi 

duplicated αi times. 

In order to find the set Ω′ we define the following 

objective function: 

 

 𝐿 =  |
∑ 𝛼𝑖𝜆𝑖𝑖

∑ 𝛼𝑖𝑖
−  𝜋|, (2) 

 

where λi is the unique vectors from the Ω, αi is the 

number of copies of the vector λi. 

We then minimize the defined objective function 

(2) by changing the αi parameters (weights) using 

gradient descent. This procedure allows us to find the 

solution Ω′. 
Unfortunately, it often results in a set with a large 

number of duplicates that can affect the segmentation 

accuracy. To address this issue, we have formulated a 

regularization function. Let us denote 𝜔𝑖 as the number 

of appearances of the vector 𝜆𝑖 in the Ω. The 

regularization function is then formulated as 

 

 𝑅𝐿 =  ∑(
𝜔𝑖

∑ 𝜔𝑖
𝑁
𝑗 = 1

−
𝛼𝑖

∑ 𝛼𝑗
𝑁
𝑗 = 1

)2

𝑁

𝑖 = 1

 (3) 

 

This regularization function prevents the αi 

parameters from large changes what results in a more 

optimal solution with a smaller number of duplicates. 

The final objective function is formulated as 

 

 𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 =  𝐿 + 𝛾𝑅𝐿, (4) 

 

where 𝛾 is the hyperparameter. 

 

3.2. Applying the Proposed Algorithm 

 

The proposed algorithm was implemented in the 

MakiFlow framework [9]. This algorithm has several 

parameters that have to be controlled in order to get the 

best data balancing result. 

A special attention must be paid to the initial values 

of the distribution vector π. In our experiments values 

for the rare classes were set to one, for the predominant 

classes the default values were left. We stop the 

algorithm when the resulted distribution values for the 

rare classes were increased by around 10 to  

15 percents. This interval may be different for the other 

datasets. However, we do not recommend to increase 

the distribution of a certain class by a large amount 

since it will lead to a big number of duplicates  

for that class. 

In our experiments we investigated two ways of the 

weights 𝛼𝑖 initialization. The first way is to initializate 

the weights with a single constant value. The second 

one is to initialize the weights with the 𝜔𝑖 multiplied 

by some constant 𝜃. Both of them gave us similar 

results. However, with constant initialization the 

algorithm convergence is slower and more careful 𝛾 

regularization parameter tuning is needed. Therefore, 

we recommend the second way of the weights 

initialization. In our experiments the 𝜃 was set to the 

numbers greater than 1. It guarantees that all the 

images from the dataset will be used and also gives the 

algorithm a margin of freedom to change the  

weights values. 

As for the 𝛾 regularization parameter, in our 

experiments it was set to 0.0004. Since the 

regularization function values and the objective 

function values are normalized, the value for the 𝛾 used 

in our experiment must be applicable to other cases. 

 

 

4. vDice Metric 
 

In order to measure the quality of the multiclass 

semantic segmentation we generalize the Dice 

coefficient [10]. This generalized metric is called 

”vDice”. First, the Dice coefficient for each class is 

calculated. Then, the vDice value is obtained by 

averaging the individual Dice coefficient values. 

 

 

5. Experiment 
 

In order to do the image segmentation, we have 

built and trained a convolutional neural network using 

the MakiFlow framework [9]. The U-Net [11] neural 

network was chosen as the base architecture. The 

Xception-65 [12] pre-trained on the ImageNet dataset 

[13] was used as the feature extractor. The network 

was trained using the Adam optimizer [14], with 

learning rate 8e-3. We used the FocalLoss [15] as the 

loss functions. The network was trained for 10 epochs, 

the batch size was set to 8 images. 

The significance of the obtained results is provided 

by cross-validation. Each of the cross-validation sets 

were balanced separately. An example of the balancing 

results is shown in the Table 1. We compare our 

algorithm to oversampling. The distribution of the data 

balanced with oversampling is shown in the Table 1  

as well. 
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6. Results 
 

The Table 2 shows that training on the data 

balanced by the proposed algorithm results in a higher 

Dice values compare to the training on the unbalanced 

data. In the case of the oversampling the accuracy 

drops significantly. We relate it to the overfitting on 

the large number of the duplicates for the rare classes. 

In the case of the balancing without regularization 

a sudden drop in accuracy on the class 5 is observed. 

Similar to the oversampling, we relate it to  

the overfitting caused by a large number of the 

duplicates of this class. In fact, the percentage of this 

class is even higher than the one in the case of the 

oversampling. 

 
Table 1. An example of the obtained data distribution. 

 

Class 

Without 

balancing 

(original) 

Balanced by 

oversampling 

Balanced (without 

regularization) 

Balanced (with 

regularization) 

1 100 % 100 % 100 % 100 % 

2 97 % 99 % 98 % 98 % 

3 100 % 100 % 100 % 100 % 

4 90 % 95 % 81 % 93 % 

5 37 % 43 % 56 % 36 % 

6 7 % 41 % 31 % 16 % 

7 10 % 31 % 44 % 20 % 

8 96 % 99 % 95 % 97 % 

 

 
Table 2. Maximum test accuracy values averaged over all the cross-validation sets. 

 

Class 
Without 

balancing 

Balanced by 

oversampling 

Balanced (without 

regularization) 

Balanced (with 

regularization) 

1 0.9130 0.7667 0.9198 0.9266 

2 0.6287 0.4665 0.7364 0.7049 

3 0.7346 0.6678 0.7416 0.7425 

4 0.3786 0.2669 0.5639 0.5892 

5 0.3060 0.2150 0.1899 0.3132 

6 0.0801 0 0.0857 0.1031 

7 0.0929 0 0.0895 0.1808 

8 0.5728 0.5106 0.6182 0.6491 

vDice 0.4511 0.3060 0.4762 0.5050 

 

 

7. Conclusions 

 
In this paper we proposed a multiclass data 

balancing algorithm based on the gradient descent. The 

proposed algorithm is able to tackle the multiclass data 

balancing problem. In order to assess the proposed 

algorithm, we used it to balance the data with an 

extreme class imbalance and trained a convolutional 

neural network on this data. It is experimentally shown 

that the data balancing using the algorithm leads to 

improved accuracy. Considering the results, we can 

conclude that the proposed algorithm allows to 

decrease the influence of the data imbalance on the 

accuracy of a convolutional neural network. 
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Abstract: Gradient-free reinforcement learning algorithms often fail to scale to high dimensions and require a large number 

of rollouts. In this paper, we propose learning a predictor model that allows simulated rollouts in a rank-based black-box 

optimizer Covariance Matrix Adaptation Evolutional Strategy (CMA-ES) to achieve higher sample-efficiency. We validated 

the performance of our new approach on different benchmark functions where our algorithm shows a faster convergence 

compared to the standard CMA-ES. As a next step, we will evaluate our new algorithm in a robot cup flipping task. 

 

Keywords: CMA-ES, Reinforcement learning, Dynamic movement primitives, Cup flipping 

 

 

1. Introduction 

 
Reinforcement Learning (RL) has become a 

popular approach in robotics [2], where an agent learns 

a policy from scratch based on the cost. In this paper, 

we investigate an episodic reinforcement learning 

problem. Several approaches have been proposed. One 

categorization of these learning approaches is whether 

it is a gradient-based approaches or a gradient-free 

approach. Gradient-based approaches are efficient but 

sensitive to the design of the cost function, whereas 

gradient-free approaches remained less affected by the 

cost function design but less efficient. In this work, we 

focus on one state-of-the-art gradient-free algorithm, 

Covariance Matrix Adaptation Evolutional Strategy 

(CMA-ES) [5].  

However, one problem of the CMA-ES is its 

limited performance in high feature dimensions, 

leading to larger number of rollouts or convergence in 

local optima. In real robot control tasks, fast 

convergence to optimal policies is essential [6, 7]. The 

goal of this paper is to enhance the sample-efficiency 

of the original CMA-ES algorithm to achieve faster 

convergence.  

In order to enhance of the performance of CMA-ES, 

several variants have been proposed on top of that. 

CMA-ES with Active Update [16] adapts the 

covariance matrix by considering all the offsprings. 

Some other approaches, e.g., Mirrored Sampling [17], 

Orthogonal Sampling [18] and Quasi-Gaussian 

Sampling [21] introduce new ways of proposing 

offsprings. In Mirrored Sampling, two offsprings are 

generated symmetrically with one random vector so 

that the samples spread evenly in the sampling space. 

Orthogonal Sampling bases itself on Mirrored 

Sampling, where offspring vectors are orthnormalized 

by Gram-Schimdt process. In Quasi-Gaussian 

Sampling, a uniform sampling in unit ball instead of 

Gaussian distribution is performed so that trust-region 

effect is enabled. CMA-ES with Increasing Population 

Size [24] schemes an increasing population size after 

restart to achieve a more global search. [15] introduces 

a computationally efficient CMA-ES for large scale 

optimization by applying Cholesky decomposition 

into covariance matrix to reduce time and memory. 

Another work is close relation is [22], where they 

replaced the original ranking of the candidate solutions 

in CMA-ES by an approximate ranking using local 

weighted regression. Some other approaches suggest 

online selection strategy to search for the best variant 

fit into the current optimization function [19, 20]. In 

these approaches, the best variant is chosen via 

automatic machine learning. 

Our approach is categorized as a variant of changing 

the sampling scheme of the offsprings. However, 

distinct from the above variants, where some 

adaptations are only valid under the inherent uni-

modal Gaussian distribution, our approach can 

theoretically be applied to any other black-box 

optimizers with arbitrary sampling distribution. 

Moreover, our approach can be easily combined with 

previous variants. In this work, we validate this idea in 

one black-box optimizer CMA-ES. The idea arises 

from the observation that the samples in previous 

iterations only contribute indirectly to the update of 

Gaussian covariance and mean, causing low data-

efficiency. One way to improve it is to learn a global 

predictor model based on all of the tested samples. The 

idea of learning a predictor model and proposing 

candidate solutions is also closely related to [12], 

where they address the problem of automatic machine 

learning by learning a predictor model mapping the 

current configuration of the algorithm and the dataset 

feature to the performance score. 

The main contributions of this paper are as follows: 

(i) Integration of a predictor model into standard 

CMA-ES for further performance enhancement with 
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no extra efforts on tuning predictor model hyper-

parameters. 

(ii) Formulation of the cup flipping task as an RL 

problem, introducing proper objective function 

considering the arm constraints.  

(iii) Evaluation of CMA-ES with active update and 

Mirrored Sampling on the flipping task. 

 
 

2. Methods 
 

In this section, we give a brief overview on our new 

algorithm CMA-ES with Simulated Rollouts (CMA-

ES-SR) and the trajectory formulation using dynamic 

movement primitives.  

 

 

2.1. Covariance Matrix Adaptation Evolutional 

Strategies with Simulated Rollouts  

(CMA-ES-SR) 
 

CMA-ES is an optimizer that searches for the 

optimal parameters 𝜃𝑜𝑝𝑡 that minimizes the cost 𝐶. In 

standard CMA-ES, a multi-variate Gaussian 

distribution is used to characterize the distribution of 

candidate solutions (samples).  In each generation, 

𝑁𝑝𝑜𝑝 candidate solutions are drawn such that  

𝜃1:𝑁𝑝𝑜𝑝
~ 𝜇 + 𝜎𝒩(0, ∑), where the mean vector 𝜇 ∈

ℝ𝐷 and 𝐷 represents the dimension of 𝜃, the step size 

𝜎 ∈ ℝ1 determines the degree of exploration and ∑ ∈
ℝ𝐷×𝐷 is the covariance matrix. After each sample is 

tested, 𝜇, 𝜎 and ∑ get updated to increase the sampling 

probability of better candidate solutions. A detailed 

explanation on the update rule is listed in [25]. 

However, the standard CMA-ES only uses the 

previous samples for updating 𝜇, 𝜎 and ∑, which is 

data-inefficient. We suggest integrating a predictor 

model ℳ, such that  
 

ℳ:𝜽 → 𝐶 with  𝜽 ∈ ℝ𝐷, 𝐶 ∈ ℝ1. (1) 
 

The predictor ℳ is fit to all the tested candidate 

solutions in each iteration of CMA-ES. With an 

available model, more promising candidate solutions 

can be proposed than random samples, leading to faster 

convergence [12]. In this paper, we use a multi-layer 

perceptron as it is a universal function approximator 

[13]. However, any arbitrary predictor model can be 

used in general. 

The algorithm is shown in Fig. 1. With a learned 

predictor model, 𝑁 samples are drawn 𝜃1:𝑁~ 𝜇 +
𝜎𝒩(0, ∑), with 𝑁 ≫ 𝑁𝑝𝑜𝑝. The best 𝑁𝑏𝑒𝑠𝑡 solutions 

are picked according to the model prediction. The final 

𝑁𝑝𝑜𝑝 candidate solutions 𝛳𝑝𝑜𝑝 consist of the 𝑁𝑏𝑒𝑠𝑡 

predictor-proposed solutions 𝛳𝑚𝑜𝑑𝑒𝑙 and 𝑁𝑝𝑜𝑝−𝑁𝑏𝑒𝑠𝑡 

samples 𝛳𝑟𝑎𝑛𝑑𝑜𝑚 randomly drawn from the Gaussian 

distribution. The value of 𝑁𝑏𝑒𝑠𝑡 adjusts itself based on 

the quality of 𝛳𝑚𝑜𝑑𝑒𝑙 and 𝛳𝑟𝑎𝑛𝑑𝑜𝑚. Meanwhile, we 

also design a heuristic determining to which extent we 

trust the model. It is measured by the quality of 𝛳𝑚𝑜𝑑𝑒𝑙 

and 𝛳𝑎𝑛𝑑𝑜𝑚, where the mean and variance of cost 

values from both are calculated. We use the optimistic 

bound similar to the acquisition function in Gaussian 

process. Since CMA-ES minimizes the objective 

function, the optimistic bound is calculated by 

subtracting the variance. When the quality of 𝛳𝑚𝑜𝑑𝑒𝑙 is 

better than that of 𝛳𝑟𝑎𝑛𝑑𝑜𝑚, we trust the model more 

by incrementing 𝑁𝑏𝑒𝑠𝑡 by one. 

 

 

 
 

Fig. 1. CMA-ES-SR algorithm. 
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Additionally, we set an upper bound for  𝑁𝑏𝑒𝑠𝑡 to 

avoid the dominance of the predictor-proposed 

solutions over the random solutions. Without this 

upper bound, one potential consequence is that the 

final candidate solution contains mainly predictor-

proposed solutions, i.e., over-trust on the predictor. In 

the case where the predictor fails to fit the cost 

landscape but happens to render better solutions than 

random samples, the algorithm will converge to local 

optima. For small input dimensions, we also restrict the 

upper bound of 𝑁𝑏𝑒𝑠𝑡 and 𝑁 so that the final set of 

candidate solutions still follow the Gaussian 

distribution. Otherwise, the final offsprings can cluster 

due to the model-fitted landscape especially in low 

dimension, and no longer follow the original Gaussian 

distribution. This can cause less exploration and a non-

desired update in 𝜇, 𝜎 and ∑. In high dimensions, 𝑁 

samples remain sparse in space and the final offspring 

distribution will not be affected by the model-fitted 

landscape. In short, one advantage of our algorithm is 

the preservation of the Gaussian distribution on both 

𝛳𝑚𝑜𝑑𝑒𝑙  and 𝛳𝑟𝑎𝑛𝑑𝑜𝑚. Therefore, it does not affect the 

Gaussian parameter update. 

The hyperparameters of this algorithm are the 

boundaries of 𝑁 and 𝑁𝑏𝑒𝑠𝑡. Typically, a batch forward 

is computationally cheap. One can increase the upper 

bound of 𝑁 to exceed 4096 if sufficient computation 

power is available. The lower bound of 𝑁 (𝑁𝑝𝑜𝑝
𝐷 ) scales 

exponentially with the number of dimensions 𝐷, the 

base can be chosen as values other than  𝑁𝑝𝑜𝑝 as long 

as the number of model proposed samples 𝑁𝑏𝑒𝑠𝑡 

remains sparse in low dimensions. The default setting 

of 𝑁𝑝𝑜𝑝 2⁄  takes into account that half of the offsprings 

affect the update. 

The details of model learning are presented in 

Supplementary Information, Section 5. 

 

2.2. Dynamic Movement Primitives (DMP) 
 

DMPs is an approach to characterize smooth trajectory 

profiles of a robot [9-11]. The trajectory 

expressiveness is achieved by combining a second-

order spring-damper system with a learnable external 

forcing function 𝑓(𝑡).  
 

 �̈� = 𝛼(𝛽(𝑔 − 𝑦) − �̇�) + 𝑓(𝑡), (2) 

 𝑓(𝑡) =
∑ 𝛹𝑖

𝑁
𝑖=1 (𝑡)𝑤𝑖

∑ 𝛹𝑖
𝑁
𝑖=1 (𝑡)

.  (3) 

 

The system describes the trajectory in terms of the 

position 𝑦, velocity �̇� and acceleration �̈� given the goal 

position 𝑔 and the damping coefficients 𝛼 and 𝛽. 

Forcing function 𝑓(𝑡) adds to the trajectory complexity 

by incorporating a set of weighted sum of 𝑁 basis 

functions 𝛹𝑖(𝑡), which can either be stroke-based or 

rhythmic-based. Variable 𝑡 denotes the discrete time. 

For a cup flipping task, we applied stroke-based basis 

functions 
 

 𝛹𝑖(𝑡) = exp [(𝑡 − 𝑏𝑖)
2 2ℎ𝑖⁄ ]. (4) 

It is characterized as a set of Gaussian Basis Functions 

(GBFs) with pre-defined mean 𝑏𝑖 and width ℎ𝑖.  

 

 

3. Results and Discussion 
 

We evaluated the performance of CMA-ES-SR on 

different benchmark optimization problems using the 

same neural network with no additional tuning. In 

addition, we started to investigate an episodic RL 

problem [7] where the goal for a 7-DoF robot arm is to 

flip a cup filled with liquid around 360 degrees while 

achieving minimal spillage. 

 
3.1. Benchmarks 

 

For the same benchmark function, we are also 

interested in the performance enhancement of CMA-

ES-SR in different input dimensions. And the detailed 

settings of benchmarks are shown in Supplementary 

Information, Table 3. 

 
3.2. Performance of CMA-ES-SR on Benchmarks 

 

In order to evaluate the performance of CMA-ES-

SR compared to the standard CMA-ES, we quantified 

the following metrics:  

(i) The convergence acceleration rate 𝑃; 

(ii) The best cost value found within a fixed number of 

iterations; 

(iii) The number of predictor-proposed samples 𝑁𝑏𝑒𝑠𝑡 

w.r.t. the number of generations (iterations) and the 

number of predictor-proposed samples used for mean 

and covariance update. 

The convergence acceleration 𝑃 is defined as 

(𝐼1 − 𝐼2) min (𝐼1, 𝐼2)⁄ , where 𝐼1 and 𝐼2 refer to the 

minimal number of generations required to achieve a 

certain threshold in cost value respectively from CMA-

ES and CMA-ES-SR.  

The learning curve of CMA-ES-SR on some 

exemplary benchmarks are shown in Fig. 2. It can be 

observed that our algorithm achieves faster 

convergence than the original CMA-ES in cases where 

the learned model is capable of generalizing the cost 

landscape. Under the circumstance where the model 

fails to learn the cost landscape, it does not affect the 

overall optimization process and behaves similarly as 

the standard CMA-ES. This corresponds to the case of 

Rosenbrock function, where the cost value is of large 

magnitude. This poses challenges on regression using 

MLP and the predictor fails to fit or generalize with our 

current configuration. Nonetheless, a similar learning 

curve as the standard CMA-ES can still be observed. 

Detailed statistics on the convergence acceleration rate 

𝑃 on all tested benchmarks are illustrated in Table 1. If 

one compare the same benchmark of different input 

dimensions, a consistent performance boost with 

increasing input dimension can be observed on 

average. 
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Fig. 2. Learning curves on exemplary benchmarks: The tasks are specified by a function and the feature dimension, and the 

incumbent settings (the best solutions found so far) are shown. The population size is ⌊4 + 3 ln(𝐷)⌋. For each problem, we ran 

our algorithm CMA-ES-SR and standard CMA-ES algorithm five times, the mean and variance of the learning curves are 

shown.  

 

 
Table 1. Performance of CMA-ES-SR on different benchmarks, where the mean and variance of final converged value in the 

given iteration are shown. The columns 𝑃50, 𝑃75, 𝑃90 refers to the convergence acceleration rate with the threshold set as  

50 %, 75 %, 90 % percentile of the final convergence value of standard CMA-ES.  
 

Benchmark Function, 

Dimension 
Iterations 

CMA-ES CMA-ES-SR (NN) 

Mean Var Mean Var 𝑷𝟓𝟎 (%) 𝑷𝟕𝟓 (%) 𝑷𝟗𝟎 (%) 

Ackley, 2 50 0.018 0.01 0.012 0.01 75 22 43 

Ackley, 8 150 0.080 0.04 0.254 0.48 14 71 108 

Ackley, 32 350 12.963 9.83 4.408 8.32 91 161 261 

DejongsF5, 2 100 0.399 0.49 0.399 0.49 29 7 13 

DejongsF5, 8 100 1.402 1.29 2.747 2.41 -300 0 62 

DejongsF5, 20 200 1.408 0.74 0.896 0.61 0 -33 160 

Griewank, 2 50 0.061 0.02 0.062 0.03 0 -25 114 

Griewank, 8 150 0.181 0.10 0.049 0.05 100 32 33 

Griewank, 32 350 0.064 0.01 0.031 0.00 -29 95 14 

Michalewicz, 2 50 -1.841 0.06 -1.866 0.01 -50 -67 -75 

Michalewicz, 10 100 -4.415 0.87 -4.491 1.64 107 16 30 

Michalewicz, 20 200 -6.875 1.24 -7.417 0.94 467 1343 178 

Rosenbrock, 2 50 0.031 0.04 0.547 0.85 100 -50 -25 

Rosenbrock, 8 100 5.977 0.91 6.346 0.84 0 0 17 

Rosenbrock, 16 150 14.999 0.56 16.238 1.81 0 -14 5 

Rosenbrock, 32 250 53.157 42.57 33.594 1.63 40 -21 3 

Sphere, 8 100 0.022 0.01 0.010 0.00 50 50 70 

Sphere, 16 150 0.167 0.06 0.031 0.01 25 40 94 

Sphere, 32 200 1.693 0.51 0.277 0.08 25 47 131 

Sum absolute, 8 100 5.376 0.11 5.139 0.02 -25 46 72 

Sum absolute, 16 200 5.398 0.11 5.104 0.01 -11 33 67 

Sum absolute, 32 250 8.023 0.52 5.672 0.11 33 146 125 

Averaged Performance / 4.467 / 3.093 / 33 86 68 

 

 

We also show metric (iii) for one benchmark in  

Fig. 3 as an example. Most of the benchmarks also 

register similar patterns. It can be observed that the 

number of predictor-proposed solutions 𝑁𝑏𝑒𝑠𝑡 nearly 

reaches its upper bound, and the number of accepted 

solutions proposed by the model takes similar value as 

𝑁𝑏𝑒𝑠𝑡. This shows predictor-proposed samples are of 

higher quality than random samples. It can be 

concluded that the model indeed contributes to higher-

quality solutions than random samples when 𝑁𝑏𝑒𝑠𝑡 

reaches its upper bound. At this stage, a faster 

convergence. The quality of proposed samples is 

highly dependent on the current step size, mean vector, 

data distribution and trained model. In the later phase, 

random samples are at least as good as model-

proposed samples, CMA-ES-SR behaves similarly as 

standard CMA-ES and the algorithm starts to 

converge. 

 

 

3.3. Performance of CMA-ES on Flipping Task 
 

For the flipping task, we used the package Pycma [4]. 

The trajectories are trained from scratch on two robot 
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arms Franka Panda and KUKA-iiwa R820 in V-REP 

simulator [14]. All the settings are the same except for 

the joint constraints, where KUKA-iiwa has stricter 

joint constraints. Hence, the performance on KUKA-

iiwa is restricted. We demonstrated one learned 

trajectory of Panda in Fig. 4. It can be illustrated that 

the robot arm learns to flip the cup vertically down and 

finally stopped at an upright pose, with no spillage. We 

validated the performance five times with a Gaussian 

noise of zero-mean and variance of 0.2 applied on each 

joint, shown in Table 2. 

 

 

 
 

Fig. 3. MLP Model contribution on Ackley with input dimension of 32. 𝑁𝑝𝑜𝑝 is 14.  

 

 
 

Fig. 4. Illustration of cup flipping task performed on Franka Panda robot in V-REP simulator. 

 
Table 2. Learned trajectory performance per robot type. 

 

Robot Type 
Spillage 

(%) 
𝜑

𝐦𝐚𝐱
 (°) 𝜑

𝐞𝐧𝐝
 (°) 

Franka Panda 0±0 179.89±0.04 0.18±0.06 

KUKA iiwa 

R820 
23±6 136.01±0.07 1.39±0.08 

 
4. Conclusions 
 

Reducing the number of required rollouts in robot 

tasks requires sample-efficient RL algorithms. The 

popular RL algorithm CMA-ES fails to scale to high 

dimensions. To improve the sample efficiency, we 

extended the standard CMA-ES by learning a predictor 

to propose high-quality samples. We tested our new 

algorithm CMA-ES-SR on different benchmark 

optimization functions and showed that CMA-ES-SR 

outperforms the standard CMA-ES by at least 50 % in 

terms of convergence speed. With the increasing 

dimension, the performance gain is higher. The 

limitation is the additional overhead in fitting the 

model. In addition, we demonstrated how to learn a cup 

flipping task in 7-DoF robot arms which features fast 

robot motion and fulfils the joint angle and angular 

velocity constraints. The future work is to evaluate the 

performance of CMA-ES-SR on the flipping task and 

extend to different predictor models. 
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Supplementary Information 
 

5. Algorithm Details 
 

The network architecture we used is a three-layer MLP 

with 1024 nodes on each layer. We added two batch 

normalization layers [8] after non-linear activation 

layer PReLU. We used AdamW [23] as the optimizer 

with the default learning rate of 10−3.  Loss Metric is 

mean square error with mean reduction. In order to 

prevent overfitting, we conducted early stopping with 

a tolerance of nine iterations and performed train-test 

split on the experience in the replay buffer. The 

validation dataset consists of the samples collected 

from the last optimization iteration. Since CMA-ES 

updates the Gaussian mean and variance in an 

accumulative manner, we assume the query points in 

current iteration are not far away from the query points 

in the last iteration. A small error in validation set 

infers similar error for the query points in current 

iteration given the trained network. In the first 

iteration, we did not perform any training as no dataset 

from previous iterations is available. In the second 

iteration, only samples from the first iteration are 

available, hence, we defined the validation set to be 

one-fifth of the samples retrieved in the first iteration. 

The remaining samples serve as training samples. 

From the third iteration on, the training and validation 

dataset were chosen as explained above. In each 

iteration, we retrained MLP from scratch. All of the 

samples were pre-processed to have zero-mean and 

unit-variance in each dimension.  

 

 
6. Experiment Details 
 

We validated the performance of CMA-ES and CME-

ES-SR on different benchmark optimization problems 

suggested in [1]. The problem settings differ from each 

other in the domain for each input feature. The details 

of the problem setting are shown in Table 3. The initial 

mean vector μ0 passed to CMA-ES(-SR) was chosen 

uniformly from the input domain, while the initial 

variance 𝜎0 passed to CMA-ES optimizer to be 

0.3(𝜇𝑚𝑎𝑥 − 𝜇𝑚𝑎𝑥). For each benchmark and each 

input dimension, we ran the experiment five times 

respectively for CMA-ES, CMA-ES-SR with two 

models. 
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Table 3. The settings of benchmark optimization functions. 

 
Optimization Problems Domain 𝛍𝟎 

Ackley [-32,32]  

DeJong F5 [-65,65] 

Griewank [-50,50] 

Michalewicz [0, 𝜋] 

Rosenbrock [-2,2] 

Sphere [-10,10] 

Sum of absolute value [-10,10] 

 

 

In the cup flipping task, the learnable parameters 𝜃 

describe the robot trajectories 𝜏 in joint space. The 

parameters 𝜃 consist of 10 weight parameters 𝑤𝑖 for 

GBFs, two meta-parameters 𝛼 and 𝑔. We 

characterized each of the seven joint trajectory profiles 

with one DMP so that the total number of learnable 

parameters is 84. 𝛽 is chosen as 𝛼 4⁄ , so that the system 

is critically-damped [9]. The trajectory time is fixed as 

five seconds. The cost function is defined as 
 

 𝐶1 = 𝑎1𝐶𝑠𝑝𝑖 + 𝑎2(180 − 𝜑𝑚𝑎𝑥) +

𝑎3𝜑𝑒𝑛𝑑 + 𝑎4𝛿𝑐𝑜𝑙𝐶𝑐𝑜𝑙 ,  
𝐶2 = 𝐶𝑤𝑜𝑟𝑠𝑡 + 𝑎5𝛿𝑐𝑜𝑛𝐶𝑐𝑜𝑛,  

(6) 

 

where 𝐶1 is the case when joint angle and angular 

velocity constraints are satisfied and 𝐶2 corresponds to 

the case of violation. The term 𝜑𝑚𝑎𝑥 is the largest 

difference of the cup normal vector to the vector 

(0,0,1) in 3D space throughout the whole trajectory, 

while the term 𝜑𝑒𝑛𝑑 refers to the same angle difference 

but at the end of the trajectory. Initially, cup normal 

vector is (0,0,1). 𝐶𝑤𝑜𝑟𝑠𝑡 denotes the worst possible of 

𝐶1. 𝛿𝑐𝑜𝑙 and 𝛿𝑐𝑜𝑛 are indicator functions telling 

whether collision happens and robot constraints are 

met. The cost maximizes the rotation angle of the cup 

𝜑𝑚𝑎𝑥 while achieving minimal spillage 𝐶𝑠𝑝𝑖 and the 

upright final pose 𝜑𝑒𝑛𝑑. When the constraints are not 

satisfied, the cost is 𝐶𝑤𝑜𝑟𝑠𝑡 plus an extra cost for 

exceeding the joint angle and joint velocity constraints. 

With such design, the robot arm constraints must be 

first satisfied so that it can learn to perform flipping.  
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Summary: Schizophrenia is the most common form of psychotic behaviour where patients experiences hallucination, dillusion 

or chaotic speech. Schizophrenia is difficult to detect and easily go undetected for years. Here we propose the idea of detecting 

schizophrenia by a network of interacting chemical oscillators. We optimized a classifier based on six interacting oscillator 

using genetic algorithm and obtained 82 % accuracy of schizophrenia detection on a selected training dataset. 
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1. Introduction 
 

The modern information processing has been 

dominated by semiconductor technology and the 

binary information coding in electric potentials. 

Semiconductor logic gates are reliable, fast and 

inexpensive. Moreover, they can be concatenated into 

large structures. As the result the bottom-up approach 

is used to make more complex information processing 

devices as a combination of the simple ones [1]. 

Living organisms use chemistry for information 

processing. Experiments with man-made chemical 

information processing media shows that the 

maximum processing power can be achieved if 

different parts of the medium process information in 

parallel [2]. It can be expected that the top-down 

design strategy is more appropriate to reveal the 

computing power of a chemical medium than the 

bottom-up approach. The results presented below are 

continuation of the previous studies on top-down 

design of chemistry based classifiers [3-5]. We 

consider a chemical system that works as a classifier of 

a selected dataset containing records in a form of (n + 

1) tuples, where the first n elements are predictors and 

the last one is a discrete data type. Our computing 

medium is supposed to return the correct data type if 

the predictor values are used as the input. Problems of 

such structure are common in medical applications [4], 

where one is supposed to determine if a patient is 

healthy or not (data type) on the basis of medical tests 

performed (the predictor values). 

In our approach a computing medium made of 

interacting chemical oscillators is studied in-silico. 

The numerical model of a chemical oscillator is 

inspired by the two-variable Oregonator model [6, 7] 

of the Belousov-Zhabotinsky (B-Z) reaction [8]. This 

reaction is probably the most studied chemical process 

where the nonlinear phenomena, like oscillations, 

excitability, wave propagation or chaotic behavior, are 

clearly manifested [9]. The interest in BZ-reaction as a 

medium for chemical information processing has been 

motivated by the fact that its properties are similar to 

that observed for the nerve system [2, 10]. One can 

form channels in which propagation of concentration 

pulses is observed. These pulses interact (annihilate) 

one with another and can change their frequency on the 

junctions between channels [11]. The output 

information is usually coded in the presence of 

excitation (a high concentration of a selected reagent) 

at a given point of the medium and at the specific time. 

For a specific choice of the catalyst BZ-reaction 

becomes photosensitive and it can be inhibited by 

illumination [12-14]. If a high intensity illumination is 

applied to an oscillatory medium then excitations are 

rapidly damped and the system reaches a stable, steady 

state. On the other hand, the oscillatory behaviour  

re-appears immediately after the illumination is 

switched off [15]. The existence of such external 

inhibiting factor is very important for information 

processing applications because it allows to control the 

medium evolution by inhibiting its selected parts. 

Moreover, we can input digital information into the 

computing medium by inhibiting specific reactions for 

times functionally related to the input value. 

Our recent results suggest that reasonably accurate 

database classifiers can be constructed with a network 

of interacting chemical oscillators [3-5], like the one 

illustrated in Fig. 1(b). The output information is 

extracted from the network evolution, for example 

from the number of concentration maxima observed 

within a fixed time interval. The network is made of 

two types of oscillators. There are input oscillators that 

are used to input predictor values. Oscillators assigned 

as inputs of predictor #l are inhibited for time related 

to this predictor value. There are also so called “normal 

oscillators”, which are inhibited for a fixed time that is 

not related to the predictor value. These normal 

oscillators are supposed to moderate interactions in the 

medium and optimize them for a specific problem. In 

order to find a classifier for a given problem we need 

to specify the number of oscillators and their 

interactions. Also, such parameters as locations of 

input and normal droplets, inhibition of normal 

droplets, method for inputting the predictor values or 

the type of interactions between droplets have to be 

optimized. To do it we can use the top-down strategy 
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[3-5]: First we specify the function that should be 

performed by the considered system. Next, we search 

for possible factors that can modify the system 

evolution and increase its information processing 

ability. Finally we combine all these factors and apply 

them to achieve the optimum performance. We have 

found [3-5] that evolutionary optimization oriented on 

obtaining the best classifier for a representative 

training dataset of the problem can lead to the desired 

computing medium. 

 

 
(a) 

 

 
(b) 

 
Fig. 1. (a) The location of electrodes and EEG signals used 

as inputs. (b) The schematic representation of the network  

of oscillators used to determine a schizophrenic patient. 

 

In this report we concentrate on design of a 

classifier that is supposed to determine if a patient has 

schizophrenia or not. Schizophrenia is the most 

common form of psychotic behavior where patients 

experiences hallucination, delusion, chaotic speech. 

However, schizophrenia is difficult to detect and easily 

go undetected for years. We postulate that the detection 

of schizophrenia can be done by a network of 

interacting chemical oscillators that process 

information extracted from brain activity of a patient. 

There are two aspects of using the concepts of 

Artificial Intelligence in the presented study. First the 

network parameters are optimized using an 

evolutionary algorithm without a human involvement. 

Second, the resulting network can be seen as an 

example of Artificial Intelligence, that can predict if a 

patient is ill or not. 
 

 

2. Results 
 

We postulate that information necessary to detect 

schizophrenia can be extracted from the EEG signals 

recording brain activity [16]. Signals (the time 

dependent potential values) were recorded from 

electrodes placed in different parts of the scalp (see 

Fig. 1(a)). For the analysis we used signals received 

from F7 and F8 channels marked red in Fig. 1(a). The 

signal dataset available on the web [17] containing 

signals recorded on 84 patients, out of which 45 were 

schizophrenic and 39 were healthy controls, was used 

as our training dataset. 

The time dependent potentials were time averaged 

over 60 second interval and next standardized in the 

following way: 

 

 𝑝7,𝑚  =  
𝑥7,𝑚

1 − 𝜇7

𝜎7
 𝑝8,𝑚  =  

𝑥8,𝑚
2 − 𝜇8

𝜎8
  

 

Here the index m (0 < m < 85) numbers patients in 

the considered database. The values x7,m and x8,m are 

the averaged potentials from F7 and F8 channels, µ7 

and µ8 are the mean values of x7,mand x8,maveraged 

over all patients and σ7 and σ8 are the standard 

deviations of x7,m and x8,m. A record of the considered 

training database has a form of 3-tuple: (p7,m, p8,m, z) 

where the record type z = 0 for schizophrenic patients 

and z = 1 for healthy ones. 

We assumed that a classifier that can distinguish 

between schizophrenic and healthy subject was formed 

of just 6 oscillators arranged in geometry shown in  

Fig 1(b). The broken arrows illustrate interactions 

between the oscillators. Following the analogy with 

Belousov Zhabotinsky reaction as a computing 

medium we used the same two-variable Oregonator 

model [6, 7] to simulate the time evolution of each 

oscillator: 

 

𝜕𝑢

𝜕𝑡
 =  

1

𝜀
(𝑢 − 𝑢2 − (fv + 𝜑(𝑡))

𝑢−𝑞

𝑢+𝑞
), (1a) 

 

 
𝜕𝑣

𝜕𝑡
 =  𝑢 − 𝑣, (1b) 

 

where u and v denote concentrations of activator U and 

inhibitor V of Belousov-Zhabotinsky reaction 

respectively. In our simulations we used the following 

values of model parameters: q = 0.0002, ε = 0.2,  

f = 1.1. The parameters of the Oregonator model were 

fixed and did not undergo optimization. In the 



 

69 

Equation (1a) the function φ(t) represents time 

dependent illumination of the medium. We used 

illumination to control the time evolution of an 

oscillator and considered φ(t) in the form: 

 

 𝜑𝑘(𝑡)  =  0.1 ∗ (1.001 + 

  +tanh(−10 ∗ (𝑡 − 𝑡osc(𝑘)))), 
(2) 

 

where: tosc(k) is the time when illumination of 

oscillator #k was terminated. At the beginning the 

value of φk(t = 0) = 0.2 and the Oregonator model 

predicts a stable steady state corresponding to  

u = 0.0002 and v = 0.0002. For long times φk(t) goes 

to 0.0001 what correspond to an oscillator with the 

period of approximately 10.8 time units. In an 

oscillator #k is a normal one than the value of tosc (k) is 

the same for all processed records of the training 

dataset. If the oscillator #j functions as the input of the 

predictor pl (l = 7 or 8) than: 

 

 𝑡osc(𝑗)  =  𝑡start + (𝑡end − 𝑡start) ∗ 𝑝𝑙 (3) 

 
The coupling between the oscillators #k and #j is 

described by additional reactions involving the 

activators Uk and Uj of these oscillators:  

Uk + Aj → products with the reaction rate α and: 

 

 
Uj + Bj → Uk + Ck, 

Uk + Bk → Uj + Cj, 
 

 
with the reaction rate β. 

The time evolution of the network is described by 

the following kinetic equation: 

 

 

𝜕𝑢𝑗

𝜕𝑡
 =  

1

휀
(𝑢𝑗 − 𝑢𝑗

2 − (fv𝑗 + 𝜑(𝑡))
𝑢𝑗 − 𝑞

𝑢𝑗 + 𝑞
) −

−(𝛼 + 𝛽 ∑ 𝑠𝑗,𝑘) + 𝛽( ∑ 𝑠𝑗,𝑘𝑢𝑘)

6

𝑘 = 1

6

𝑘 = 1

,

 (4a) 

 

 
𝜕𝑣𝑗

𝜕𝑡
 =  𝑢𝑗 − 𝑣𝑗 , (4b) 

 
where uj and vj denote concentrations of activator and 

inhibitor in the oscillator #j. The last terms in Eq. (4a) 

represent the coupling between oscillators #j and #k. 

The values of symbols sj,k are equal to 1 if oscillators 

#j and #k interact and sj,k = 0 if they do not. 

In order to get information if a patient characterized 

by the predictors p7 and p8 is healthy or ill we simulated 

numerically Eqs. (4a, b) the network evolution within 

the time interval [0, tmax] using Cash-Karp R-K45 

method [18] with Δt = 10-3 time steps. We postulate 

that information about patient’s health can be extracted 

from the number of activator maxima recorded on a 

selected oscillator of the network, during the time 

interval [0, tmax]. 

Following the idea of cancer classification 

described in [3] we optimized the system parameters 

to maximize the mutual information [19] between the 

number of oscillations received from the output droplet 

and the health of a patient represented by records of the 

training database. It can be expected that the value of 

mutual information increases with the classifier 

accuracy. An evolutionary algorithm covering all 

parameters of the network, i.e.: 

– The time during which network evolution is studied 

tmax ( tmax < 100 time units); 

– Locations and illumination times (tosc (i)) for all 

normal oscillators; 

– Locations of input oscillators and times tend, tstart in 

the Eq. (3); 

– The rate constants α, β describing interactions 

between oscillators, was applied. 

The quality (fitness) of a specific classifier was 

calculated as the mutual information between the list 

of types in the training database and the list of numbers 

of activator maxima observed on the output droplet [3]. 

As the output droplet we select the one for which the 

mutual information was the maximum one. The 

network optimization was performed using an 

evolutionary optimization algorithm presented in [5]. 

We considered 740 optimization generations over the 

population of 200 classifiers. The progress of 

optimization is illustrated in Fig. 2(a). When the 

optimization was terminated the mutual information 

between the list of types in the training database and 

the number of activator maxima observed on the 

output droplet was 0.416. The most fit network we 

obtained is illustrated in Fig. 2(c). The symbols In1 and 

In2 mark locations of inputs for predictors p7 and p8 

respectively. The normal oscillators are represented by 

pie-charts. The ratio between the surface of the red area 

and the area of disk representing an oscillator 

represents the value of tosc(#)/ tmax. The optimized 

network is characterized by: tmax = 79.5, tstart = 72.1, 

tend = 4.9, α = 0.46, β = 0.65, tosc(1) = 52.3,  

tosc(5) = 52.3. 

Fig. 2(b) illustrates the mutual information 

between the list of numbers of activator maxima 

observed on a specific oscillator and the list of types of 

the training database. As seen the highest values of 

mutual information are observed for oscillators that are 

also the inputs of predictor p8. The maximum mutual 

information is for the oscillator #2. It can be expected 

the classifier accuracy increases with the mutual 

information, thus using the number of maxima of the 

activator for the oscillator #2 we should obtain the 

most accurate diagnosis. The number of cases 

corresponding to a given number of activator maxima 

observed on the oscillator #2 for healthy and 

schizophrenic patients is shown in Fig. 2(c). Using 

these results we can postulate the classification rule: if 

1,3 or 4 maxima of activator are observed during the 

time evolution on the oscillator #2 then the patient is 

healthy. If the number of observed maxima is different 

than the patient is schizophrenic. This rule gives the 

accuracy of 82 % in determination of schizophrenic 

patients in the considered database. 
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(a) (b) 

 
 

(c) (d) 
 

Fig. 2. The optimization of a schizophrenia classifier. (a) The maximum mutual information between the list of record types 

and the list of numbers of activator maxima as a function of the evolutionary step. (b) The mutual information between the list 

of record types and the list of numbers of activator maxima measured for different oscillators of the optimized network.  

The oscillator #2 gave the maximum mutual information and it was selected as the output one. (c)The structure of optimized 

schizophrenia classifier. In1 and In2 represent inputs for p7 and p8. The green ringed droplet represents the output droplet.  

(d) The numbers of cases in the considered training database for which a given number of activator maxima is observed  

on the oscillator #2. 

 

 

3. Conclusions and Discussions 
 

In the presented study we assumed that 

schizophrenia can be detected by an Artificial 

Intelligence program that analyses EEG signals 

recorded from electrodes located on a patient scalp. 

Using a limited dataset we demonstrated that an 

interacting system of chemical oscillators can be 

trained to perform as a classifier and it has a potential 

to distinguish a schizophrenic patient. We considered 

a network of 6 coupled oscillators and optimize it to 

diagnose correctly 82 % of cases in the considered 

dataset. We tested a number of combinations of two 

signals and, within the available data, the highest 

accuracy was obtained for F7 and F8 channels  

(cf. Fig. 1(a)). We think the result is promising and 

encourage future research in this field. Having access 

to much larger databases we could generalize the 

presented results. A larger network would allow to 

combine information from a large number of channels 

which should increase the diagnosis accuracy. 
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Summary: State-of-the-art biometric based access control systems like fingerprint and retina scan systems are becoming 

ubiquitous. In this novel-work, we propose to use a common camera to generate user-data in real-time and store it on cloud for 

access control of the user to any premise by face recognizer working on the principles of Computer vision, Image Processing 

and Artificial Intelligence. It may seem tedious and challenging to gather the large set of data which could train our model for 

better accuracy but in this work, we have generated the training data in an efficient way by using the concept of real-time data 

set generation. We have used the frontal face Haar-Cascade classifier to detect the object for which it has been trained for, 

from the source. The Haar-Cascade is trained by superimposing the positive image over a set of negative images. For training 

we have used Local Binary Pattern (LBP) algorithm which is a simple yet very efficient texture operator which labels the 

pixels of an image by thresholding the neighbourhood of each pixel and saves the result as a binary number in a CSV file. 

Once we have the dataset in structured (CSV format), we apply the AI algorithms to detect the current face by naming them 

(multiclass classification). If some unknown person (no training data available) happens to be in the frame, he is labelled as 

‘unknown’. Thus, a trigger is created by comparing names of objects and names in our data set to grant access. 

 

Keywords: LBP, Haar Cascade classifier, Face recognition, Access Control, Real-time dataset generation, Artificial 

Intelligence. 
 

 

1. Introduction  

 
Face recognition-based access control systems are 

becoming ubiquitous for granting access to office 

premises, unlocking your smartphone to gain access 

and also to maintain database management systems by 

considering your frontal face data as the primary key 

of the ER model. In this work we implement a face 

recognition system where image acquisition is done in 

real-time for access control to a premise. This 

technique helps us to overcome the challenging 

problem of gathering the large set of data which could 

train our model for better accuracy. Computer vision 

and machine learning is used to train a model and 

which is used to classify the query image. The class in 

which the image is classified is then used to generate 

the trigger and then result in binary value (1- access 

granted, 0-access not granted).  

This system will also be replacing the use of Radio 

Frequency ID cards, Quick Response code cards and 

other tedious techniques of access control systems. 

Thus the frontal face data of humans will become the 

uniquely identifying feature in the incoming future. 

 
1.1. Related Work 

 

Zhao et al summarized the research work in the 

area of face recognition in 2003 in their seminal paper 

[1]. Local binary pattern (LBP) based descriptor was 

proposed by authors in [2] for face recognition. Access 

control and spoof detection for face recognition based 

smartphone unlocking was considered by authors in 

[3]. We implemented the LBP method proposed in [2]. 

Abate et al has done the face recognition work 

using the feature extraction process of fractal based 

techniques [5] Kosov et al has worked on Rapid stereo-

vision enhanced face recognition [6]. 

Yin S, Dai X, Ouyang P, Liu L, Wei S et al has  

worked on A Multi-Modal Face Recognition Method 

Using Complete Local Derivative Patterns and Depth 

Maps [7]. 

 

 

1.2. LBP Descriptors 

 
To find the image that matches the query image we 

just need to compare two histograms and return the 

image with the closest histogram. 

Local Binary Pattern (LBP) is a powerful texture 

operator which labels the pixels of an image by 

thresholding the neighborhood of each pixel and 

considers the result as a binary number. This relatively 

new approach was introduced in 1996 by ojala LBP 

and combined with histograms of oriented gradients 

(HOG) descriptor, improves the detection performance 

considerably on facial image datasets. Using the LBP 

combined with histograms we can represent the face 

images with a simple data vector. The first 

computational step of the LBPH is to create an 

intermediate image that describes the original image in 

a better way, by highlighting the characteristics of 

faces. To do so, the algorithm uses a concept of a 

sliding window, based on the parameters radius and 

neighbors as shown in Fig. 1. 

We used the Euclidean distance based on the 

following equation given in eq. (1): 
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Fig. 1. LBP Procedure for an image acquired. 
 

 

𝐷 = √∑(ℎ𝑖𝑠𝑡1𝑖 − ℎ𝑖𝑠𝑡2𝑖)2

𝑛

𝑖=1

 

 (1) 

 

where D = Distance, hist n= the nth histogram obtained. 

We already know about using facial points as 

features descriptors which indicates whether there’s a 

facial expression or not. They are very powerful, but 

they can’t decode everything for instance, if you have 

a little dimple or scar because in this case there is no 

movement of the facial points. We don’t get a 

geometric variation but we do get a change in 

appearance. To encode such features/variations and 

maximize the variation or features that are relevant to 

facial expressions we will use highly successful feature 

i.e. Local Binary Pattern. Local Binary pattern looks at 

9 pixels at a time. It is a 3 x 3 block of pixels and we 

derive LBP Pattern starting from central pixel e.g. as 

shown in Fig. 2(a) that central pixel value is ‘8’ and 

there are 8 pixels around it. 

 

 

12 15 18 

5 8 3 

8 1 2 

(a) 

  

1 1 1 

0  0 

1 0 0 

 (b) 

 

Fig 2. 

 

Local binary pattern is now going to turn this set of 

3 x 3 pixels into binary values. We compare value of 

central pixel with every neighbouring pixel. If the 

neighbouring pixel's value is greater than or equal to 

the central pixel thn its going to assign 1 and if smaller, 

then it is going to assign 0 as shown in Fig. 2(b). 

Further we convert set of 8-binary digits to a byte by 

reading the matrix in Fig. 2B clockwise as shown  

in Fig. 3. 

 

1 1 1 0 0 0 1 0 

 

The byte thus obtained is converted to decimal for 

training our system. The most important feature of 

LBP is being illumination invariant i.e. a change the 

lighting conditions changes intensity value of all these 

pixel values in a frame but the relative difference 

between them will remain the same. 

 

 
Fig 3. 

 

So, our binary pattern will remain the same 

irrespective of illumination in general. For a face 

extracted by Haar-cascade classifier we are going to 

divide the face into a number of blocks and this local 

binary pattern is centred on a single pixel and then 

compares with its neighbors, so we have to do this for 

every pixel in each block and each of them will result 

in a different decimal number. If there are enough 

pixels in a block i.e. if a block is big enough, we will 

actually turn these values into a histogram. 

 

 

1.3. Proposed Methodology 

 

The local binary pattern uses four parameters 

namely ‘Radius’, ’Neighbors’,’Grid X’ and ’Grid Y’. 

The radius is used to build the circular local binary 

pattern. Neighbors refer to the number of sample 

points to build the circular local binary pattern. Grid X 

and Grid Y are the number of cells in the horizontal 

and vertical directions respectively. The more cells, the 

finer the grid, the higher the dimensionality of the 

resulting feature vector.  

With LBP it is possible to describe the texture and 

shape of a digital image. This is done by dividing an 

image into several small regions from which the 

features are extracted. We divide the image into small 

regions and features are extracted from it. These 

features consist of binary patterns that describe the 

vicinity of pixels in the regions. Thus, the obtained 

features from the regions are concatenated into a single 

feature histogram, which forms a representation of the 

query image. Images then can be compared by 

measuring the similar aspects between relative 

histograms. 

Earlier LBP operators worked with the eight 

neighbors of a pixel, using the value of this center pixel 

as a threshold. If a neighbor pixel has a greater than or 

equal to value than the center pixel then [1] is assigned 

to that pixel, else it gets a 0. The LBP code for the 

center pixel is then produced by concatenating the 

eight ones or zeros to a binary code.  

The LBP operator was later on extended to use 

neighborhoods of a variety of shapes and sizes. In this 

case a circle is made with radius R from the center 

pixel. P sampling points on the edge of this circle are 

taken into consideration and then compared with the 
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value of the center pixel. To get the values of all 

sampling points in the neighborhood for any length of 

radius and for any number of pixels, bilinear 

interpolation is applied.  

If the coordinates of the center pixel are (xc, yc) then 

the coordinates of his P neighbors (xp, yp) on the edge 

of the circle with radius R can be calculated with the 

sine and cosines:  

 

xp = xc + R cos (2 𝜋 p /P ) (2) 

 

yp = yc + R sin (2 𝜋 p /P )  (3) 

 

If the matrix value of the center pixel is gc and the 

matrix values of their neighbors are gp, with p = 0, ..., 

P − 1, then the texture T in the local neighborhood of 

pixel (xc, yc) can be defined as 

 

  
 

Once these values of the points are obtained is it 

also possible do describe the texture in another way, 

i.e. by subtracting the value of the center pixel from the 

values of the points on the circle. In this way the local 

texture is represented as a joint distribution of the value 

of the center pixel and the differences. 

 

T = t(gc, g0 - gc , . . . , gP-1 - gc)                 (5) 

 

Since t(gc) describes the overall luminance of an 

image, which is unrelated to the local image texture as 

explained above in this paper, it does not provide 

useful information for texture analysis. Therefore, 

much of the information about the textural 

characteristics in the original joint distribution (Eq. 3) 

is preserved in the joint difference distribution: 

 

T ≈ (g0 – gc , . . . , gP-1 - gc)                   (6) 

 

Although invariant against gray scale shifts, the 

differences are affected by scaling. To achieve 

invariance with respect to any monotonic 

transformation of the gray scale, only the signs of the 

differences are taken into consideration. This means 

that in the case a point on the circle has a higher gray 

value than the center pixel (or the same value), a one 

is assigned to that point, and else it gets a zero:  
 

T ≈ (s(g0 -gc), . . . , s(gp-1 - gc)               (7) 

 

where 
 

s(x) = {1, 𝑥 ≥ 0 𝑥, 𝑥 < 0  
 

In the last step to produce the LBP for pixel (xc, yc) 

a binomial weight 2p is assigned to each sign(gp − gc). 

These binomial weights are summed:  
 

𝐿B𝑃P,(𝑥𝑐, y𝑐) = 𝛴𝑃=0
𝑝−1

 𝑠 (g𝑝− gc)2p               (7) 
 

The Local Binary Pattern characterizes the local image 

texture around (xc, yc). The original LBP operator in 

figure 1.3 is very similar to this operator with P = 8 and 

R = 1, thus LBP8,1. The main difference between these 

operators is that in LBP8,1 the pixels first need to be 

interpolated to get the values of the points on the circle. 
 

Concept of Feature Vectors: 

Once we have the Local Binary Pattern for every pixel, 

the feature vector of the image can be constructed 

easily. For an efficient representation of the face, first 

the image is divided into K2 regions. For every region 

a histogram with all possible labels is constructed. This 

means that every bin in a histogram represents a 

pattern and contains the number of its appearance in 

the region. The feature vector is then constructed by 

concatenating the regional histograms to one big 

histogram. 

 

 
 

Fig. 4. Face image divided into 64 regions, with for every region a histogram. 

 

 

For every region all non-uniform patterns (more 

than two transitions) are labeled with one single label. 

This means that every regional histogram consists of P 

(P − 1) + 3 bins: P (P − 1) bins for the patterns with 

two transitions, two bins for the patterns with zero 

transitions and one bin for all non-uniform patterns. 

The total feature vector for an image contains  

K2 (P (P − 1) + 3) bins. So, for an image divided into 

64 regions and eight sampling points on the circles. 

The LBP code cannot be calculated for the pixels in the 

area with a distance R from the edges of the image.  

This means that, in constructing the feature vector, 

a small area on the borders of the image is not used. 

For an N × M image the feature vector is constructed 
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by calculating the LBP code for every pixel (xc, yc) 

with xc Ɛ{R + 1, . . . ,N − R} and yc Ɛ{R + 1, . . . , 

M − R}. If an image is divided into k × k regions, then 

the histogram for region (kx, ky), with kx {1, . . . , k} 

and ky {1, . . . , k}, can be defined as: 

 

     Hi(Kx , Ky ) = ∑x,y I{LBPP,R(x,y) = L(i)}, 
 i = 1, …  P(P − 1) + 3 

 

𝑥  ∈  {{𝑅 + 1, . . .  . . .  . . .  , 𝑁/𝐾 } 𝐾𝑥 = 1 

{(𝐾𝑥 − 1) (𝑁/𝐾) + 1, . . . , 𝑁 = 𝑅    𝐾𝑥 = 𝐾 

{(𝐾𝑥 − 1)(𝑁/𝐾) + 1, . . . , 𝐾𝑥(𝑁/𝐾)}}   𝑒𝑙𝑠𝑒 

 

∈   {{𝑅 + 1, . . .  . . .  . . .  , 𝑀/𝐾}  𝐾𝑦 = 1 

    {(𝐾𝑦 − 1)(𝑀/𝐾) + 1, . . .  , 𝑀 − 𝑅}  𝐾𝑦 = 𝐾 

      {(𝐾𝑦 − 1)(𝑀/𝐾) + 1, . . .   , 𝐾𝑦(𝑀/𝐾)}}  𝑒𝑙𝑠𝑒 

 

in which L is the label of bin i and 

 

𝐼(𝐴) = {1, 𝐴 𝑖𝑠  𝑇𝑟𝑢𝑒  0, 𝐴 𝑖𝑠 𝐹𝑎𝑙𝑠𝑒  
 

N X M is the dimension of the image matrix. 

 

The feature vector is effectively a description of the 

face on three different levels of locality: the labels 

contain information about the patterns on a pixel-level; 

the regions, in which the different labels are summed, 

contain information on a small regional level and the 

concatenated histograms give a global description of 

the face. 

 

 
2. LBP Based Training and the Classifier 
 

A block diagram of the proposed approach is 

shown in Fig. 5. We have implemented the system as 

3 sub parts viz. 

1. Creation of dataset: - We create a dataset of 

users from their captured video frames by segregating 

them on basis of a unique id and name. The dataset 

consists only of facial image and not the full body pose. 

The images from the acquired video are stored after 

converting them into grayscale. We used frontal face 

Haar-Cascade OpenCV library classifier [4] to detect 

and store facial images in the dataset. While creating 

the dataset we should make sure that there should only 

be a single person in the frame otherwise it may cause 

anomalies in data. 

2. Training of Model: We used Local Binary 

Pattern (LBP) algorithm to train our model and save its 

yml file. This yml file is used further for detection. 

LBP descriptors are simple yet very efficient texture 

operators which label the pixels of an image by 

thresholding the neighborhood of each pixel and 

considers the result as a binary number. 

3. Detecting and Granting/Denying access: - For 

classifying a query image of the person in front of the 

camera and mark his presence on the data frame we use 

a classifier on the trained model obtained in step 2 

above. 

We used a frontal face Haar Cascade classifier to 

detect the object for which it has been trained for, from 

the source. The Haar Cascade is trained by 

superimposing the positive image over a set of 

negative images. We use conditional ‘==’ operator to 

check is the object I the camera is to be given access 

or not and thus we generate a trigger and display out as 

0/1 (binary number). 
 

 
 

 

Fig. 5. Block Diagram representation of our method. 

 

 

3. Results and Discussions 
 

Our preliminary database contained facial image 

dataset of 21 persons sequentially acquired in real-time 

from the camera and model was trained to generate 

yml file as described in Section 2. Access was granted 

to the persons having their facial image in the grabbed 

video frame at the time of querying the system. 

 

               
 

            
 

Fig. 6. Sample facial images from database of person A 

(left) and person B (right) and Unknown. 

 

Left image in the result shown in Fig. 7 shows 

correct classification and access granted scenario 

while right image is for access denied to the person on 

extreme right in the image. It illustrates the 

classification accuracy of our system. 

When a user is correctly identified and granted 

access it is marked as 1 in the daily log of access 

control in our system while access denied scenario is 

marked as 0 in the log file. 
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Fig. 7. Classification of granted access (L) and Restricted access (R) for two persons in a video feed. 
 

 

The output in Fig. 8 shows that the people who are 

in the grabbed video frame as access granted i.e. ‘1’ 

and access denied ones are marked as ‘0’ under the 

Day column. 

One limitation of the work which needs further 

investigation is to include liveness detection of 

captured images. Presently the system sometimes 

grants access to static images of the person in real-time 

instead of the actual person being present at the time 

of query. Spoof detection method described in [3] will 

be applicable here. 

 

 
 

Fig. 8. CSV File of Access Control List. 

 

4. Conclusions 
 

We have implemented and tested an access control 

system based on LBP for training the model on the 

images acquired in real-time. High classification 

accuracy (~98%) is observed in testing the system for 

known and unknown faces. 
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Summary: This paper addresses the problem of target localization in sonar signal in a 2D (range-azimuth) scene. The aim is 

to propose an approach based on an artificial neural network that outputs a binary occupancy grid. A dataset is generated using 

a sonar simulator and used to train and validate a deep neural network based on a U-net architecture. A pre-processing chain 

converts analog data to a form that can be passed through the neural network, in this case a (range-azimuth) 2D map with 

power received. Finally, the performances of the network are compared to those of an approach built around on a CFAR-based 

range estimation and a MUSIC-based direction of arrival estimation. The results show that the network is able to provide at 

least similar performances than the reference approach, without the algorithmic calibration currently required by the latter. 

 

Keywords: Sonar, Deep learning, Mapping, Detection, Occupancy grid. 

 

 

1. Introduction 
 

When it comes to autonomous driving and robotic 

navigation in general, knowing where the agents can 

move without touching an obstacle is a crucial matter. 

This information can be displayed as a 2D occupancy 

grid (OG) of the environment indicating the 

probability for a region of space to be free or occupied 

(i.e. containing an obstacle). An example is provided 

in Fig. 1. These grids – here called ”probabilistic” – are 

popular due to their ability to quantify uncertainty and 

the possibility to fuse sensor measurements [1, 2]. The 

sensors whose measurements are used to build OG can 

be separated into two categories according to their 

field-of-view (FOV), i.e. the area of space where they 

are able to detect obstacles. A sensor is considered to 

have either a narrow FOV that we model as a line, or a 

large one. In this case a large part of the environment 

is seen, that we can model as being between two 

boundaries forming a cone. These notions are 

illustrated in Fig. 2. 

 

 
 

Fig. 1. Building an occupancy grid from sensor 

measurements in an automotive context [1]. 

If both explicit and efficient methods already allow 

to compute OG for narrow FOV sensors [1], problems 

arise when the FOV is large [3]. It is a problem since 

sensors with large FOV can bring significant advances 

in autonomous driving and robotic navigation. A first 

advantage is the larger area covered by a sensor 

measurement. Another advantage is the fact that the 

main sensors having a narrow FOV are Lidar ones, and 

suffer from a heavy cost and inefficiency in scenes 

presenting optical occlusion. Radar can be seen as a 

potential answer [4], as well as sonar in certain 

scenarios. These large FOV sensors present several 

similarities in the principles behind their signal 

processing techniques [5]. For these reasons, alongside 

others, multimodal sensor fusion is seen as a key 

component for autonomous driving and efficient 

methods computing OG from large FOV sensors are 

needed. The existing methods, based on Bayesian 

filtering, are currently either too costly to compute or 

relying on restrictive hypothesis. To deal with these 

latter scenarios, the use of deep neural networks has 

been recently proposed in the literature [6]. Neural 

networks may provide a suitable approximation of an 

OG computation model at a reasonable cost. 

 

 

 
 

Fig. 2. An illustration of the difference between narrow (left) 

and large (right) field of view sensors. The blue dots 

represent the sensor’s field of view. The circles are targets 

and the ones in green are seen by the sensor. 
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Taking benefit from an analogy between 2D  

range-azimuth maps, OG and images, networks 

initially intended for image segmentation problems 

were used for building OG. To do so, the previous 

works as in [6] use U-net architectures [7] for this type 

of task. These networks convert the output of the 

sensor signal processing chain into an OG. The 

original work used a radar that has a beam too narrow 

to match our work, even though it produced 

probabilistic OG. Others have been applied to radar 

post target detection data (the range and azimuth, as 

depicted in Fig. 3) with ternary OG (the cell can be 

“free”, “occupied” but also “unknown”) [8, 9]. 

 

 
 

Fig. 3. A typical sonar signal processing chain and the one used in this work. 

 

 

All these works use metrics that do not give a clear 

indication of the accuracy of the targets localization. 

This metric, the Intersection-over-Union (IoU) is the 

reference in image segmentation. Yet it does not give 

a direct estimation of the localization accuracy. On top 

of that, these approaches use “high level” data that 

have gone through several signal processing 

algorithms (like those given in Fig. 3 as references) 

that already realize localization tasks. These 

algorithms have limitations like the need of a complex 

calibration for the CFAR used as reference [5, 10]. 

Other references of radar target localization using deep 

learning exist. They addressed this problem in terms of 

accuracy for the range, azimuth and elevation 

estimations [11]. However, they do not output 

occupancy grids. 

This work is a continuation of these approaches  

[6, 8, 9], using a sonar as a large FOV sensor. A neural 

network has been trained to generate an OG from sonar 

signal before target detection. As a preliminary work, 

the OG only contains binary states: occupied or free. 

In the mono-target case, accuracy of the target’s range 

and azimuth estimates is evaluated and compared with 

the estimation accuracy of a reference approach, based 

on MUSIC and CFAR [10]. 
 

 

2. Reference Sonar Signal Processing Chain 
 

This work aims to evaluate the precision of the 

target localization performed by the network in a 2D 

context. A target has two main characteristics: its range 

in the sensor centered referential (in this work in cm) 

and its azimuthal orientation (in degrees). The 

comparison is limited to mono-target scenario. This 

avoids problems such as occlusion that would 

complicate the evaluation. Concerning the approach 

used as reference, the range is obtained using a CFAR 

detection [10] and time-of-flight calculation. An Order 

Statistic (OS) CFAR [10], a common version of the 

algorithm, is implemented and calibrated. This 

algorithm is the reference when it comes to target 

detection in radar and sonar, but it suffers some flaws. 

One of them is the range resolution: if two targets are 

too closed, it is not possible to separate them. Another 

is the complicated calibration of the algorithm which 

is to be used in a specific configuration of noise. As for 

the direction of arrival (DOA) estimation, the MUSIC 

algorithm is chosen due to its high resolution [10]. 

Note that MUSIC needs a priori knowledge of the 

number of targets present in the scene. The goal is to 

compare the network’s performances to those of the 

reference. Since the network products OG as output, 

the range and azimuth are extracted from this OG using 

image processing tools as depicted in Fig. 3. For this 

purpose, a binary OG is sufficient. 
 

 

3. Deep Learning Based Processing Chain 
 

The network’s architecture is described in this 

section, followed by the dataset generation. 
 

 

3.1. Neural Network Architecture 
 

Similarly with [6, 8, 9], the network’s architecture 

is a U-net due to its performances in general image 

segmentation problems. The loss used is the standard 

binary crossentropy. The network, depicted in Fig. 4, 

acts as an encoder-decoder. A first half extracts 

features from the input signal and the second converts 

the feature maps extracted into a signal with the same 

dimensions as the input one. More specifically, the 

network is composed of 5 “levels” – not to be confused 

with “layers” – that can be represented so that it has 

the “U” shape that gives it its name. The four first 

levels are present in both encoder and decoder half 

while the 5th is the feature map. An encoder block, as 

well as the feature map, is composed of two 

convolutions layers and a max pooling. The same goes 

for the decoder except that it also comprises a 

concatenation layer connected to the output of the last 

convolution layer of the encoder block in the same 

level in order to “remap” the features at the right 

pixels. This way, each pixel of the output image is a 

cell of the grid associated to the class “free” or 

“occupied”. 
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Fig. 4. The workflow of the DL-based approach. Each rectangle represents 2 convolution layers and a max pooling one.  

The numbers of convolution kernels for each layer are given in the corresponding rectangles. 

 

 

3.2. Dataset Generation 

 

The perception task that this work is tackling 

consists in converting a sonar signal into a 

representation of the environment in front of the 

sensor. The training of the network needs an input and 

the output that the network is supposed to produce 

given such input. It is a supervised learning handling 

an image segmentation problem [12]. Considering this, 

the dataset must consist of a sonar signal and the 

occupancy grid of the environment that induced this 

signal as groundtruth. It is the output that we expect the 

network to produce given this sonar signal. 

A dataset has to be generated since there is no – to 

the best of our knowledge- public dataset suitable for 

the problem addressed in this paper. Automotive 

datasets already tend to rarely contain radar data [13]. 

Existing datasets containing radar data are however not 

fit for this work. The main problem is that the data 

available only contain signals that have passed through 

a CFAR detector [14]. This would not allow to test the 

potential of replacing the algorithm with a neural 

network. Considering the need of fine tuning the 

scenes for an evaluation accuracy purpose, simulation 

is chosen for providing a sufficient dataset with a 

reasonable cost. 

A sonar simulator is used to compute the signal 

received by the sensor after propagation within a scene 

containing arbitrarily positioned obstacles. In order to 

focus on the localization and since it is to be performed 

on an OG, the targets are as large as a cell and placed 

so that they perfectly fit into one. The region of interest 

(ROI) is the 80×240 cm rectangle in front of the sensor 

(with it at the center of the x-axis). This rectangle is 

partitioned into a grid with the same dimensions (each 

cell is a 1 cm square). A scene consists of between one 

and three 1 cm wide planes. The planes are randomly 

placed on cells considering a margin of 10 cells on the 

x-axis and between 35 and 220 cm. 3000 scenes are 

generated. A problem arises with groundtruth grids 

computation. It is difficult for a neural network to 

output an image with a segmentation of only one pixel. 

Thus, the targets on the groundtruths are not 

represented as a single cell but rather as a 7×7 square 

as shown in Fig. 5. The square’s center of mass 

represents the coordinates of the detected target. 

A sonar is then simulated in order to obtain an input 

signal to the network. The sensor consists of one 

emitter so that the emission beam is the widest 

possible. It also has 5 transducers for reception that 

allow direction of arrival (DOA) estimation for the 

echoes. This way, it is possible to estimate the azimuth 

of the detected targets. The sonar emits a sine pulse and 

the simulator computes the acoustic wave received at 

each transducer after reflection on target(s). The signal 

is amplified and converted into the digital domain. The 

common processing to both reference and deep 

learning approaches includes a signal demodulation 

followed by a matched filter. Since a 2D signal is 

required, a Digital Beamforming (DBF) algorithm is 

used for obtaining a 2D polar map representing the 

power received from each point of space in front of the 

sensor [15]. The process is illustrated in Fig. 3. An 

example of input signal is also depicted in Fig. 4. 

 

 

 
 

Fig. 5. In order to provide a groundtruth that allows to train 

the network, we represent each cell by a bigger square. 

 

 

4. Simulation Results 

 
Both the reference and neural network’s 

implementations were evaluated in terms of range and 
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azimuth accuracy using the Root Mean Squared Error 

(RMSE) as a metric: 

 

 𝑅𝑀𝑆𝐸(𝑦, �̃�)  =  √
∑ (𝑦𝑖−�̃�𝑖)²

𝑁
𝑖 = 1

𝑁
, (1) 

 

where 𝑦𝑖 is the groundtruth and �̃�𝑖 is the value 

predicted by the model for a validation test of 𝑁 

samples for vectors 𝑦 and �̃�. Since this metric is used 

for evaluating estimation, we do not count the cases 

where the target is not detected or where a non-existing 

target is, which can happen when the SNR drops too 

low. Results obtained for each cell on the left half of 

the ROI (miss detections not taken into account) are 

displayed in Table 1. 

 

 
Table 1. Performances of both approaches on the validation 

data (RMSE). 

 

Approach Range (cm) Azimuth (°) 

CFAR + MUSIC 4,463 0.424 

Neural network 0.820 1.465 

 

 
4.1. Results Analysis 
 

The network achieved a better accuracy than the 

reference approach for the range estimation. On the 

contrary, MUSIC achieved a better result on azimuth 

estimation, even though the network provided 

encouraging results. An example of scene 

reconstruction (in a multi-target scenario) is given in 

Fig. 4. In order to obtain a richer information than the 

global performance displayed in Table 1, a set of  

20 simulations was run where the error is evaluated at 

every possible cell of the grid (this time, a miss 

detection gives a maximum error). Thanks to the 

symmetrical RMSE distribution over the x-axis, only 

the left half of the map was computed. It allows to draw 

an image containing in each pixel the RMSE for each 

corresponding cell in the grid. For each approach, an 

error map is drawn for each of the two estimated 

parameters. The resulting maps are displayed in Fig. 6. 

As expected, the reference approach has trouble 

detecting targets that are at the extremities of the 

emission diagram, where it ensues failures. The 

phenomenon is less pronounced with the neural 

network, which suffers less miss detections in this area. 

This aside, the reference approach performs a pinpoint 

accuracy regarding the azimuth estimation on the rest 

of the region. The network has trouble with the 

extremities of the ROI, where the SNR drops. 

Observing the grids computed for targets in this area 

show that the network does not draw perfect  

7×7 squares. This adds another source or error since 

the center of mass of the square does not correspond to 

the target location. This is not observed for range 

estimation, where the network keeps giving better 

results than CFAR and shows a pretty uniform error. 

 

4.2. Discussion 

 

These results must be regarded in the light of 

limitations in the possibilities offered by the simulator. 

The absence of reflective elements besides the targets 

clearly eases their localization and cannot be 

considered “realistic”. In a concrete sonar situation a 

lot of constraints such as clutter would considerably 

complicate the problem and thus reduce the 

implementations performances [5]. Nevertheless, this 

work aimed to provide a proof-of-concept for 

computing occupancy grids from low level sonar data 

with satisfying performances, which the results tend to 

infer. These results must now be consolidated by 

conducting experiments on real world data or more 

complex simulation scenarios. 
 

 
 

Fig. 6. The errors observed for each approach estimations 

of range and azimuth. The errors above 12 are caused  

by more or less frequent miss detections. 

 

 

5. Conclusions 
 

A deep neural network converting pre-processed 

sonar data into occupancy grids indicating the location 

of the targets has been successfully trained. To do so, 

simulated scenes and associated sonar outputs were 

used for training and testing the artificial neural 

network. This network has shown encouraging results 

for range and azimuth estimation on single target 

scenario. It holds the comparison with a CFAR and 

MUSIC combination. Future works shall focus on the 

robustness of this approach to more challenging 

conditions in terms of noise, by using real world data. 

Alongside a certain consolidation, it would also allow 

to study if it keeps performing well in situations where 

CFAR and MUSIC show their limitations. It is also 

intended to work on the generation of probabilistic 

occupancy grids for sensor fusion purposes. 
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Summary: Cardiac contractility can be estimated from one beat of pressure volume loop (PV loop) data. In this study,  

single-beat estimation effectiveness is examined with contractility defined by maximum elastance (Emax), isovolumic mode 

pressure (Piso), pressure volume area (PVA), and pressure volume area of the isovolumic mode (PVAiso). All estimates were 

based on approximations to volume equilibrium (Vo) provided as a calculation input. Results from approximated Vo input 

were then compared to direct measures of contractility from a multiple-beat sequence of PV loops. Digitizing 23 published 

datasets, the single-beat estimates yielded these percent differences to multi-beat results: PVAiso (4 ± 4 %), Piso (8 ± 6 %), 

PVA (9 ± 6 %), Emax (22 ± 17 %); p<.0001 one way ANOVA. The PVAiso results demonstrated the minimum differences, 

and it appears the PVAiso measure of contractility can reliably estimate contractility and streamline the process of its 

measurement. 

 
Keywords: Pressure volume loop, Single-beat processing, Pressure volume area, Isovolumic contracting mode, Contractility 

methods. 

 

 

 

1. Introduction 

 
The PV loop is a graph which displays the heart’s 

cyclical pattern of chamber pressure (P) vs. chamber 

volume (V). Indices of cardiac contractility measured 

from the PV loop can include developed elastance, 

pressure, stroke work, and mechanical potential energy 

[1, 2]. To measure these parameters, hemodynamic 

responses are recorded when the chamber filling 

pattern (preload) or the arterial impedance to outflow 

(afterload) becomes altered by an intervention. Yet, 

these procedures to adjust the natural functioning load 

are not always feasible for human subjects, and a load 

alteration may not yield a hemodynamic pattern which 

allows for contractility to be accurately measured. For 

these reasons, different techniques to apply data 

collected at natural load can be examined – with the 

goal to confidently measure contractility when load 

adjustment may not be feasible or effective. 

 

 

2. Methods 
 

2.1. Physiology Basis of Contractility Measures 

 

The methods to be studied for single-beat 

contractility effectiveness are properties of the cardiac 

pressure volume (PV) relationship outlined by Suga 

and Sagawa [1] in this mathematical equation. 

 

 PV relationship: P(t) = E(t)*(V(t)-Vo) (1) 

 

The PV relationship’s E(t) property is a time 

varying elastance, and defines the chamber’s cyclical 

pattern of dP/dV mechanical modulus variation. The 

Vo property of Eq. (1) is termed the “equilibrium 

volume”, and Vo measures minimum chamber size if 

experimentally depressurized to P = 0 equilibrium. 

Applying the PV relationship, four measures of 

contractility are implemented for the single-beat 

estimation effectiveness study: Emax elastance is 

defined as the maximum of the time-varying E(t) 

property from Eq. 1, and is calculated from measures 

of Vo and PV loop samples of V(t), P(t). 
 

 
Emax = maximum E(t) = 

                        = maximum P(t)/(V(t)-Vo), 
(2) 

 

Piso pressure defines peak pressure if aortic clamping 

were applied to maintain the chamber size at a constant 

end-diastolic volume (EDV). In this paper, it is 

assumed Emax and Vo properties measured from the 

ejecting beat remain in effect for isovolumic 

conditions [3]. From this assumption, the isovolumic 

contracting mode’s maximum pressure Piso can be 

calculated from Eqs. (1-2). 
 

 Piso = Emax * (EDV-Vo), (3) 
 

PVA energy is a measure of the combined work by 

contracting cells to provide ejected stroke work (SW) 

delivered for arterial consumption, and mechanical 

elastic potential energy (EPE) which remains within 

the chamber structure [2]. The ejecting heart’s PVA 

measure of contractility is an energy sum of SW  

and EPE. 
 

 PVA = SW + EPE, (4) 
 

PVAiso energy is a special case of the PVA energy 

measured in the isovolumic mode. As ejected stroke 
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work is absent (SW = 0) in the isovolumic mode, all 

contractile mechanism energy measured by PVAiso is 

comprised of EPE elastic potential energy. 

 

 PVAiso = EPE of the isovolumic mode (SW = 0) (5) 

 

 
2.2. Single-beat Estimation Modeling 

 

To estimate the Eqs. (2-5) contractility definitions 

from single-beat inputs, the Vo equilibrium property of 

Eq. 1 was first approximated by a zero-bias linear 

regression model. A volume difference between  

end-diastolic volume (EDV), and end-systolic volume 

(ESV) was computed as a cardiac stroke volume 

quantity SV = EDV-ESV, and SV was applied as the 

regression’s independent variable. From digitized 

measures [4] of EDV, ESV, and Vo collected from  

23 multi-beat right ventricle diagrams [5-20], a 

regression model of EDV-Vo based on SV was 

formulated into this result. 

 

 
Regression model: EDV-Vo = 1.91*SV,  

R2 =.966 
(6) 

 

The slope factor was rounded to a nearest whole 

number of 2, and applied to approximate the Vo inputs 

provided to single-beat estimate calculations. 

 

 Approximated Vo input: Vo ~ EDV–2*SV (7) 

 

 
2.3. Single-beat and Multi-beat Calculations 

 

Each estimate calculated from the input of a  

single-beat Vo approximation was compared to the 

corresponding calculated result from Vo input that was 

directly measured from multi-beat data. Fig. 1 

illustrates the direct measure of Vo from multiple 

beats, or the approximation to Vo from a single-beat, 

was combined with digitized PV loop samples to 

calculate Emax and Piso for both input types. Ejecting 

PVA = SW+EPE energies were computed from area 

planimetry of SW and EPE regions in the PV diagram. 

The diagram’s planimetry included energy difference 

measurements of ΔPVA = PVAiso–PVA, such that 

PVAiso = PVA + ΔPVA = SW + EPE + ΔPVA. 

Both diagrams outline fundamental components of 

calculation. Baseline beat sample ‘tmax’ is the time 

point of Emax = maximum P(t)/(V(t)-Vo) and  

Piso = Emax *(EDV-Vo). SW energy is a red region 

area enclosed by baseline beat samples, and EPE is a 

blue region area forming an energy component of  

PVA = SW+EPE. The gray region area specifies the 

ΔPVA = PVAiso – PVA energy difference between 

isovolumic and ejecting mode pressure volume area 

measurement. The figure is adapted from Bellofiore 

and Chesler [21] with permission from  

Springer Nature. 

 

 
 

Fig. 1. Contractility can be calculated from a multi-beat 

measure or a single-beat estimate of Vo. Multiple PV loops 

recorded during a preload reduction from baseline function 

(PV loop shown in red) form a gradual trend  

of depressurization to a limiting Vo equilibrium volume. 

With single-beat data at baseline, the depressurization 

response cannot be measured, and Vo input to calculation is 

estimated as Vo = EDV – 2*SV. 
 

 

3. Results 
 

Outcomes of the calculation differences between 

single-beat and multi-beat provided inputs are 

summarized in Table 1. Percent errors between the 

estimates and multi-beat results were between 4 ± 4 % 

for the PVAiso method and 22 ± 17 % for the Emax 

method. One way ANOVA with repeated measures 

yielded a p<.0001 result across the method  

defined groups. 
 

 

Table 1. Differences between single-beat (sb)  

and multi-beat (mb) calculation results from 23 datasets. 

 

Method % Difference Slope R2 

Emax 22 ± 17 % sb = 1.189 * mb .904 

PVA 9 ± 6 % sb = 1.047 * mb .991 

Piso 8 ± 6 % sb = 1.002 * mb .924 

PVAiso 4 ± 4 % sb = 1.015 * mb .999 
 

 

Details of individual PVAiso datapoints are shown 

in Fig. 2 to demonstrate the PVAiso estimations were 

effective through the entire range of studied chamber 

energies. These results suggested the PVAiso measures 
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might be similarly correlated to chamber size 

variations forming this energy range. 
 

 
 

Fig. 2. Estimates of PVA iso contractility from single-beat 

data were effective over a range of contractile  

energy outputs. 

 

The chamber size influence on measures of PVAiso 

(and PVA) was confirmed by the positive EDV 

correlations shown in Table 2. Emax results were 

observed to be inversely EDV dependent, and the Piso 

results were not EDV correlated. 

 

 
Table 2. Variation of estimates with end-diastolic volume. 

 
 R2 

Emax = – 0.016 * EDV + 2.485 .400 

PVA = 27.52 * EDV – 794.13 .791 

Piso = 0.032 * EDV + 45.02 .007 

PVAiso = 34.72 * EDV -1024.6 .775 

 

 

4. Discussion 
 

Effective estimation is a convenient initial step to 

interpret contractile function. A second, and vital 

component of contractility diagnosis is to determine 

whether a measured outcome is within a normal range 

for a patient’s age, height, or weight. For pediatric 

patients, understanding the normal value progressions 

expected during stages of physical development [22] 

becomes a critical factor to interpret whether a 

contractility measurement is within or outside of a 

normal limit. 

From the results of calculation, and the need to 

interpret with normal ranges, there are two benefits 

realized by the studied PVAiso method. As the PVAiso 

estimate from a single-beat reliably reflects its  

multi-beat counterpart, a need for load adjustment 

during the PV loop procedure might be circumvented. 

It was also observed, that the PVAiso measurement had 

a positive correlation to the EDV measure of chamber 

size. This compelling result suggests the PVAiso index 

can facilitate forming pediatric contractility normal  

range charts. 

As these benefits are based on computing factors, 

it is noted Emax and Piso methods have established 

records of application to experimental research, and 

that Emax measurement is a proven tool for modeling 

purposes. Given a unique computing or experimental 

benefit realized by any given method, it is anticipated 

that future research might address which methods most 

effectively gauge a clinical intervention. Procedures 

such as the enhancement to contractility by a drug, an 

alteration to pacing, or a surgical change to the heart’s 

structure might produce some change to measured 

contractility which is of interest to record and assess. 

Estimation effectiveness in these scenarios will need to 

be weighed with a method’s ability to provide needed 

diagnostic sensitivity. 

In the context of mechanics, the PVAiso 

measurement is interpreted as an energy quantity 

defining an ejecting heart’s potential to generate a 

maximum measured PVA. As an upper limit, the 

PVAiso measure always exceeds the ejecting PVA 

measure, and supplemental ΔPVA = PVAiso – PVA 

energy might reflect physical influences of more than 

one mechanism. For example, after some latency to 

introduced isovolumic conditions, contractile energy 

outputs may experience a natural gain from adaptation. 

Also, the energy dissipated by the ejecting heart’s 

motions (such as viscous energy and kinetic energy) 

will reduce the ejecting PVA measure in relation to the 

isovolumic PVAiso measure. In this way, the ΔPVA 

supplement to ejecting PVA might represent natural 

adaptations of energy output, or improvements to the 

PVA measurement accuracy in the absence of motion 

mechanism losses, or some combination of both  

these factors. 

A limitation is realized by the method of V(t), P(t) 

data acquisition from PV diagram charts, and the 

possibility of error introduced to calculated results. 

While manually acquired data would generate some 

error, these effects were considered to be very limited 

in comparison to the larger effects of generating error 

by approximating Vo. 

To summarize, the right ventricle’s natural 

capability to develop PVAiso energy is reliably 

estimated from single-beat PV loop data. The PVAiso 

estimate is effective over a significant range of energy, 

and is correlated to chamber size variation. These 

versatile features might be considered with future 

efforts to simplify the PV loop procedure, or to form 

charts of normal ranges anticipated during pediatric 

growth. 
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Summary: The paper presents the concept of a control system shell that features different knowledge representations including 

shallow or deep neural networks, fuzzy neural networks, Boolean and fuzzy logic rules, Bayesian networks, etc. Such a system 

can be re-configured for different tasks performed by a variety of mobile platforms without changing its base architecture. In 

the first part the authors explain the architecture of a universal control system based on the idea of system shells commonly 

used in expert systems. The second part describes a use case of the system deployed on Nvidia’s autonomous educational 

mobile robot. The knowledge base of the shell-based control system has been implemented using publicly available AlexNet 

convolutional neural network, MobileNet V2 deep neural network and Boolean logic rules. It was done in order to  

re-implement basic functionalities presented in Nvidia’s exemplary code such as object following and obstacle avoidance. 

Then the system performance was examined on a simple use case. 
 

Keywords: Autonomous robots, Control system shell, Knowledge representations, Deep neural networks. 
 

 

1. Introduction 
 

A general concept of an expert system shell 

emerged in 1980 when EMYCIN was created by 

emptying the knowledge base of MYCIN medical 

expert system [1]. Since then many examples of expert 

system shells featuring different knowledge 

representations have been designed. For example, the 

DEX system which operates on purely qualitative 

attributes is able to explain its reasoning. Depending 

on supplied knowledge, DEX evaluates technology or 

performs as a staff or an enterprise manager [2]. Other 

examples include JESS, the project written entirely in 

Java and based on CLIPS expert system [3, 4] and 

HUGIN which utilizes Bayesian belief networks [5]. 

Some systems integrate fundamentally different 

approaches of neural network and rule-based 

reasoning. An example of such a system is used as an 

operators' aid in the diagnosis of faults in large-scale 

chemical process plants [6]. 

The idea of an expert system shell used as a control 

system has been introduced to rule-based reasoning 

e.g. in [7]. However, conventional symbolic-based 

systems shells lack performance at processing large 

amounts of data. While still viable for basic 

applications, their use in vision systems, lidars and 

radars common in advanced mobile robotics 

applications results in high latency. The required 

performance can be achieved by migrating to parallel 

computing techniques and neural networks. 

A plenty of control systems architectures with 

different approaches exist. Many of them are behavior-

based such as R. Brooks’s subsumption architecture 

[8] or motor schemes proposed by R. Arkin [9]. 

Introduction of model-based design [10] and unified 

communication systems such as the Robot Operating 

System (ROS) [11] has reduced the time to deploy a 

control system. Nevertheless, migrating of a mostly 

unchanged control system between different robotic 

platforms is still uncommon. By introducing the 

concept of a system shell to the domain of mobile 

robotics it is expected to further reduce amount of 

work required to design and implement full-fledged 

systems. 
 

 

2. Control System Shell 
 

An architecture of a control system shell is shown 

in Fig. 1. The system consists of base components 

required for its operation and optional components. 

The signals could be transferred online during the 

system’s operation or offline when it is shut down. The 

online part of the shell consists of data converters, a 

knowledge base, two databases and a computation 

module. The components as shown in Fig. 1 could be 

implemented e.g. as interconnected ROS nodes [11]. 

A static data base stores parameters known a 

priori by the system, such as a path and a map supplied 

by an external mission planner or configuration 

settings supplied by the operator. The base is modified 

only outside the operation of the control system, so 

only the reading speed is meaningful to its 

performance. The static data base could be 

implemented e.g. as a relational database such as 

PostgreSQL or as a configuration file such as an XML 

or a JSON. This form is preferred to allow the operator 

to fine-tune the parameters directly on the  

target platform. 

A temporal data base serves as the system’s  

short-time memory and stores is previous states. Since 

it works on a principle of a two-way data transmission, 

both read and write speeds are equally important and 

have to be minimal. An implementation example 

includes POSIX shared memory or Windows  

paging files. 
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Fig. 1. A concept of a control system shell. 

 

A knowledge base holds knowledge models 

acquired during the machine learning phase or directly 

from external sources of knowledge such as human 

experts. It is able to process a variety of different 

knowledge models as: (1) Boolean logic rules,  

(2) neural networks (NNs) including convolutional 

(CNNs), recurrent (RNNs) and deep (DNNs), (3) fuzzy 

logic models, (4) Bayesian networks and (5) finite 

automaton models with a possibility to extend the 

support to other representations as they emerge. The 

base is a collection of configuration files for 

initializing and linking building blocks of the 

computation module. It also contains actual models 

referenced by the computation module. 

A computation module could be understood as a 

network of interconnected sub-models taken from the 

knowledge base. The models are independent agents 

(e.g. ROS nodes) or classes cooperating as a single 

application (both further referred to as computation 

nodes). Each computation node includes a collection 

of inputs and outputs. An input can be linked to an 

output of another node. Inputs and outputs also could 

be connected with data converters or databases. If 

required, control signals from a human operator can be 

included as an additional data source. The computation 

node also contains a processing function defined 

according to the type and configuration of the specific 

knowledge model. The final output of the module for 

positioning tasks is a single velocity vector. It is then 

stored in the temporal data base for subsequent 

iterations. 

A variable set of sensors provides data to 

corresponding sensory data converters. The 

converters standardize the data format to be consistent 

for all data sources. Since they act similarly to drivers, 

it should be assumed that each type of a sensor would 

require its own data converter. 

Control data converters are the opposite of the 

above. Their role is to gather the standardized data 

output of the computation module (a velocity vector in 

positioning tasks). They transform it using kinematic 

constraints to control signals used by the final low-

level hardware actuator controllers. Like sensors, each 

type of an actuator also requires a unique data 

converter. 

Optional components that further enhance the 

performance of the control system shell include an 

archival data base and a knowledge discovery 

environment. Both are used offline during the 

machine learning phase. The base stores the system 

states during its operation and the discovery 

environment extracts knowledge from the data. New 

knowledge models are inserted into the knowledge 

base. Components used for machine learning as well 

as the machine learning phase itself will be the subject 

of further research. 
 

 

3. Implementation Example 
 

A minimal working example of a control system 

shell was deployed on a modified Nvidia’s JetBot 

educational platform (Fig. 2) [12]. JetBot is a 

differential steered two-wheeled platform with a 

supporting ball at its rear. The robot measures 

137 × 112 × 98 mm³ and weighs about 0.5 kg. As its 

on-board computer JetBot uses Jetson Nano Developer 

Kit that features a quad core 64-bit ARM A57 CPU 

and a 128-core MAXWELL GPU. Other hardware 

includes two 5 V DC motors with integrated reduction 

gear and open-loop control, a Raspberry Pi V2 NoIR 

camera with 160° FoV lens, a TB6612 motor driver, 

an Intel Wireless AC 8265 card and an OLED display. 

JetBot is powered by a built-in powerbank with 

capacity of 10 Ah and current output of 2 × 3 A. 
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The software is based on ROS Melodic Morenia 

compiled from source to support Python 3. Additional 

resources include: Nvidia’s JetPack v. 4.3, TensorFlow 

GPU v. 2.0.0+nv20.1.tf2, PyTorch v. 1.0.0a0+18eef1d 

with torchvision v. 0.2.2.post3, Keras-Applications  

v. 1.0.8, Keras-Preprocessing v. 1.0.5. and slightly 

modified source code from the JetBot repository [12]. 

 

 
 

Fig. 2. Custom 3D-printed JetBot platform. 

 

Control principle of the robot is as follows: the 

robot moves forward at a constant speed, while 

detecting objects and looking for obstacles. If the 

camera sees objects of given class, JetBot drives 

towards the center of the object closest to the center of 

the image. When an obstacle is detected, the robot 

turns left until no obstacle is visible and resumes the 

detection phase. 

Collision avoidance is accomplished by AlexNet 

CNN [13, 14]. The final layer of the network has been 

modified to include only two outputs. The weights 

were downloaded from the official repository [12]. 

Object detection part is realized using a generic 

MobileNet V2 DNN [15, 16] trained on the COCO 

data set [17]. The network is able to detect 90 different 

common objects. 

Due to simplicity of the task only a subset of the 

control system shell components was used. Each 

component has been implemented as a ROS node as 

depicted in Fig. 3. A knowledge base is a JSON file 

internally parsed by the computation module during 

startup, so it is not present on the ROS graph. The 

computation module itself is a single node built of 

classes. The module dynamically selects, configures 

and links the classes at startup according to the 

knowledge base. Fig. 4 presents the classes used in the 

example. The computation module uses image data 

only and outputs a single velocity vector expressed by 

topics: /jetbot_camera/bgr8 and 

/jetbot_motors/cmd_vel, respectively. 
 

 

 
 

Fig. 4. The classes of the computation module. 

 

 

 
 

Fig. 3. The ROS nodes and topics used in the example 
 

 

4. Verification Study 
 

The purpose of the verification study was to test 

performance of the shell-based control system 

deployed on a JetBot mobile platform [12]. The tests 

covered two basic robotic tasks presented in Nvidia’s 

exemplary code: (1) collision avoidance and (2) object 

detection. The tasks were verified separately. Apart 

from the node-based data transmission layer and the 

lack of user interface the implemented code was 

effectively identical to Nvidia’s reference. 

In the collision avoidance task as in Fig. 5 the 

robot had to continuously move across closed square 

area of 2×2 m² while simultaneously avoiding static 

obstacles including a bottle of water (19 liters), a stack 

of books, two cardboard boxes, a tape roll and paper 

walls. Performance of the system was measured by 

counting total amount of collisions within 5 minutes. 

The test was repeated four times with a different initial 

placement of JetBot (JB1 ÷ JB4, respectively). 

Obstacles used during the verification are summarized 

in Table 1 and the results in Table 2. 
 

 
 

Fig. 5. Collision avoidance testing environment. 
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Table 1. Obstacles used during the collision avoidance. 

 

No. 
Obstacle 

type 
Simplified 

shape 
Dimensions 

[cm] 
Material 

1. 
Bottle of 

water 
Cylinder ϕ26×36 PET 

2. Big box Box 23×21×14 Cardboard 
3. Tape roll Cylinder ϕ9×5 PP 
4. Small box Box 24×16×7 Cardboard 

5. 
Stack of 

books 
Box 23×16×11 Paper 

 

 

Table 2. Results of the collision avoidance test 
 

Pos. 
Number of collisions within 5 minutes 

Walls Bottle Big box Tape Sm. box Books Total 

JB1 3 1 0 0 0 2 6 

JB2 3 0 0 0 0 1 4 

JB3 2 1 0 0 0 1 4 

JB4 1 0 1 0 0 0 2 

 

 

The object detection task shown in Fig. 6 was 

performed by placing an object at a distance of about 

1.5 m in front of the robot and shifting it to the left or 

right side. The robot had to detect the object and 

approach it (solid green line). In the case of 

unsuccessful detection the robot simply drove forward 

passing the object (dotted red line). The test was 

repeated ten times for each of the four different objects, 

i.e. a bottle of water (1.5 liters), a backpack, a computer 

mouse and an orange. The results are given in Table 3. 
 

 

 
 

Fig. 6. Object detection test. 

 
Table 3. Results of the object detection test. 

 

No. Detected object 
COCO 

class 

Detection 

rate 

1. Bottle of water 44 10 / 10 

2. Backpack 27 9 / 10 

3. Computer mouse 74 6 / 10 

4. Orange 55 7 / 10 
 

 

5. Conclusions 
 

It has been proven that the proposed shell-based 

control system architecture is able to conduct basic 

robotic tasks shown in Nvidia’s sample code. When 

assessing system performance, it should be noted that 

the NNs used during verification were generic and not 

trained in the test environment. 

In the further research the authors intend to expand 

the idea of the control system shell and proof-test it on 

more complex use cases. This includes cooperation of 

more varied knowledge models, implementation of the 

databases and an alternative concept of computation 

module as a sub-network of ROS computation nodes 

that could act in parallel. 
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Summary: Speech recognition is the ability of a machine or program to identify words and phrases in spoken language and 

convert them to a machine-readable format. One of the main difficulties in speech recognition is the immense variations among 

people in pronouncing words. Background noise can also cause a whole system to fail. As a result, speech recognition fails in 

many cases due to noises that are out of the user’s control. In this paper, we developed a method to synthesize natural synthetic 

speech as processed output from input voice. The input speech is converted to text which is then syntactically and semantically 

processed to analyse the requirement and then the output is converted back to synthetic speech. The proposed method 

outperforms some of the existing methods on the Switchboard Hub 500 corpus, achieving less than 16 percent error, and 

performs better than commercial systems in noisy speech recognition tests. 

 

Keywords: Speech recognition, Recurrent neural network, Lexical analysis, Syntactic analysis. 

 

 

 

1. Introduction 
 

Speech recognition technology, which can 

recognize human speech and change to text, or to 

perform a command, has emerged as the next big thing 

of the IT industry. Speech recognition is a technology 

that uses desired equipment and a service which can be 

controlled through voice without using items such as 

mouse or keyboard. It also appeared as part of ongoing 

research in progress in 1950’s, but was not popularized 

until the mid of 2000, with low voice recognition. 

Presently, related speech recognition technologies, 

which have been previously used limited for special 

purposes, have been rapidly evolving because of the 

proliferation of portable computing terminals such as 

smartphones interconnected with the expansion of the 

cloud infrastructure. 

One of the most prominent examples of a mobile 

voice interface is Siri, the voice activated personal 

assistant that comes built into the latest iPhone. But 

voice functionality is also built into Android, the 

Windows Phone platform, and most other mobile 

systems, as well as many applications. While these 

interfaces still have considerable limitations, we are 

inching closer to machine interfaces we can talk to. 

Top speech recognition systems rely on sophisticated 

pipelines composed of multiple algorithms and  

hand-engineered processing stages. 

In this paper, we describe an end-to-end speech 

system, where deep learning supersedes these 

processing stages. Combined with a language model, 

and a response generator, the proposed approach 

achieves higher performance than traditional methods 

on hard speech recognition and processing tasks while 

also being much simpler. These results are made 

possible by training a large recurrent neural network 

(RNN) using multiple GPUs and thousands of hours of 

data for recognition and processing alongside a DNN 

trained for speech synthesis. As the proposed system 

learns directly from data, we do not require specialized 

components for speaker adaptation or noise filtering. 

In fact, in many of the cases robustness to speaker 

variation and noise are critical. The proposed system 

outperforms some of the existing techniques in 

literature, by achieving less error, and performs better 

than commercial systems in noisy speech recognition 

tests while also being able to generate speaker 

embedded high quality modulate synthetic  

speech outputs. 

 

 

2. Related Work 
 

Related approaches to speech recognition system 

introduced in the existing systems is briefly discussed 

in this section. The most commonly used approaches 

are listed below. 

 

 

2.1. Automatic Speech Recognition (ASR) 

 

The main focus of Automatic Speech Recognition 

(ASR) is to analyze the performance of in different 

emotional environments using prosody modification. 

The majority of ASR systems are trained using neutral 

speech and the performance of such systems degrade 

when tested with the emotional speech. The various 

components of speech that contribute to the emotion 

characteristics are studied. The prosody features of the 

source emotional utterances are modified according to 
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the target neutral utterances using Flexible Analysis 

Synthesis Tool (FAST). In the FAST, Dynamic Time 

Warping (DTW) is used to align the source emotional 

and target neutral utterances. Components of the 

prosody such as intonation, duration and excitation 

source are manipulated to incorporate the desired 

features into the source utterance. The modified 

(source emotional) utterances are then used for testing 

the ASR system which is trained using neutral speech. 

Three emotions (compassion, happiness and anger) are 

considered for the analysis. Experimental results 

indicate an average improvement in the speech 

recognition system performance by considering 

prosody modified speech. 

Automatic Speech Recognition (ASR) involves the 

process of considering the machine driven 

transcription of the language spoken by the speaker 

and converting them to a readable text. The goal of an 

ASR system is to accurately convert a speech signal 

into sequence of symbols. ASR in the presence of 

different emotion conditions is one of the research 

problems in natural human-machine interaction. 

Emotional environments may be viewed as a state 

where speakers produce speech in different emotions 

such as compassion, anger and happiness. 

The majority of ASR systems are trained on the 

neutral speech. The performance of the ASR system is 

degraded in different emotions. The naturalness of the 

human-machine interaction mainly depends on the 

ASR system’s ability to recognize speech under 

emotional conditions. In the literature, it is stated that 

the ASR system performance can be improved in three 

different levels namely pre-processing level, robust 

feature representation level and model-based 

adaptation level. The prosody modification is done at 

the pre-processing level to convert the emotional 

utterance into neutral utterance and the MFCC features 

are extracted later for ASR system [1]. 
 

 

2.2. Support Vector Machine (SVM) 
 

One of the powerful tools for pattern recognition 

that uses a discriminative approach is a SVM. SVMs 

use linear and non-linear separating hyper-planes for 

data classification. 

However, since SVM can only classify fixed length 

data vectors, this method cannot be readily applied to 

task involving variable length data classification. The 

variable length data has to be transformed to fixed 

length vectors before SVM can be used. It is a 

generalized linear classifier with maximum-margin 

fitting functions. This fitting function provides 

regularization which helps the classifier generalized 

better. The classifier tends to ignore many  

of the features. 

Conventional statistical and neural network 

methods control model complexity by using a small 

number of features. SVM controls the model 

complexity by controlling the VC dimensions of its 

model. This method is independent of dimensionality 

and can utilize spaces of very large dimensions spaces, 

which permits a construction of very large number of 

on-linear features and then performing adaptive 

feature selection during training. By shifting all non-

linearity to the features, SVM can use linear model for 

which VC dimensions is known. 

 

 
2.3. Acoustic Models 

 
Research in speech processing and communication 

for the most part, was motivated by people desire to 

build mechanical models to emulate human verbal 

communication capabilities. Speech is the most natural 

form of human communication and speech processing 

has been one of the most exciting areas of the signal 

processing. Speech recognition technology has made it 

possible for computer to follow human voice 

commands and understand human languages. The 

main goal of speech recognition area is to develop 

techniques and systems for speech input to machine. 

Speech is the primary means of communication 

between humans. For reasons ranging from 

technological curiosity about the mechanisms for 

mechanical realization of human speech capabilities to 

desire to automate simple tasks which necessitates 

human machine interactions and research in automatic 

speech recognition by machines has attracted a great 

deal of attention for sixty years. 

Based on major advances in statistical modeling of 

speech, automatic speech recognition systems today 

find widespread application in tasks that require 

human machine interface, such as automatic call 

processing in telephone networks, and query based 

information systems that provide updated travel 

information, stock price quotations, weather reports, 

data entry, voice dictation, access to information: 

travel, banking, commands, avionics, automobile 

portal, speech transcription, handicapped people (blind 

people) supermarket, railway reservations etc. Speech 

recognition technology was increasingly used within 

telephone networks to automate as well as to enhance 

the operator services. This report reviews major 

highlights during the last six decades in the research 

and development of automatic speech recognition, so 

as to provide a technological perspective. Although 

many technological progresses have been made, still 

there remains many research issues that need to be 

tackled. Fig. 1 shows a mathematical representation of 

speech recognition system in simple equations which 

contain front end unit, model unit, language model 

unit, and search unit. The recognition process is shown 

below (Fig. 1). 

The standard approach to large vocabulary 

continuous speech recognition is to assume a simple 

probabilistic model of speech production whereby a 

specified word sequence, W, produces an acoustic 

observation sequence Y, with probability P(W,Y). The 

goal is then to decode the word string, based on the 

acoustic observation sequence, so that the decoded 

string has the maximum a posteriori (MAP)  

probability [2]. 
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Fig. 1. Basic model of speech recognition. 

 

 

3. Proposed Method 
 

Speech recognition is the ability of a machine or 

program to identify words and phrases in spoken 

language and convert them to a machine-readable 

format [3]. The proposed system create a completely 

offline (Low Inference Compute) vocal recognition 

and response system capable of understanding the 

context of speech and differentiate between tones of 

speech. The system can be used as critical responses 

for computer controlled devices including robots and 

war equipment. 

 

 

3.1. Speech to Text Conversion 

 

The complete RNN model is illustrated in Fig. 2. 

Its structure is considerably simpler than related 

models used in this domain – we have limited 

ourselves to a single recurrent layer (which is the 

hardest to parallelize) and we do not use Long-Short-

Term-Memory (LSTM) circuits. One disadvantage of 

LSTM cells is that they require computing and storing 

multiple gating neuron responses at each step. 

 

 
 

Fig. 2. Basic model of speech recognition. 

 

 

Since the forward and backward recurrences are 

sequential, this small additional cost can become a 

computational bottleneck. By using a homogeneous 

model we have made the computation of the recurrent 

activations as efficient as possible: computing the 

ReLu outputs involves only a few highly optimized 

BLAS operations on the GPU and a single point-wise 

nonlinearity. 

3.2. Query Analyzer 

 

The system performs Natural Language processing 

on the input string. Fig. 3 shows the steps involved in 

the process. This model consist of combination of 

analysis like lexical analysis, Query Analysis, 

Morphological Analysis, Syntactic Analysis, Semantic 
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Analysis. The output obtained is a JSON data which is 

then Fed into a Response generator. 

 

 
 

Fig. 3. Structure of RNN model and notation. 

 

 

3.2.1. Lexical Analysis 

 

Lexical Analyzer is the first state in translation. It 

is called by parser to fulfill the demand of word’s type. 

It generates the tokens for the requested words as their 

types and then handover to the parser for further 

processing converts sequence of characters into a 

sequence of tokens. A lex file contains, mainly, set of 

regular expressions or word patterns that will be 

applied on each word to recognize the words as a valid 

token. These regular expressions are written according 

to the language we are using. So Lexical Analyzer 

performs two things, mapping of source language 

words to target language words and returns the 

appropriate token of target language word to the parser. 

 

 

3.2.2. Morphological Analysis 

 

Identifies, analyzes, and describes the structure of 

a given language’s linguistic units. It analysis shape of 

the text which defers by the positioning of different 

words in it. It provides a primary source of evidence of 

facilitation between words formed from the same 

morpheme (i.e. Morphological relatives). Generally, 

target (second presentation) decision latency's and 

error rates are reduced in the context of morphological 

related primes (first presentation). 

 

 

3.2.3. Syntactic Analysis 

 

Syntactic parser analyze sentences in terms of a 

grammar and parts of speech. This analysis does not 

attempt to identify constituents that represent similar 

or related meanings. It analyzes texts, which are made 

up of a sequence of tokens, to determine their 

grammatical structure. Syntax analyser validates the 

English Text query whether the input query is 

syntactically correct. 

3.2.4. Semantic Analysis 

 

Relates syntactic structures from the levels of 

phrases and sentences to their language-independent 

meanings semantic analysis, attempts to analyze 

sentences based on constituents that represent concepts 

or meaning. 
 

 

3.3. Response Generator 

 

The system accepts a JSON code from the previous 

module and then processes it to perform the required 

action. Fig. 4 shows the various steps involved  

in the process. 

 

 
 

Fig. 4. Response Generator. 
 

 

3.3.1. Action or Response Analyzer 

 

Analyses if the given JSON is an action command 

or a question and diverts the control flow to action 

block user expects an action or response block if it is a 

response accordingly. Implemented using a desicive 

tree logic that analyse the Noun,Verb combinations. 

 

3.3.2. Action Block 

 

Analyses the action command from JSON and 

initiates the action performance that is most 

appropriate and passes a confirmation string when 

action is complete. 

 

3.3.3. Response block 

 

Analyses the question from JSON and generates a 

response that is most appropriate from data in 

Database or earlier question buffer using n 

dimensional search RNN and passes a generated string 

response to the next module. The response generated 

is a syntactically correct language expression having 

meaningful intents in the given language and are 

valuable information in the context of the question. 

 

3.4. Text to Voice System 

 

Encoder: A fully-convolutional encoder, which 

converts textual features to an internal learned 

representation. 
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Decoder: A fully-convolutional causal decoder, which 

decodes the learned representation with a multi-hop 

convolutional attention mechanism into a  

low-dimensional audio representation (mel-scale 

spectrograms) in an autoregressive manner. 

Converter: A fully-convolutional post-processing 

network, which predicts final vocoder parameters 

(depending on the vocoder choice) from the decoder 

hidden states. Unlike the decoder, the converter is  

non-causal and can thus depend on future context 

information. 

 

 
 

Fig. 5. Text to Voice System. 

 

3.4.1. Text Processing 

 

Text pre-processing is crucial for good 

performance. Feeding raw text (characters with 

spacing and punctuation) yields acceptable 

performance on many utterances. However, some 

utterances may have mispronunciations of rare words, 

or may yield skipped words and repeated words. We 

alleviate these issues by normalizing the input text as 

follows: 

1. Change to uppercase all characters in the input text; 

2. Removed all intermediate punctuation marks; 

3. Ended every utterance with a period or question 

mark; 

4. Replaced spaces between words with special 

separator characters. 

The duration of pauses inserted by the speaker 

between words. We use four different word separators, 

indicating (i) slurred-together words; (ii) standard 

pronunciation and space characters; (iii) a short pause 

between words; and (iv) a long pause between words. 

 

 

3.4.2. Encoder 

 

The encoder network begins with an embedding 

layer, which converts characters or phonemes into 

trainable vector representations, he. These embeddings 

he are first projected via fully-connected layer from the 

embedding dimension to a target dimensionality. Then, 

they are processed through a series of convolution 

blocks described to extract time-dependent text 

information. Lastly, they are projected back to the 

embedding dimension to create the attention key 

vectors hk. The attention value vectors are computed 

from attention key vectors and text embeddings,  

hv = 0.5 (hk + he), to jointly consider the local 

information in he and the long-term context 

information in hk. The key vectors are used by each 

attention block to compute attention weights, whereas 

the final context vector is computed as a weighted 

average over the value vectors hv. 

 

 

3.4.2. Decoder 

 

The decoder generates audio in an auto regressive 

manner by predicting a group of future audio frames 

conditioned on the past audio frames. Since the 

decoder is auto regressive, it must use causal 

convolution blocks. We choose mel-band  

log-magnitude spectrogram as the compact  

low-dimensional audio frame presentation. We 

empirically observed that decoding multiple frames 

together (i.e. having r greater than 1) yields better 

audio quality. The decoder network starts with 

multiple fully-connected layers with rectified linear 

unit (ReLU) nonlinearities to pre-process input  

mel-spectrograms (denoted as PreNet). Then, it is 

followed by a series of causal convolution and 

attention blocks. These convolution blocks generate 

the queries used to attend over the encoders hidden 
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states. Lastly, a fully-connected layer output the next 

group of r audio frames and also a binary final frame 

prediction (indicating whether the last frame of the 

utterance has been synthesized). Dropout is applied 

before each fully-connected layer prior to the attention 

blocks, except for the first one. L1 loss 6 is computed 

using the output mel-spectrograms and a binary  

cross-entropy loss is computed using the final-frame 

prediction. 

 

 

3.4.2. Attention Block 
 

A dot-product attention mechanism is used. The 

attention mechanism uses a query vector (the hidden 

states of the decoder) and the per-time step key vectors 

from the encoder to compute attention weights, and 

then outputs a text vector computed as the weighted 

average of the value vectors. Empirical benefits from 

introducing an inductive bias where the attention 

follows a mono-tonic progression in time is observed. 

Thus, we add a positional encoding to both the key and 

the query vectors. These positional encodings hp are 

chosen as hp(i) = sin (si/10000 k/d)(for even i) or cos 

(si/10000 k/d)(for odd i), where i is the time step index, 

k is the channel index in the positional encoding, d is 

the total number of channels in the positional encoding, 

andsis the position rate of the encoding. 

The position rate dictates the average slope of the 

line in the attention distribution, roughly 

corresponding to speed of speech. For a single speaker, 

Omega s is set to one for the query, and be fixed for the 

key to the ratio of output timesteps to input timesteps 

(computed across the entire data set). For  

multi-speaker datasets,sis computed for both the key 

and query from the speaker embedding for each 

speaker. As sine and cosine functions form an 

orthonormal basis, this initialization yields an attention 

distribution in the form of a diagonal line. We initialize 

the fully-connected layer weights used to compute 

hidden attention vectors to the same values for the 

query projection and the key projection. Positional 

encodings are used in all attention blocks. We use 

context normalization as a fully-connected layer is 

applied to the context vector to generate the output of 

the attention block. Overall, positional encodings 

improve the convolutional attention mechanism. 
 

 

3.4.5. Converter 
 

The converter network takes as inputs the 

activations from the last hidden layer of the decoder, 

applies several non-causal convolution blocks, and 

then predicts parameters for downstream vocoders. 

Unlike the decoder, the converter is  

non-causal and non-autoregressive, so it can use future 

context from the decoder to predict its outputs. The 

loss function of the converter network depends on the 

type of the vocoder used. 

 Griffin-Lim Vocoder: Griffin-Lim algorithm 

converts spectrograms to timedomain audio 

waveforms by iteratively estimating the unknown 

phases. We find raising the spectrogram to a 

power parameterized by a sharpening factor 

before waveform synthesis is helpful for improved 

audio quality, as suggested. L1 loss is used for 

prediction of linear-scale log-magnitude 

spectrograms. 

 WORLD Vocoder: The WORLD vocoder is 

based on [6]. As vocoder parameters, we predict a 

Boolean value (whether the current frame is 

voiced or unvoiced), an F0 value (if the frame is 

voiced), the spectral envelope, and the periodicity 

parameters. We use a cross-entropy loss for the 

voiced unvoiced prediction, and L1 losses for all 

other predictions as shown in Fig. 6. 

 

 

 
 

Fig. 6. Generated WORLD vocoder parameters with fully 

connected (FC) layers. 

 
 WaveNet Vocoder: We separately train a 

WaveNet to be used as a vocoder treating  

mel-scale log-magnitude spectrograms as vocoder 

parameters. These vocoder parameters are input as 

external conditioners to the network. The 

WaveNet is trained using ground-truthmel-

spectragrams and audio wave forms. The 

architecture besides the conditioner is similar to 

the WaveNet. While the WaveNet is conditioned 

with linear-scale log-magnitude spectrograms, we 

observed better performance with mel-scale 

spectrograms, which corresponds to a more 

compact representation of audio. In addition to L1 

loss on mel-scale spectrograms at decode, L1 loss 

on linear-scale spectrogram is also applied as 

Griffin-Lim vocoder. 

 

 

2. Results 
 

In this section, the performance evaluation of the 

proposed method. When trained on the combined  

2300 hours of data the Deep Speech [4] system 

improves upon this baseline by 2.4 percent absolute 

WER (Word Error Rate) and 13.0 percent relative. The 

model from Maas et al. (DNN-HMM FSH) achieves 

19.9 percent WER (Word Error Rate) when trained on 

the Fisher 2000 hour corpus. Graph of this comparison 

is given in Fig. 7. 
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The results of the evaluation of WER for 5 systems 

on original audio is given in Fig. 8. Scores are reported 

only for utterances with predictions given by  

all systems. 

The MOS ratings with 95 % confidence intervals 

for audio clips from neural TTS systems on  

multi-speaker datasets is listed in Fig. 9. Deep voice 

[5] and Tactron [7] are used for the analysis. 

 

 
 

Fig. 7. Compared WER on Switchboard dataset splits. 

 

 

 
 

Fig. 8. Results WER for 5 systems. 

 

 
 

Fig. 9. MOS ratings with 95 % confidence intervals. 

 

 

4. Conclusions 
 

In this paper, we have proposed a system where the 

input is taken and processed through a multi 

microphone array and processed to generate an 

intermediate noise free audio signal which is then 

passed to an end-to-end speech system, where deep 

learning super sedes the processing stages. Combined 

with a language model, this approach achieves higher 

performance than traditional methods on hard speech 

recognition tasks while also being much simpler. 

These results are made possible by training a large 
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recurrent neural network (RNN) using multiple GPUs 

and thousands of hours of data. Because this system 

learns directly from data, we do not require specialized 

components for speaker adaptation or noise filtering. 

In fact, in settings where robustness to speaker 

variation and noise are critical, it produces a higher 

accuracy on output.  
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Summary: In this paper, the classification method based on a learning paradigm, we are going to call Quantum Low Entropy 

based Associative Reasoning (QLEAR learning), has been proposed. The approach is based on the idea that classification can 

be understood as supervised clustering, where a quantum entropy in the context of the quantum probabilistic model, will be 

used as a “capturer” (measure) of the “natural structure” of the data. By using quantum entropy we don’t make any assumption 

about linear separability of the data that are going to be classified. The basic idea is to find close neighbours to a query sample 

and then use relative change in the quantum entropy as a measure of similarity of the newly arrived sample with the 

representatives of interest. In other words, method is based on calculation of quantum entropy of the referent system and its 

relative change with the addition of the newly arrived sample. Effectivness of the method has been demonstrated on several 

classification problems. 

 

Keywords: Classification, Clustering, Quantum probability model, Quantum entropy. 

 

 

1. Introduction 

 
The field of pattern recognition, as well as some 

fileds of artificial intelligence are concerned with the 

automatic discovery of regularities in data through the 

use of computer algorithms and with the use of these 

regularities to take actions such as classifying the data 

into different categories (see e.g. [1]). Generally, most 

of the algorithms are applied in areas like 

classification, regression or change point detection. 

Recently, it has been shown that a probabilistic 

model based on two of the main concepts in quantum 

physics – a density matrix and the Born rule, can be 

suitable for the modeling of learning algorithms in 

biologically plausible artificial neural networks 

framework. It has been shown that the proposed 

probabilistic interpretation is suitable for modeling  

on-line learning algorithms for Independent 

/Principal/Minor Component Analysis [2-5], which 

could be realized on parallel hardware based on very 

simple computational units. Also, it has been shown 

that the quantum entropy of the system, related to that 

model, can be successfully used in the problems like 

change point or anomalies detection [6, 7] as well as 

simple classification problems [7]. 

Here another application of the proposed quantum 

probabilistic model is going to be presented. A general 

paradigm called QLEAR learning (Quantum Low 

Entropy based Associative Reasoning) would be 

presented and tested in classification context. Proposed 

method potentially can overcome the problem that 

classifier performance depends greatly on the 

characteristics of the data to be classified. The 

proposed method automatically adjusts its 

performance according to characteristics of the data on 

which it is applied. An interesting aspect is that 

proposed method inherently solves the problem of 

unbalanced classes. The proposed paradigm can be 

applied in any area in which standard classification 

techniques are applied. 

We’ll analyze only the case in which data is 

represented by vectors while generalization toward 

multiway data would not be discussed here. Also, 

some modification of the existing quantum 

probabilistic model, that have no ground in temporary 

quantum mechanics, that were used to improve the 

quality of the model in the classification context, will 

not be discussed here. 

 

 

2. QLEAR Learning 

 
In this section we are going to introduce a Quantum 

Low Entropy based Associative Reasoning – or 

QLEAR learning in classification context. In the 

Subsection 2.1 a brief recapitulation of quantum 

probability model has been presented. In the 

Subsection 2.2, a simplified approach in several simple 

examples where proposed method gives good results, 

is going to be presented. In the Subsection 2.3 we are 

going to present a more complex idea that overcomes 

few drawbacks of the simplified approach. 

The approach is based on the idea that 

classification can be understood as supervised 

clustering. Clusters analysis divides data into groups 

(clusters) that are meaningful, useful, or both. If 

meaningful groups are the goal, then the clusters 

should capture the natural structure of the data. 

Classes, or conceptually meaningful groups of objects 

that share common characteristics, play an important 

role in how people analyze and describe the world. 

Human beings (even very small kids) are skilled at 

dividing objects into groups (clustering) and assigning 

particular objects to these groups (classification). In 

the context of understanding data, clusters are potential 

classes. It is well known that people can quite well 
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generalize the concepts and perform classification 

based on a few examples. This actually represent the 

starting point of the method that is going to be analyzed 

in this paper The basic intention is to “imitate” the 

principles that are used by humans, and to improve 

them using some mathematical models that are “not 

implemented” in the brain, since the brain has the basic 

function of supporting human survival. In this project, 

a quantum entropy in the context of the recently 

proposed probabilistic model (that is going to be 

presented in the Subsection 2.1), will be used as a 

“capturer” (measure, or external index) of the “natural 

structure” of the data. 

 

 

2.1. Quantum Probability Model and Quantum  

       Tsallis’ Entropy 

 

In quantum mechanics the transition from a 

deterministic description to a probabilistic one is done 

using a simple rule termed the Born rule. This rule 

states that the probability of an outcome (a) given a 

state (Ψ) is the square of their inner product (aTΨ)2. 

This section is based on a similar section in [8, 3]. 

In quantum mechanics the Born rule is usually 

taken as one of the axioms. However, this rule has well 

established foundations. Gleason’s theorem [9] states 

that the Born rule is the only consistent probability 

distribution for a Hilbert space structure. Wooters [10] 

has shown that by using the Born rule as a probability 

rule, the natural Euclidean metrics on a Hilbert space 

coincides with a natural notion of a statistical distance. 

Short review for some other justifications of the Born 

rule can be seen in [8]. 

The quantum probability model takes place in a 

Hilbert space H of finite or infinite dimension. A state 

is represented by a positive semidefinite linear 

mapping (a matrix ρ) from this space to itself, with a 

trace of 1, i.e.   H ΨTρΨ≥0, Tr(ρ) = 1. Such ρ is 

self adjoint and is called a density matrix. 

Since ρ is self adjoint, its eigenvectors Φi are 

orthonormal and since it is positive semidefinite its 

eigenvalues pi are real and nonnegative pi ≥ 0. The 

trace of a matrix is equal to the sum of its eigenvalues, 

therefore ∑ipi = 1. 

The equality ρ = i pi Φi Φi
T  is interpreted as “the 

system is in state Φi with probability pi”. The state ρ is 

called the pure state if i s.t. pi = 1. In this case,  

ρ = ΨΨT for some normalized state vector Ψ, and the 

system is said to be in state Ψ. 

A measurement M with an outcome x in some set 

X is represented by a collection of positive definite 

matrices {mz}zZ such that z mz = 1 (1 being the 

identity matrix in H). Applying measurement M to 

state ρ produces an outcome x with probability 

 

 px(ρ) = trace(ρmx)  

 

This is the Born rule. Most quantum models deal 

with a more restrictive type of measurement called the 

von Neumann measurement, which involves a set of 

projection operators ma = aaT for which aTa’ = δaa’. In 

a modern language, von Neumann’s measurement is a 

conditional expectation onto a maximal Abelian 

subalgebra of the algebra of all bounded operators 

acting on the given Hilbert space. As before,  

aM a aT = 1. For this type of measurement the Born 

rule takes a simpler form: pa(ρ) = aTρa. Assuming ρ is 

a pure state this can be simplified further to 

 

 pa(ρ) = (aTΨ)2  

 

So, we can see that the probability of the outcome 

of the measurement will be a, if the state is ρ, is 

actually the cosine square of the angle between vectors 

a and Ψ, or pa(ρ) = cos2(a,Ψ). 

Tsallis’ entropy [11] is non-extensive entropy 

measure proposed in 1988. Given a discrete set of 

probabilities {pi} and any real number q, the Tsallis 

entropy is defined by the following equation: 
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while quantum Tsallis’ entropy is defined as  

(for q = r) 

 

𝑆𝑞(𝜌)  =  𝑆𝑟(𝜌)  =  (1 − 𝑟)−1(tr(𝜌𝑟) − 1), 𝑟 > 0, 𝑟 ≠ 1  

 

 
2.2. Simple Classification Problems 

 

Here, it will be shown how proposed quantum 

probabilistic model can be used to solve some 

classification problems (already presented in [7]). It 

will be shown how we can solve XOR problem using 

quantum entropy. We define input vectors as 
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Matrix A which describes the system in the plane  

z = 1 (the vectors are presented in 3-D system x-y-z) is 

defined as A = a1*a1
T + a2*a2

T, while the system in 

plane z = -1 is defined as B = b1*b1
T + b2*b2

T. Then we 

can calculate the entropy of the individual systems Ea 

and Eb. Overall entropy of the unified system is 

calculated as E = Ea + Eb. Then, for any x and y 

coordinate, we can calculate how it affects the entropy 

of the overall system, by adding it to the system A or 

the system B. We will label it in such a way that 

addition of the individual point to one of the system 

creates a minimum change in the overall entropy. The 

result of such calculation is shown in Fig. 1. From the 

figure we can see that the problem is  

successfully solved. 

The logical AND problem could be solved in a 

similar way. However, since the system is unbalanced, 

it is necessary to define four subclasses and to evaluate 

the overall entropy for the four possibilities – meaning 
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that any point can potentially belong to any of the four 

subclasses. The result of classification is shown  

on Fig. 2. 

 
 

Fig. 1. XOR problem classification. 

 

 
 

Fig. 2. AND problem classification. 

 

Similar method could be used in the famous IRIS 

classification problem. Taking some points as 

characteristic representatives (in this case points 

numbered (20-34) from each group) we can correctly 

classify the rest of the points. As was the case in the 

logical AND classification problem, here we have  

45 subclasses, and we have to evaluate the entropy for 

45 cases – for every point we wont to classify, we can 

assume that it can belong to any of the 45 subclasses. 

Although it can look time consuming, we actually have 

45 simple independent processes that could be easily 

realized on parallel hardware, like GPU. For 

illustration we can use the following Fig. 3, where we 

used only attributes 3 and 4 for classification (we can 

see that this classification is not 100 % correct – it is 

necessary to add attribute 1 too, but we cannot present 

it graphically). 

 

 

2.3. More Complex Problems Approach 

 

The approach proposed in the Subsection 2.2 

cannot be easily and successfully implemented on 

more complex classification problems. There are two 

obvious drawbacks in that approach – one is, with the 

exception of XOR problem, representative of the 

classes were used individually and they were not 

correlated in any way (they do not ‘cooperate’) and 

second is that we are only interested about the 

similarity with the class representative, but we do not 

use the opportunity to check what is the level of 

dissimilarities with the other class representatives, and 

in a such way we discard potentially useful 

information. 

 

 
 

Fig. 3. Classification of IRIS data if we use only the data 

specified by attributes 3 and 4. 

 
Here, the category recognition problem represents 

modification of the approach proposed in [12]. It is 

done in the framework of measuring similarities to 

prototype examples of categories, while this approach 

is quite flexible. While nearest neighbour classifiers 

are natural in this setting, they suffer from the problem 

of high variance (in bias-variance decomposition) in 

the case of limited sampling. Alternatively, one could 

use some machine learning techniques (like support 

vector machine), but they usually involve  

time-consuming optimization, and frequently assume 

that data could be linearly separated in the hyper plane 

of proper dimension. We propose a hybrid of these two 

methods which deals naturally with the multiclass 

setting, and at the same time has reasonable 

computational complexity both in training and at run 

time, and yields excellent results in practice. The basic 

idea is to find close neighbours to a query sample and 

then use change in the quantum entropy as a measure 

of similarity of the newly arrived sample with the 

representatives of interest. By using quantum entropy 

we don’t make any assumption about linear 

separability of the data that are going to be classified. 

At the same time we calculate the dissimilarities with 

the “most similar” class representatives of the all other 

groups, and by this, we use most of the information that 

is available. 

The original motivation comes from studies of 

human perception by Rosch and collaborators [13] 

who argued that categories are not defined by lists of 

features, rather by similarity to prototypes. From a 

machine learning perspective, the most important 
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aspect of this framework is that the emphasis on 

similarity, rather than on feature spaces, gives us a 

more flexible framework. 

The algorithm of the proposed method could be 

presented as: 

1. Choose a pool of representatives of the N classes 

represented by sets of vectors S1, S2, …, SN (they do not 

have necessarily to contain same number of elements). 

2. For a given sample, choose the proper value q for 

the calculation of the Tsallis’ entropy, choose a number 

Ns of the most similar vectors (class representatives) 

from each pool Si, that are going to form matrix ρs that 

represent the state of the current class. Also, chose a 

number Nns (usually smaller than Ns ) of the “most 

similar” class representatives from all other pools Sj, 

j≠i, that are going to form matrix ρns that represent the 

state of the “complementary” class. Then calculate the 

entropy of the state ρs and state ρns, and its relative 

changes dEs and dEns, by addition of the current 

sample. Then find for which class the term 

 

 dEs –α*dEns  

 
is minimized, and label new sample as a member of 

that class. The α is a positive real number, usually 

smaller than 1. 

3. Repeat the process for all samples that should  

be analyzed. 

In our case, proper values for q, Ns, Nns and α were 

selected from 2-fold cross validation (CV) process that 

is implemented on training data represented by the 

union of sets Si. 

 

 
3. Experiments and Results 

 
In this section we are going to present results for 

several classification problem. Classification results 

were based on the method proposed in Section 2.3. In 

all examples the maximum size of the pool of the 

representatives was the half of the data from that class. 

Sets that were analyzed (taken from [14]), together 

with classification results were presented in the 

following Table 1. We will stress that results are 

improved by application of several techniques, that 

could be understood as engineering of the proposed 

theoretical model, and which are not going to be 

analyzed here. 

From the Table 1 we can see, that results of the 

classification could be considered satisfactory. Here 

must be stressed that values for most of the parameters 

are probably not optimal, since the goal of this research 

was to explore the potential of the proposed paradigm, 

and not to find optimal values for the parameters. 

The Table 2 contains results for face recognition 

task on ORL database, in the leave one out setup. In 

this case, two dimensional data has been represented 

by the vector that contains Tsallis’ entropy for raws 

and columns of the 

[original image, 

vertical halves of the image, 

horizontal halves of the image, 

quarters of the image], 

together with the entropies of the numerical derivatives 

of those vectors. It has to be said that the values of the 

entropies of the derivatives were multiplies with values 

smaller than 1 (in concrete case 0.2), while the values 

of the entropies of the raws and columns of the quarters 

of the image were multiplied by the values bigger than 

1 (in the concrete case 1.7). 

 

 
Table 1. Results of classification for several publically 

available data sets. 

 

 
Max 

pool 

size 

Ns Nns Q 
Error 

[%] 

Appendix 35 7 4 0.03 0 

Australian 

Credit 
195 7 5 0.11 0 

Banana 1500 26 1 1.78 3.2 

Contra- 

Captive 
320 29 1 1.5 9.7 

Glass 38 5 2 1.22 2.8 

German 

Credit 
265 25 1 0.5 0 

Parkinson 40 14 5 0.03 0.003 

Pima 230 13 1 0.95 0 

Wine 25 9 6 0.03 0 

 

Table 2 shows that the proposed method is superior 

to many other machine learning techniques in the 

proposed setup [15]. 

 

 
Table 2. Results of classification for several algorithms  

on ORL database. 

 

Leave-one-out 

Method Error[%] 

Fisherfaces 1.5 

ICA 6.2 

Eigenfaces 2.5 

Kernel Eigenfaces 2.0 

2DPCA 1.7 

Proposed method 0.0 

 

 

4. Conclusions 
 

In this paper new learning paradigm, called 

QLEAR learning was introduced and applied on 

classification problem where data is represented by 

vectors. Based on presented results, we can conclude 

that proposed paradigm has some potential in 

application where classification of vectors is required. 

Since the proposed paradigm is generic in nature, it 

is clear that full potential of the proposed learning 

method requires further analyses. There are several 
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aspects of the proposed method that could be improved 

and some of them are quite obvious. For instance, it 

could be possible to create an on-line adaptive method 

that search for optimal number of the class 

representatives that is optimized after every sample (or 

every few samples). Also, it could be analyzed is the 

Euclidean distance the optimal choice of the similarity 

measure or is the Tsallis’ entropy the optimal choice of 

quantum entropy measure. 

Extension of the proposed learning method to the 

data represented with matrices and higher-order 

multiway arrays could be also analyzed and it would 

represent the direction of future research. 
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Summary: Visible light positioning (VLP) technology has been paid more and more attention recently because of its many 

attractions such as the centimeter‑level positioning accuracy. DC-biased optical orthogonal frequency division multiplexing 

(DCO-OFDM) is widely used in VLP systems to reduce the effects of intersymbol interference (ISI) and to achieve high-speed 

data transmission. However, DCO-OFDM suffer from high peak-to-average power ratio (PAPR) issue which affects the system 

performance, especially the degradation of positioning accuracy. In this paper, we investigate the deep autoencoder based 

PAPR reduction scheme for DCO-OFDM used in VLP systems. A trilateration positioning algorithm based on received signal 

strength (RSS) is used to estimate the receiver's coordinates. The positioning errors in all reference points of a room is further 

calculated and compared with the conventional PAPR reduction scheme, i.e., Selected Mapping (SLM). We demonstrate that 

in terms of improving positioning accuracy the deep autoencoder based PAPR reduction scheme outperforms its conventional 

counterpart. 

 

Keywords: VLC, VLP, indoor positioning system, DCO-OFDM, autoencoder, deep learning, PAPR, SLM. 

 

 

1. Introduction 
 

Visible light communication (VLC) has been 

widely studied in recent years and it is considered as 

an appealing alternative of radio frequency (RF) 

technology because of its attractive features, such as 

worldwide availability, radiation-free, high 

transmission capacity, potential huge unlicensed 

bandwidth to cope with radio interference and network 

congestion, especially in indoor environment [1-5]. 

Besides that, due to its ability to achieve 

centimeter‑level positioning accuracy, visible light 

positioning (VLP) system is discussed in plenty of 

studies [6-9]. In these studies, the DC-biased optical 

orthogonal frequency division multiplexing (DCO-

OFDM) modulation scheme is widely used for two 

reasons: 1) generating the real and non-negative 

positioning signals to satisfy the intensity modulation 

with direct detection (IM/DD) requirement in VLC 

system; 2) reducing the effects of intersymbol 

interference (ISI) and achieving high-speed data 

transmission in VLC system. 

However, the high peak-to-average power ratio 

(PAPR) is the inherent disadvantage in DCO-OFDM. 

High PAPR of positioning signal is very sensitive to 

the LED nonlinear devices, which imposes the 

nonlinear distortion and leads to the change of 

transmitted positioning signal power. It will directly 

affect the positioning accuracy in the VLP systems. 

As far as we know, the present conventional PAPR 

reduction schemes used in VLC system have been 

classified into three categories: clipping [10, 11], 

signal scrambling [12, 13], and coding schemes [14]. 

For example, the amplitude clipping is one of the 

simplest schemes to reduce PAPR thanks to its low 

algorithm complexity, but the distorted original signal 

leads to a higher bit error rate (BER). The partial 

transmission sequence (PTS) and the selective 

mapping (SLM) are more favorable PAPR reduction 

schemes of signal scrambling techniques, but 

additional information (side information) need to 

provide in order to reconstruct the transmitted signal 

properly. The transmission performance is greatly 

influenced by the quality of side information [15]. 

Within this context, in this paper, we consider a 

deep autoencoder based PAPR reduction scheme for 

DCO-OFDM to address high PAPR issue and to 

mitigate the effect of PAPR on positioning accuracy. 

The deep learning as an emerging technique to solve 

the problem of high PAPR in OFDM-based VLC 

system becomes more and more attractive in recent 

years because of its strong auto-adaptive ability 

[10][15]. A successful case by using an autoencoder 

network combined with extended SLM methods to 

reduce the PAPR for the DCO-OFDM has been 

realized by [16]. In [17], a PAPR reduction scheme by 

using the weighted autoencoder along with amplitude 

clipping method is proposed for asymmetrically 

Clipped Optical OFDM (ACO-OFDM) VLC system. 

But to the best of our knowledge, few work considers 

applying deep learning method to reduce the effect of 

PAPR on positioning accuracy for DCO-OFDM in the 

VLP. Thus, the objective of this paper is to study the 

PAPR effect on positioning accuracy by training a 

deep autoencoder network for DCO-OFDM VLP 

systems. 

The main contributions of this paper are 

summarized in two aspects as follows: 

 The effect of PAPR on positioning accuracy in 

VLP is investigated. A PAPR reduction scheme by 

combining a deep autoencoder architecture is proposed 

to minimize this effect while maintaining an 

acceptable positioning error. 
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 We comparatively evaluate the positioning 

performance of the proposed scheme with the 

conventional PAPR reduction scheme: SLM. The 

simulation results show that the deep autoencoder 

based PAPR reduction scheme outperforms its 

conventional counterpart. 

The remainder of this paper is organized as follows. 

Section II gives an overview of proposed autoencoder 

and presents the detailed information of the system 

model as well as used positioning algorithm. Section 

III contains the simulation results and a discussion of 

the proposition compared to the conventional methods. 

Finally, conclusions are reported in Section IV. 

 

 

2. Autoencoder, System Model and 

Positioning Algorithm 
 

2.1. Autoencoder Architecture for DCO-OFDM 
 

Autoencoder is widely used for denoising 

corrupted data and is suitable to dealing with the non-

linear distortions such as high PAPR. The proposed 

deep autoencoder architecture is illustrated in Fig. 1. 

The general autoencoder architecture mainly consists 

two components: encoder and decoder. Both the 

encoder and the decoder consists of the identical 

hidden layers, each hidden layer includes Dense layer, 

Activation function and Dropout. It can be seen from 

Fig. 1, 𝑠, 𝑓(𝑥), 𝑔(𝑥) and �̂� is the input, encoder, 

decoder and reconstruction of the original positioning 

data 𝑠 respectively. 

To adapt the output power constraint at transmitter 

in a communication system, a normalization layer is 

added into the traditional autoencoder. Moreover, we 

add a noise layer to simulate the influence of noise 

(mostly the ambient and natural light) in VLC system 

[20] [21].  

In the proposed scheme, we assume that there are 

2N subcarriers are used to generate DCO-OFDM 

symbols s. It can be seen from Fig. 1 that after serial to 

parallel operation, the parallel mapping data 𝑥 =
[𝑥1, 𝑥2, … 𝑥𝑁]𝑇 is used as the input of encoder. The 

encoded symbols 𝑓(𝑥𝑘 (𝑘∈[1,𝑁])) are constrained to 

have Hermitian symmetric in order to obtain a real 

signal after the 2N-IFFT operation. After DC bias, the 

positive real DCO-OFDM symbols in time domain  

𝑠 = [𝑠1, 𝑠2, … 𝑠2𝑁]𝑇 are generated for VLC 

transmission. 

 

 

 
 

Fig. 1. Proposed deep autoencoder architecture for DCO-OFDM. 
 

 

After passing through a wireless channel and DCO-

OFDM demodulation processes, the reconstructed 

symbol at the receiver 𝑔(𝑓(𝑥𝑘)) can be written as 

follows: 

 

 𝑥�̂� = 𝑔(ℎ ∘ 𝐼𝐹𝐹𝑇 ∘ 𝐻 ∘ 𝐹𝐹𝑇 ∘ ℎ−1 ∘ 𝑓(𝑥𝑘)), (1)  

 

where 𝑘 ∈ [1, 𝑁], ℎ is Hermitian symmetric operation, 

ℎ−1 is inverse Hermitian symmetric operation, 𝐻 is a 

VLC wireless channel model.  

The training process is simply described for 

minimizing the joint loss function ℒ defined in 

equation (2). ℒ consists two loss functions ℒ1 and  ℒ2, 

where 𝜆 is weight parameter to decide which loss 

function is dominant. We initially set 𝜆 to 0.001. The 

function of ℒ1is to enable BER do not deteriorate and 

reconstruct the transmitted signals form the received 

data. The function of ℒ2is to minimize PAPR. Through 

the training of 𝜎𝑔 and 𝜎𝑓 , the joint loss function is 

minimized.  
 

 ℒ(𝑥𝑘, 𝑥�̂�) = ℒ1(𝑥𝑘 , 𝑥�̂�) +  𝜆ℒ2(𝑥𝑘) (2)  

 
ℒ1(𝑥𝑘 , 𝑥�̂�) = 𝑀𝑆𝐸(𝑥𝑘 − 𝑔(ℎ ∘ 𝐼𝐹𝐹𝑇 ∘ 𝐻 ∘ 

                   𝐹𝐹𝑇 ∘ ℎ−1 ∘ 𝑓(𝑥𝑘) + 𝑛); 𝜎𝑔) (3)  

 ℒ2(𝑥𝑘) = 𝑃𝐴𝑃𝑅{𝑓(𝑥𝑘); 𝜎𝑓}, (4)  

 

where 𝑛 is the noise. 𝜎 =  {𝑊, 𝑏}, W is the weight 

matrix and b is the bias vector of autoencoder. The 

stochastic gradient descent (SGD) method is used to 

update W and b. The PAPR is defined as below: 

 

 𝑃𝐴𝑃𝑅{𝑠} =
max

1≤𝑘≤2𝑁
𝑠𝑘

2

𝑚𝑒𝑎𝑛(|𝑠𝑘
2|)

  (5)  

 

Its denominator is the average power of DCO-OFDM 

symbols. The detailed parameters of the autoencoder 

network will be introduced in Section 3. 

 

 

2.2. System Model and Positioning Algorithm 

 

Fig. 2 depicts the proposed VLP system model, 

where three transmitters and one receiver are placed in 

a room of 2𝑚 × 1𝑚 × 2.11𝑚. The coordiantes of 
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transmitters are namely LED1 (-0.5, 0.6, 2.195); LED2 

(-0.5,0.25,2.195); LED3 (0.6,0.25,2.195). 

In order to acquire the position of receiver (Rx), 

different position information should be transmitted 

from the respective LEDs. Moreover, only the line of 

sight (LOS) link is considered in this work because the 

influence of the directed light is large and greatly 

depends on the performance of the system [18]. 

 

 
 

Fig. 2. VLP system model. 

 

We defined LED’s ID as the positioning data which 

are encoded into DCO-OFDM symbols. The basic 

Received Signal Strength (RSS) algorithm for 

trilateration positioning is used to estimate Rx’s 

position. Provided the Rx is within the triangle areas, 

see Fig. 2, the whole calculation process is as follows: 

The distance d1, d2 and d3 between different 

transmitters and receiver are calculated by eq. (6). 
 

 𝑑 = √(
(𝑚 + 1)𝐴𝑟ℎ

(𝑚+1)

2π
)

𝑃𝑇

𝑃𝑅

(𝑚+3)

 , (6)  

 

where Ar is the effective area of the receiving surface of 

the receiver. h is the known constant about the vertical 

distance between the receiver and the LED. m is the 

order of Lambertian emission, which is relative to the 

semi-angle at half power of the LED denoted as φ1/2. 
 

 𝑚 =
−𝑙𝑛2

𝑙𝑛(𝑐𝑜𝑠(𝜑1/2))
 (7)  

 

The received power PR can be represented as: 
 

 𝑃𝑅 = 𝐻(0) ∗ 𝑃𝑇, (8)  

 

where PT is the transmitted light power of  LED. H (0) 

is VLC channel gain between the LED and Rx which 

can be shown as: 
 

 𝐻(0) =
(𝑚 + 1)𝐴𝑟𝑐𝑜𝑠𝑚(𝜑)𝑐𝑜𝑠 (𝜃)

2𝜋𝑑2
 (9)  

 

where φ is the radiation angle between the LED and the 

Rx, and θ is the angle of light incident to the receiving 

surface of the Rx. Thus, the distance d1, d2 and d3 can 

be obtained respectively 

The projection distance r1, r2, and r3 between LED 

and receiver is expressed as shown below: 

 𝑟 = √𝑑2 − ℎ2  (10)  

 

The estimated coordinates of Rx: Xe (xe, ye) thus can 

be calculated as follows: 

 

 {

(𝑥𝑒 − 𝑥1)
2 + (𝑦𝑒 − 𝑦1)

2 = 𝑟1
2

(𝑥𝑒 − 𝑥2)
2 + (𝑦𝑒 − 𝑦2)

2 = 𝑟2
2

(𝑥𝑒 − 𝑥3)
2 + (𝑦𝑒 − 𝑦3)

2 = 𝑟3
2,

 (11)  

 

where, (x1, y1), (x2, y2) and (x3, y3) are the known 

coordinates of three LED respectively. (11) can be 

formed in a matrix format as (12) 

 

 𝑩𝑋𝑒 = 𝑪 (12)  

 

where B, C and Xe are defined as 

 

 𝑩 = [
𝑥2 − 𝑥1 𝑦2 − 𝑦1

𝑥3 − 𝑥1 𝑦3 − 𝑦1
] , 𝑋𝑒 = [

𝑥𝑒

𝑦𝑒
] (13)  

 𝑪 =

[
 
 
 
𝑑1

2 − 𝑑2
2 + 𝑥2

2 + 𝑦2
2 − 𝑥1

2 − 𝑦1
2

2
𝑑1

2 − 𝑑3
2 + 𝑥3

2 + 𝑦3
2 − 𝑥1

2 − 𝑦1
2

2 ]
 
 
 

 (14)  

 

The estimated Xe can then be obtained by the linear 

least squares [19]. 

 

 𝑋�̂� = (𝑩𝑇𝑩)−1𝑩𝑇𝐶 (15)  

 

 
3. Simulation Results and Discussion 
 

In our simulation three commercial 3.6 W LED 

lamps and a Silicon avalanche photodetector 

(Hamamatsu APD C5331-11) are used as transmitter 
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and receiver respectively. Their detailed parameters 

are listed in the Table 1.  

For the configuration of the proposed autoencoder 

network, we initially set the number of hidden layers 

to three ( Lf = Lg =3 ). The rectifier linear unit (ReLU) 

is used as the activation function. The dropout is used 

for addressing the overfitting problem [23]. The 

parameters of the autoencoder network are 

summarized in Table 2. 
 

 

Table 1. Parameters of transmitter and receiver. 
 

Transmitter Receiver 

Lambertian mode (m): 1 

Elevation : -90° 

Azimuth : 0° 

Effective area : Φ 7.00 mm 

Elevation : +90 ° 

Azimuth : 0 ° 

FOV : 60 ° 

Photosensitivity : 0.42 A/W 
 

 

Table 2. Parameters of the proposed autoencoder network. 
 

Layer (type) Output shape 

Input layer 128 

Dense (ReLU) 1024 

Dense (ReLU) 512 

Dense (ReLU) 128 

Encoder (BatchNormalization) 128 

Noise layer 128 

Dense (ReLU) 512 

Dense (ReLU) 1024 

Dropout 1024 

Decoder 128 
 

 

We considered a DCO-OFDM with 128 subcarriers 

and QPSK modulation, 640000 independent random 

bits for training, 128000 bits for validation and 128000 

bits for testing, respectively. In particular, 100000 

DCO-OFDM symbols are used to generate all 

simulation results.  

The positioning error (PE) is adopted to represent 

the positioning performance. The PE is given by  

 

 𝑃𝐸 = √(𝑥 − 𝑥𝑒)
2 + (𝑦 − 𝑦𝑒)

2, (16)  

 

where (𝑥, 𝑦) and (𝑥𝑒 , 𝑦𝑒) are the coordinates of 

reference and estimated points, respectively.  

The preliminary simulation results are compared in 

three cases: (a) original; (b) with SLM scheme (U = 4); 

(c) with the proposed deep autoencoder based PAPR 

reduction scheme. As shown in Fig. 3, the red sign * 

represents the estimated points and the blue sign * 

represents the reference points, respectively. There are 

6 × 11 reference points are selected in total. In the case 

of original, a mean PE of 22.11 cm with a maximum 

PE of 40.26 cm and a minimum PE of 0.80 cm are 

obtained. In case of SLM scheme, a mean PE of  

15.30 cm with the maximum PE of 28.8 cm and the 

minimum PE of 0.54 cm are achieved. By using the 

SLM, the positioning accuracy (mean PE) can be 

improved around 6.81 cm compared with original case. 

In the case of proposed autoencoder, a mean PE of 

10.67 cm with the maximum PE of 21.01 cm and the 

minimum PE of 0.36 cm are achieved. The positioning 

accuracy (mean PE) can be improved around 11.44 cm 

compared with original case. The simulation results 

demonstrated that the positioning performance of 

proposed scheme is much better than the others. 

Fig. 4 depicts the cumulative distribution function 

(CDF) curves of the simulation results shown in  

Fig. 3. It can be found that after using proposed scheme 

PE is improved around 17.5 cm compared to the 

original case at the confidence of 90 %. 

 

 
 

Fig. 3. Estimated points and reference points distribution: (a) original; (b) with SLM scheme; (c) proposed scheme. 

 

4. Conclusions 
 

In this paper, a novel deep autoencoder-based PAPR 

reduction scheme for DCO-OFDM VLP is proposed. 

The autoencoder could improve the positioning 

accuracy while maintaining a low PAPR for VLP 

system. Based on the positioning performance 

comparison results, the mean PE can be improved 

around 11.44 cm compared to the original case.  

The topic of this paper is to present the feasibility and 

the first simulation results to address PAPR issue by 

using deep learning method, the improvement of the 
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proposed autoencoder network is not discussed in this 

paper. However, in the near future, we hope to explore 

this network and compare performance of different 

deep learning models, more comprehensive analysis 

will be obtained and reported in the future. 

 

 
 

Fig. 4. CDF of PE. 
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Summary: We compare different Deep Learning proposals for upper-body human activity recognition using body-worn 

sensors. The evaluated models have been designed so that they need only quaternion data as input and provide results in real-

time, with the aim of being potentially included on a wearable system to monitor daily activities in medical applications. 

Among other contributions, we propose using Fast Fourier Transform feature engineering to significantly improve recognition 

results and introduce a new technique for data augmentation that helps the models to learn the activities with independence of 

subject orientation. The proposed models were evaluated using the REALDISP dataset and overcome previous methods or 

achieve comparative results using 30 times less features and 110 times less training instances. The winning model achieves an 

accuracy of 97.7 % in a subject-wise classification and of 99.5 % in a 10-fold evaluation. 

 

Keywords: Deep learning, Human action recognition, Inertial measurement units, Wearables, Real-time. 

 

 

 

1. Introduction 

 
1.1. Motivation and Contribution 

 

Deep learning based methods are being widely 

adopted for Human Activity Recognition (HAR) using 

different sensor modalities, including ambient, object, 

and body-worn sensors [1]. 

Wearable sensors like those that can be found on 

smartwatches have the potential of continuous 

monitoring human motion in daily environment, 

providing valuable information [2]. It is indeed a 

developing trend to apply HAR to health and disease 

issues. However, for many applications in the medical 

field, the simultaneous tracking of the movement of 

different body joints is needed, using a larger number 

of body-worn sensors [3, 4]. At least 9 IMU (Inertial 

Measurement Unit) sensors are required to track the 

full body and typical configurations for only single 

upper or lower body monitoring need at least 5 of them. 

Increasing the number of sensors introduces new 

opportunities, but also influences patients discomfort 

and systems complexity. In our opinion, the 

requirements of an embedded, comfortable, and 

portable system should include wireless 

communication among body-worn sensors and 

ubiquitous HAR recognition for feedback interaction. 

This requirements introduce restrictions on the data 

collected by the sensors that can be wirelessly 

transferred and processed in real-time. 

On the other hand, most of the solutions for HAR 

using IMUs that can be found in the literature do not 

take these restrictions into account. Those machine 

learning approaches tend to use as much input data as 

possible, in their search to maximize the performance 

of the recognition. 

In this paper we introduce an upper-body activity 

recognition model using 5 IMUs and a data-driven 

network that can provide real-time high-accuracy 

recognition rates while minimizing the required 

sensors data size. The contributions of this work are: 

(1) Robust Deep Learning models using only 

Quaternion data from IMUs, (2) Fast Fourier 

Transform feature engineering to significantly 

improve models performance, (3) New data 

augmentation technique to introduce rotation 

invariance of the subject and high accuracy using a 

very small number of training examples. 

 

 

1.2. Previous Works 

 

Deep Neural Networks have been recently used to 

classify limbs movements in combination with IMU 

sensors, with the aim of monitoring the clinical 

progress of subjects under rehabilitation. An 

interesting contribution proposed a light-weight 

Convolutional Neural Network (CNN) model for arm 

movement classification on 3 different types of 

gestures and targeting stroke rehabilitation. It uses  

tri-axial acceleration to monitor the progress of 

rehabilitated subjects under ambulatory settings [5]. 

The authors achieved an accuracy of 97.89 % on  

semi-naturalistic data and 88.87 % on naturalistic data, 

from not public databases. 

Our work follows a similar philosophy, but 

considering the classification of activities in which 

both limbs and the back participate. The chosen dataset 

is REALDISP [6], containing raw data (accelerometer, 

gyroscope, and magnetometer) and quaternion data of 

33 activities and 17 subjects. The authors of 

REALDISP [7] explored the use of classical Machine 
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Learning algorithms (K-nearest neighbors, Decision 

Trees, and Naïve-Bayes) for classification and 

obtained a classification accuracy of 97 %, but not 

considering a subject-wise decomposition of samples 

for training and testing. In a more recent study [8], the 

authors achieved a subject-wise 99.4 % accuracy, using 

feature engineering to generate up to 4,086 features. 

Only those activities from the previous dataset 

related to upper-body movements were considered in 

our proposal. The reason is that we aim to develop a 

system for continuous monitoring of human motion of 

upper body in daily environment, providing valuable 

and complementary information to that obtained in 

clinical tests. 

The challenges we faced during our development 

were a small number of data examples to train the 

model and a self-imposed limitation on the number of 

inputs and features that should be fed into the network. 

These restrictions are related to the final objective of 

potentially embedding the designed network models 

on a portable device in the near future. 

 

 

2. Methods 

 
2.1. Quaternions 

 

Quaternions are hypercomplex numbers that define 

an element in ℝ4 as shown in Eq. (1). 

 

 𝑞 =  𝑞0 + 𝒒 =  𝑞0 + 𝒊𝑞1 + 𝒋𝑞2 + 𝒌𝑞3, (1) 

 

where 𝒊 =  (1,0,0), 𝒋 =  (0,1,0) and 𝒌 =  (0,0,1) are 

the orthonormal bases of ℝ3 and 𝑞0, 𝑞1, 𝑞2, 𝑞3 

are real numbers that define the quaternion. 

The main interest of using quaternions in the HAR 

problem comes from their potential to represent the 

movements by using a parametrized skeleton. In 

contrast to Euler Angles, they do not suffer from 

gimbal lock. 

In addition, quaternions can represent body 

orientations with less data, which make them ideal for 

an embedded system. Actually, even while working 

with datasets that include 3D absolute joint positions, 

some researchers propose computing and using 

quaternions for short-term movement prediction and 

long-term movement generation [9]. 

 

 

2.2. Dataset Movement Reconstruction 
 

First of all, we used REALDISP quaternion 

information for movement reconstruction using a 3D 

avatar. To this end, we self-developed a program from 

scratch using a Game Engine. This step was crucial to 

determine data that would be fed into the neural 

network, detect small time series of wrong labelled 

data in the dataset and generate augmented data for 

networks training, as explained in the next subsection. 

Fig. 1 shows different time steps of an activity 

reconstructed using this program. 

   
 

Fig. 1. Movement reconstruction using a 3D avatar  

of activity 9 “Trunk twist (arms outstretched)”  

from REALDISP dataset. 

 

 

2.3. Data Preparation and Proposed Models 

 

We selected data from 11 upper-body activities 

contained in the dataset. The selected activities were: 

(L9) Trunk twist (arms outstretched), (L10) Trunk 

twist (elbows bent), (L11) Waist bends forward, (L12) 

Waist rotation, (L13) Waist bends (reach foot with 

opposite hand), (L19) Lateral elevation of arms, (L20) 

Frontal elevation of arms, (L21) Frontal hand claps, 

(L24) Shoulders low-amplitude rotation, (L25) Arms 

inner rotation, (L31) Rowing. Activities that could not 

be recognized independently using only the upper 

body were discarded (e.g. walking, cycling …). 

We manually examined the 3D reconstruction of 

these activities and followed a data consistency and 

input data balancing criteria for data curation. In 

addition, five subjects in which data for at least one 

activity could not be found, were discarded (subjects 

4, 6, 7, 12, and 15). At the end of this process, we 

selected 12 subjects to be used in our experiments. 

In order to reduce the number of features as much 

as possible, only quaternion data is used as an input to 

the network. Instances of 128 time samples at 50 Hz 

were used for training and testing, containing activity 

windows of 2.56 seconds. Each time sample includes 

the quaternion data of the 5 upper-body sensors (back, 

arms, and forearms), for a total of 20 raw features. 

Remarkably, we observed an improvement in the 

accuracy of the results by increasing the inputs using a 

feature engineering approach. For every activity 

instance, we concatenated the raw features with their 

2D Discrete Fourier Transform (2D-DFT), computed 

using the Fast Fourier Transformation (FFT). 

Intuitively, this adds frequency of movement 

information to the network. 

Deep Neural Networks are usually considered pure 

data driven models. However, a network able to model 

a FFT would require O(n2) multiplies instead of 

O(nlog(n)) operations required by the FFT. In addition, 

a much larger number of examples would be needed so 

that the network could be able to learn to model the 

Fourier Transform. Since one of our objectives is to 

keep the number of computations as small as possible, 

using a classical pre-processing stage is the optimal 

strategy to follow. The final number of inputs for the  

5 upper-body sensors when the input includes de  

2D-DFT is 40. 

For preventing network overfitting, we propose a 

new Data Augmentation technique. As explained 
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before, we were able to reconstruct on an avatar the 

movements in the dataset. For data augmentation, we 

reoriented all the subjects heading towards the Earth’s 

north direction and then generated ×24 times more data 

by rotating subjects in the dataset every 15 degrees. 

Six different data pre-processing strategies were 

considered and tested on the network models explained 

in Subsection 2.4: (1) Raw data, (2) Raw data with 

Data Augmentation, (3) Raw data with Data 

Augmentation and 2D-DFT features, (4) Normalized 

data with Data Augmentation, (5) Normalized data 

with Data Augmentation and 2D-DFT computed, (6) 

2D-DFT. 

All those pre-processing strategies were tested on 

six different deep network models based on 

Convolutional Neural Networks (CNN) and Recurrent 

Neural Networks (RNN). Table 1 subsumes the 

architecture of these models in terms of number of 

layers, number of feature maps per layer and recurrent 

units. Two CNN and four CNN+RNN models were 

evaluated. The number of trainable parameters for 

those models when input data features are of size 40 is 

in the range of 91,851 to 232,651. 

 
Table 1. Neural network models proposed and accuracy obtained on each evaluation method. C stands for Convolutional 

layer, DR stands for Dropout, RG stands for GRU, Sm stands for Softmax. 

 

Model 

Type 
Architecture 

Number of 

parameters 

10-Fold random-

partitioning 

12-Fold 

subject-wise 

CNN 
C(16)-C(32)-Sm 121,179 97.5% 93.3% 

C(16)-C(32)-C(64)-C(128)-DR(0.5)- Sm 206,811 98.5% 95.7% 

CNN+RNN 

C(32)-C(64)-C(32)-DR(0.5)-RG(64)- Sm 91,851 97.1% 95.7% 

C(32)-C(64)-C(32)-DR(0.5)-RG(96)- Sm 123,083 98.1% 96.3% 

C(64)-C(64)-C(64)-DR(0.5)-RG(64)- Sm 158,155 99.5% 97.7% 

C(64)-C(64)-C(64)-DR(0.5)-RG(128)- Sm 232,651 99.1% 97.5% 

 

 

3. Results and Discussion 

 
3.1. Network Models Performance 

 

The accuracy of every model has been obtained 

using two evaluation methods, consisting in two 

different K-Fold cross-validation approaches, as in 

[8]: (1) 10-Fold random-partitioning and (2) 12-Fold 

subject-wise. In the first case one tenth of the instances 

are left out during training and results are the average 

of 10 different evaluations. In the second case, 

instances of one of the subjects are left out during 

training and 12 different trainings are conducted to 

obtain the average accuracy of the network for 

classification of the 11 different activities. 

The best results for every network were obtained 

with pre-processing methods (3) and (5) explained in 

Section 2.2. Table 1 contains the accuracy obtained 

using (3) Raw data with Data Augmentation and  

2D-DFT features. 

The first model consists in a two-layer CNN of 16 

and 32 feature maps. In the second model, the number 

of layers is increased up to four and the number of 

feature maps rises up to 128 for the last convolutional 

layer, which is connected to a 0.5 dropout layer. Last 

model achieves a better performance, at the expense of 

increasing the number and complexity of layers. 

The four CNN+RNN networks were proposed with 

the aim that both spatial and temporal relationships of 

the data could be learned. In the first two CNN+RNN 

models, we explored the idea of using a smaller 

convolutional network in terms of feature maps and 

adding a RNN with 64 GRU or 96 GRU units. 

The third CNN+RNN proposal was the winning 

model in terms of accuracy. It consists in a three-layer 

CNN of 64 feature maps, a dropout layer and a RNN 

of 64 GRU units. The output comes from a Softmax 

layer of 11 units, one per activity class. In this network, 

the number of feature maps is greater than in previous 

models, but after each convolutional layer, the 

dimensionality reduction is greater using a larger 

stride, so that we can connect it also to 64 GRU units. 

Finally, in the fourth CNN+RNN proposal, the number 

of GRU units was increased, but this did not provide 

an improvement in performance. 

In addition to measuring the performance of the 

winning model in terms of accuracy, we measured its 

performance in terms of running time on a CPU Intel® 

Core™ i54690 and a not-last-generation commodity 

GPU NVIDIA GeForce GTX 1060. Feature 

engineering takes 𝑡𝐷𝐹𝑇+𝑐𝑜𝑛𝑐𝑎𝑡  =  196 𝑠 ± 230 𝑛𝑠 
and inference time in the winning model takes 

𝑡𝑖𝑛𝑓𝑒𝑟𝑒𝑛𝑐𝑒  =  248 𝑠 for a total time  

𝑡𝑇𝑂𝑇𝐴𝐿  =  444 𝑠 ± 230 𝑛𝑠. 

Data acquisition from IMUs occurs every 20 ms 

(50 Hz) and the proposed model deployed on a not 

optimized TensorFlow implementation takes less than 

450 s to pre-process data and perform the 

classification. For the above reasons, we consider that 

our model meets real-time restrictions and could be 

potentially embedded in a portable system in a  

near future. 

 

 

3.2. Discussion 

 

Table 2 compares the results of this work against 

previous works [7, 8]. It includes the total number of 

IMUs, the sensors info used as input (ACC: 

accelerometer, GYR: gyroscope, MAG: magnetometer 
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and QUAT: quaternions), the number of features per 

IMU, the number of activities classified in the work, 

the number of subjects used for that classification, the 

evaluation method, the number of instances extracted 

from the dataset and the accuracy obtained for the 

classification problem. In our work we only classify  

11 activities. On the other hand we use only data from  

12 subjects and 5 IMUs instead of 9. It is important to 

highlight that our results are relevant and should be 

compared in terms of the achieved performance using 

only a fraction of input features and training instances. 

 

Table 2. Classification results. 
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work 
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1 
1176 

99.5 % 

2 97.7 % 

 

 

In the random-partitioning evaluation method we 

overtake the results obtained in [7], with a 99.5 % of 

accuracy against 97 %. In the subject-wise evaluation 

method, we improve or have similar results than those 

obtained in [8]. Using only quaternion data and  

40 features we obtain a 97.7 % of accuracy, while 

previous work achieved a 93 % using 30 times more 

features. We also had 110 times less features: only 

1,176 data instances instead of 130,000. Finally, we are 

only 1.7 % below from the best result obtained in [7], 

using 100 times less input features. 
 

5. Conclusions 
 

This paper introduces and evaluates six Deep 

Neural Networks for Human Activity Recognition 

(HAR) of upper-body movements. The winning 

CNN+RNN model is able to classify 11 different 

activities with an accuracy of 99.5 % or 97.7 %, 

depending on the evaluation method. Remarkably, it 

has been trained using a very small set of input features 

and training examples. We propose using 2D Fast 

Fourier Transform features and a new data 

augmentation method to increase the networks 

performance. 

Our research is driven by the feel that in the next 

years there would be a growing interest for developing 

technologies for low-cost human motion analysis using 

wearable technology. Deep Neural Networks 

combined with wireless IMU sensors have many 

potential applications in the areas of healthcare, fitness, 

and entertainment. The work presented here is the first 

step towards developing a system that in the future 

could be used to track patients during their activities of 

daily living (ADL). 
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Summary: The detection and classification of vehicles by suitable monitoring systems is an integral part of Intelligent 

Transportation Systems (ITS). We report results on fine-grained vehicle classification based on video images obtained from 

roadside based cameras. A new dataset of more than 100’000 samples allowing for a total of 36 fine-grained vehicle categories 

is introduced and classification results based on convolutional neural networks (CNN) are presented. We show, that simple 

CNN architectures suitable for real-time applications lead to surprisingly good results. As a practical outcome applicable to 

ITS we illustrate that – to our knowledge – for the first time a vision system fulfils the challenging traffic norm TLS 8+1 A1. 

 

Keywords: Intelligent Transportation, Vehicle Classification, Image Processing, Machine Learning, Deep Learning. 

 

 

1. Introduction 
 

Traffic monitoring systems play an important role 

for Intelligent Transportation Systems (ITS) in order to 

supply reliable real-time data on vehicle frequencies 

and categories. This data is an important basis for 

private or public transportation agencies to manage toll 

operation, optimize traffic flow and improve road 

safety.  

Over the last decade, considerable progress in 

vision sensor hardware and image processing 

algorithms – in particular machine learning – was 

achieved and camera-based system are increasingly 

used for ITS applications [1]. However, despite the 

considerable amount of work performed, results on 

fine-grained vehicle classification above 10 categories 

is still scarce [1], because no suitable database is 

available. In fact, the only relevant work in this context 

is the classification of vehicles in different brands due 

to the existence of an appropriate dataset [2].  

Our contributions to this problem context are the 

following. First, a new – and in this form – unique 

database is presented, which consists of more than 

100’000 samples of 36 fine-grained vehicle categories. 

Second, different CNN architectures for fine-grained 

vehicle classification are evaluated on this set. Based 

on these results we will finally show, that – to our 

knowledge for the first time – a vision system is able 

to fulfil the challenging traffic norm TLS 8+1 A1 [3].   

 

 

2. Approach 
 

The following analysis is based on images from 

cameras installed roadside with a similar perspective 

as shown in Fig. 1. We will furthermore limit the 

discussion to the classification task only and assume, 

that the bounding boxes as shown in Fig 1 are already 

given. In fact, the complete application, which will be 

presented in its full extend elsewhere, performs first 

vehicle detection based on Faster R-CNNs [4] with a 

subsequent tracking to improve the overall detection 

accuracy.  
 

 
 

Fig. 1. Typical camera perspective used in the project. 

 
2.1. Data Acquisition 

 

The major challenge in creating an appropriate data 

set for fine-grained vehicle classification is the fact, 

that few categories (car, van, bus ...) dominate and 

sufficient numbers for the “rare” classes are difficult to 

obtain. This leads to the currently available very 

unbalanced data sets having only a limited amount of 

categories [1]. An efficient way to solve this problem 

is online preselection of vehicles. For this purpose, 

overhead Laser scanners installed at the test site were 

used, which immediately rule out the frequent classes 

and trigger the cameras to save only the rare ones. The 

resulting images were manually classified/corrected 

and in total, the numbers of class-specific samples 

given in Table 1 were obtained. Overall, 18 fine-

grained vehicle categories, with a minimum  

200 samples each, plus a trailer class were used. With 

these overall 36 classes consisting of 18 basic types 

with or without a trailer can be formed. This covers 

most of the internationally existing category systems 

and as one practical example we will show, how to 

fulfil the German norm TLS 8+1 A1 by a merge of 

suitable fine-grained subclasses. 

We are not aware of any other existing database 

coming close to our number of categories and/or 

samples.  
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Table 1. Class-specific samples in the vehicle data set. 

 

Category Sample Images 

ArticTruck 6588 

ArticTruckDumptor 1318 

ArticTruckLowLoaded 621 

ArticTruckTanker 766 

ArticVan 548 

Bike 4115 

Bus 3548 

CamperVan 4729 

Car 44480 

TractorTruck 270 

Truck 5036 

TruckCarTransporterEmpty 229 

TruckCarTransporterLoadeded 193 

TruckDumptor 5141 

TruckLowLoaded 2403 

TruckTanker 3389 

Van 5455 

VanPickup 4581 

Trailer 7246 

Total 100656 
 

 

2.2. Classification Approach 
 

For the classification, a CNN (convolutional neural 

network) was used. As the final application is running 

in real time on an embedded processing platform an 

architecture as simple as possible was preferred. 

Iterative trials lead to a CNN with input size 128x128 

and 4 convolutional layers, each of a size 3x3, stride 1 

and of numbers 32, 64, 128 and 256 respectively. 

Activation function was ReLU. Each convolutional 

layer is followed by a max-pooling layer of size 2x2 

and stride 2. Finally, a single hidden layer with  

256 neurons and output to the 18 + 1 vehicle classes of 

Table 1 is chosen. Single image inference requires 

7 ms on a Core i7-6820EQ @ 2.8 GHz. 

 

 

3. Results 
 

Fig. 2 (bottom) shows the results for the validation 

and test sets obtained with the discussed CNN on the 

full 18+1 classes from Table 1. Despite the simple 

architecture, the results of the test set are all close to or 

well above 80 %. A closer look to the confusion matrix 

reveals, that misclassifications are mainly within 

similar classes, which will fall into the same class of 

the norm TLS 8+1 (Fig. 2, top).  

Thus, when the fine-grained classes are merged to 

the reduced set of TLS 8+1 classes, the true positive 

rates as given in Fig. 3 result. In addition, the limits for 

the most challenging norm TLS 8+1 A1 are drawn in 

red. As required by TLS the lower limit of the 95% 

confidence interval lie all well above the TLS limits. 

To our knowledge, this is currently the only vision 

system fulfilling TLS 8+1 A1. 

 

 
 

Fig. 2. True positive rate for the 18+1 classes obtained with a simple 6-layer CNN architecture. 

 

 
 

Fig. 3. True positive rate of validation and test data sets for the merged categories allow to fulfil TLS 8+1 A1.  

 

 

4. Conclusions 
 

In summary, we present a new vehicle dataset of 

more than 100’000 images consisting of 36 fine-

grained categories. Classification with a simple 6-layer 

CNN shows overall good result and a merge to the  

8+1 classes of the norm TLS allows to fulfil the most 

challenging limit TLS 8+1 A1 in real time on state-of-

the art PC hardware, even without GPU. 
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Summary: In the last years the application of Artificial Intelligence algorithms has grown drastically in different sectors and 

aspects of our lives. One of the major successful sectors is the treatment of images, not only in terms of classification, but also 

in terms of processing and data improvements: one of the most diffuse examples are the mobile camera software, which uses 

neural-networks-based algorithms for obtaining high quality pictures from lenses with a reduced resolving power, if compared 

with professional optical ones. The present work aims to use unsupervised Convolutional Neural Networks for underwater 

images processing, so to try to obtain air-quality images and reduce all the effects caused by the interaction between light and 

water particles. Nowadays several works are presented for the correction of low contrast and blurriness effects, but most of 

them generate synthetic images obtained by applying complementary algorithms used for water effects correction. The present 

work aims to create a real dataset composed by air/water images by the use of an ad-hoc experimental setup for training an 

unsupervised Generative Adversarial Network (GAN). Because of their nature to be generative models of data, GANs can 

learn to estimate the underlying probability distribution of the data and the unsupervised GAN can make it without a one-to-

one mapping. 

 

Keywords: CNN, Underwater, LEGO, Colorimetry, Corals. 

 

 

1. Introduction 
 

In the last years the application of Artificial 

Intelligence algorithms has grown drastically in 

different sectors and aspects of our lives. One of the 

major successful sectors is the treatment of images, not 

only in terms of classification, but also in terms of 

processing and data improvements: one of the most 

diffuse examples are the mobile camera software, 

which uses neural-networks-based algorithms for 

obtaining high quality pictures from lenses with a 

reduced resolving power, if compared with 

professional optical ones; other examples are the image 

enhancement of photos captured in low-light 

conditions, where the neural network algorithms are 

trained for balancing the colors by processing pairs of 

input/output images [1].  

This work was born few years ago approaching the 

problem to document and monitor marine 

bioindicators like corals [2, 3] for following the 

evolutions of climate changes, especially in terms of 

water temperature. The first approach of the research 

group was to select the best approach for obtaining 

colored 3D models, passing from the standard 

photogrammetry to the most sophisticated laser 

scanning techniques [4]. The choice to use at the end 

the photogrammetry was preferred to other 3D 

digitalization methods, like described also in [5], 

especially because of their complexities without a 

significative improvements respect the 

photogrammetry itself. However, also if the results 

presented in [4] satisfied the minimum requirements of 

the problem, the method presented a too manual 

approach especially in terms of preprocessing of the 

single images. Most of the preprocessing approach was 

oriented to correct the different ambient illuminations 

occurred in every case study approached during the 

research.  

 

 
 

Fig. 1. Laboratory setup for data acquisition. 

 

The idea to start a completely different approach 

derived also by simplifying both the data processing 

and information access to the researchers who operate 

in the marine ecosystem monitoring: for example, a 
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rapid approach to determine benthic population 

modifications is to observe the growth and color 

changes on time [6]. Another scope of the present work 

was to calibrate the images coming from a standard 

digital camera in a controlled underwater environment, 

so to extract the information mentioned above, 

minimizing the effects caused by the presence of the 

water. For this purpose, an ad-hoc pool has been built, 

with the facility to move the samples along 1200mm 

from the chosen sensor, for simulating also the effects 

caused by the light absorptions versus the distance. For 

creating simply air/water pairs datasets, several plastic 

bricks with different colors and shapes and with the 

possibility to be dovetailed together have been chosen. 

The approach adopted in this work is to use the 

resulting dataset for training a Convolutional Neural 

Network for discriminating the optical/physical 

components that affect an underwater picture respect a 

same image obtained without the presence of the water.  

Nowadays several works are presented for the 

correction of low contrast and blurriness effects [7, 8], 

but most of them generate synthetic images [9] 

obtained by applying complementary algorithms used 

for water effects correction. Also for this work an 

unsupervised Generative Adversarial Network (GAN) 

was used: because of their nature to be generative 

models of data, GANs can learn to estimate the 

underlying probability distribution of the data and the 

unsupervised GAN can make it without a one-to-one 

mapping. 

 

2. Acquisition and CNN Training Workflow 
 

2.1. Laboratory Setup 

 

As mentioned before, the training and testing 

datasets for training a Convolutional Neural Network 

were created acquiring couples of air/underwater 

images of the same subject placed at different distances 

inside an ad-hoc pool. The pool has a shape of a 

parallelepiped with dimensions of (WxHxD) 

250×250×1200 mm; the upper side of the parallel pool 

is open, while the rest of the walls are painted with 

opaque black paint. One of the small squared faces 

accommodates a coated window with a diameter of 

200 mm for reducing the rays-of-light’s refraction 

caused by the different air/water index. The samples 

are placed on a carriage, which can translate along one 

of the longest sides of the parallelepiped.  

In a first approach the samples came from typical 

objects, which can easily find in a laboratory, but the 

difficulty to position them in the same place at different 

time steps and the limitation of the variety of colors – 

most of the object are black or gray – were the main 

reasons for changing the targets.  

Starting from a preliminary and hypothetical idea 

that training a Neural Network is like to train a fresh 

brain, like the brain of a kid, the choice to use the 

plastic colored brick (LEGO Duplo©) was quite 

natural. However, in a second step, the choice resulted 

winning for several reasons: the possibility to arrange 

the same scene several times and also in different 

temporal moments, with a tolerance of few hundreds 

microns, compatible with the scopes of this work; the 

bricks present different shapes and colors and can be 

dovetailed together, creating almost new infinite 

shapes; the choice to use the biggest version of the 

famous plastic bricks facilitated also the possibility to 

easily measure scene dimensions, colors and distances 

from the sensor. In particular for the color information, 

also if several online sources are available [10, 11], the 

possibility to measure directly this parameter by a 

colorimeter or spectrophotometer opens the scenario to 

train the CNN for producing images colorimetrically 

corrected also in presence of different light sources and 

without the use of colored checkboards. 

The volume of the pool was completely filled with 

clean water and emptied by the use of a small 

electronic pump. In a second stage of the experiment, 

several different concentrations of milk were diluted in 

the water. 

The bricks composition was fixed on the bottom of 

the carriage by a double-side tape. Outside the pool, 

with the lenses matching the coated window, a Nikon 

D90 camera was placed. The camera parameters have 

been fixed, for simulating a real condition in 

underwater case, and set so to keep a sufficient depth 

of field for covering all the range traveled by the 

carriage, corresponding to a total distance of 1140 mm. 

Fig. 1 shows the experimental setup used for creating 

the air/water dataset.  

 

2.2. Dataset Creation and CNN Training Pipeline 

 

The acquisition of the dataset composed by couples 

of air/water images was made by following this 

pipeline: several blocks were assembled together in a 

random configuration and the base fixed at the bottom 

of the carriage; at the beginning of the acquisition, the 

pool was empty; the carriage was placed at a distance 

of 240 mm from the camera and a picture captured; the 

next pictures were collected moving the carriage at a 

distance of 10mm from the previous position; when the 

carriage reached the end of the rail, the pool was filled 

with the water and the same procedure, before 

mentioned, was completed again. Fig. 2 shows an 

example of images composing the air/water dataset: 

the images (b, c, d) show also the reflection caused by 

the air/water interface. For increasing the samples of 

the dataset and removing the undesired portions of the 

collected images, a Python script was developed for 

limiting the area used for creating several 256x256 

pixels random crops, compatible with the input layer 

of the GAN. 

The chosen GAN network was the cycleGAN [12] 

composed by two Generators, which respectively map 

the X to the Y domain and the Y to the X, and two 

Discriminators, which attempt to differentiate the 

synthetized images from the original ones. The 

cycleGAN objective function is composed by two 

components: 

 

 𝐿𝑜𝑠𝑠𝑓𝑢𝑙𝑙 = 𝐿𝑜𝑠𝑠𝑎𝑑𝑣 + 𝜆 ∙ 𝐿𝑜𝑠𝑠𝑐𝑦𝑐𝑙𝑒, (1) 
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where 𝐿𝑜𝑠𝑠𝑎𝑑𝑣 is the adversarial loss, the measure of 

how much efficient are the generators to fool the 

discriminators: in other words, how much the 

generators images belong to the destination domain, 

without giving any measure about how much they are 

consistent; on the other side, 𝐿𝑜𝑠𝑠𝑐𝑦𝑐𝑙𝑒, weighted by 

the 𝜆 parameter, usually set at 10, is the cycle 

consistency loss, needed for estimating how much 

consistent are the generated images by the Generators. 

For the reasons mentioned above, this particular GAN 

is classified as an unsupervised neural network, which 

means that it doesn’t need of pairs of corresponding 

images for solving the problem: however, the 

possibility to have also pairs of corresponding images 

simplify the comparison between the originals and the 

generated images. Especially in an advanced phase of 

this research, the pairs of the corresponding images 

will allow to determine colorimetric differences (∆𝐸) 

and make considerations about which coordinates in a 

determined color space are more affected by the neural 

network [13]. 

The PyTorch [14] version of the cycleGAN was 

trained with more than 7000 air+water samples and 

tested with more than 700 images. 

 

 
3. Results and Conclusions 
 

The present work shows the preliminary results 

obtained by training and testing the cycleGAN 

network with the dataset built as described before. Fig. 

2(a, b) show an example of the images collected in 

different air/water conditions; Fig. 2c shows an 

example of image obtained mixing 0.75 ml of milk in 

25l of water. The water and milk images (Fig. 2d) were 

scaled of a factor 1.3, equivalent to the water refraction 

index: at this stage of the research no further 

corrections are needed for the presence of the milk. 

Fig. 3 and Fig. 4 show respectively some preliminary 

results (columns d) obtained by the Underwater-

cycleGAN, which received as input water and 

water+milk images. Columns (c) show a correction 

obtained applying the histogram equalization 

algorithm [15] between air and water/water+milk 

images. It’s important to highlight that, at this stage of 

the work, the GAN wasn’t trained also with the 

water+milk samples, so the results shown in Fig. 4 are 

obtained with the weights coming from the air/water 

dataset training.  

The present work is still at an early stage of the 

research and further improvements of the training and 

testing phases have to be adopted. The possibility to 

work with controlled environment and samples have a 

dual important aspect: on one side, it is possible to 

follow and better control all the phases of the train and 

test of a neural network, studying how it reacts by 

modifying easily the dataset creation and selection; on 

the other side, it is possible also to control the quality 

of the network output, so to analyze and inspect the 

data for the estimation of colorimetric and structural 

information, needed especially in the marine research 

sector for benthic  population modifications. Another 

aspect of the choice to train a cycleGAN network is, 

due to its nature to be composed by two Generators and 

two Discriminators, it can be used also for generating 

synthetic underwater images, useful in other research 

sectors. 
 

 

 
 

Fig. 2. Some examples of the collected dataset (a) an example of image collected with the empty pool;  

(b) shows the same sample submerged in 25l water; (c) inside the pool filled by the water, 0.75 ml of milk were added;  

(d) the previous image scaled of the water refraction index (1.3). 
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Fig. 3. A crop of air/water+milk images. (a) image acquired inside the empty pool; (b) the same sample collected inside 

25l of water where 0.75ml of milk were added; (c) histogram equalization algorithm applied to the image (b);  

(d) the result obtained by processing the (b) with the cycleGAN. 

 

 
 

Fig. 4. A crop of air/water images. (a) image acquired inside the empty pool; (b) the same sample collected  

inside the water; (c) histogram equalization algorithm applied to the image (b); (d) the result obtained by processing  

(b) with the cycleGAN. 
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Summary: With the explosive growth of social media, millions of Chinese short texts are produced every day. However, these 

short texts is exactly short, so the machine can not extract features accurately from short texts for classification learning. In 

this paper, we propose an effective semantic enhancement model that not only combines character-level features, word-level 

features and sentence-level features as additional features for Chinese short text, but also removes noise by introducing 

Interactive Attention Mechanism to measure the semantic similarity between the i-th character and short text representation. 

Experiments on the open dataset Chinese news headlines classification task (190,000 news headlines/18 tags) show that our 

model achieves 84.53 %, 84.32 % and 84.36 % in macro-averaged precision, recall, F1, which boosts 1.26 % F1, 1.22 % recall 

and 1.3 % precision and achieves the state-of-the art performance. 

 

Keywords: Short text classification, Semantic enhancement, Interactive attention mechanism. 

 

 

1. Introduction 

 
With the rapid development of internet technology, 

millions of Chinese short texts are produced every day, 

in the form of search queries, Weibo, etc. Compared 

with paragraphs or documents, one of the most notable 

characteristics of these short text is that they just 

consist of several dozens of words, for instance the 

length of a Weibo message is limited to 140 characters. 

It is very necessary to mine valuable information from 

short texts, so our work is to organize and classify these 

massive fragmented short texts effectively, and 

generate a large amount of available structured data for 

the research and processing of data mining, 

recommendation, knowledge network construction 

and other work. Furthermore, unlike English and other 

western languages, Word segmentation is the first step 

in Chinese natural language processing, and the error 

caused by word segmentation can be transmitted to the 

whole system. In order to reduce the impact of word 

segmentation and improve the overall performance of 

Chinese short text classification system, we propose a 

hybrid model of character-level and word-level 

features based on Interactive Attention Mechanism. 

At present, the main research works for short text 

classification focus on text representation and 

classification model, Jin Wang et al. [1] proposed a 

framework based on words and relevant concepts 

vectors, but when an entity is missing in a knowledge 

base, we cannot obtain any feature of it and thus we 

will get error classification, to reduce the bad influence 

of some improper concepts introduced due to the 

ambiguity of entities or the noise in KBs. Jindong 

Chen et al. [2] proposed Concept towards Short Text 

(C-ST) attention and Concept towards Concept Set (C-

CS) attention to acquire the weight of concepts from 

two aspects. And Jingwen Li et al. [3] took word-level 

vectors and character-level vectors as inputs 

simultaneously, and encoded sentence semantics by 

two Long Short-Term Memory (LSTM) or  

bi-directional Long Short-Term Memory (BiLSTM). 

Based on the above analysis, this paper will also 

propose an effective method to combine character-

level features as additional features and word-level 

features for Chinese short text representation. We 

introduce Char towards Short Text (C-ST) attention 

mechanisms based on vanilla attention [4] to measure 

the semantic similarity between the i-th char and short 

text representation. Meanwhile, we introduce Char 

towards Char Set attention (C-ST) mechanisms to 

assign a larger weight to the key character. We 

introduce a soft switch to combine two attention 

weights into one and produce the final attention weight 

of each character. 

 

 

2. Our Model 
 

Our model is a Word-Level and Character-Level 

Mixed Features deep neural network shown in Fig. 1. 

We provide a brief overview of our model before 

detailing it. The input of the network is a short text s, 

which is a sequence of words. The output of the 

network is the probability distribution of class labels. 
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We present a joint model called Bert joint Word2vec 

GRU Attention (BW_GA), using two sub-networks to 

extract the word and character features. Our model 

contains three modules. Word Embedding Encoding 

Module encodes the word level features of the short 

text by self-attention and produces short text 

representation q. Char Embedding Encoding Module 

applies two attention mechanisms on char vectors to 

obtain the character-level short text representation p 

and get sentence-level short text representation S. 

Next, we concatenate p, q and S to fuse the word-level 

short text, char-level short text and sentence-level 

short text, which is fed into a fully connected layer. 

Finally, we use an output layer to acquire the 

probability of each class label. 

 

 
 

Fig. 1. Model Architecture. 

 

2.1. Word Embedding Encoding 

 

The first step of our work is to transform the short 

text into a matrix of embedding. We complete word 

segmentation before any processing short text and use 

the tool word2vec [5] to train word. If a word is not 

long enough, we will use 0 as padding. Therefore, an 

input word sequence will be mapped into a series of 

word vectors v(x1, x2, xn), where n is the length of the 

input sequence. The post is then encoded by  

Bi-directional Gated Recurrent Unit [6] (Bi-GRU), the 

reasons is that GRU not only maintains the effects of 

LSTM while making the structure simpler, reducing 

training parameters and increasing the rate of model 

training, but also captures long−term dependencies, 

and obtain effectively context information. We put 

vectors v into a BiGRU neural network, the calculation 

strategy of a BiGRU at the step t is listed as follows: 

 

  , (1) 

 

 , (2) 

 

 , (3) 

 

 , (4) 

 
where  denotes the input data at time t. h  and h  

are the hidden units at time t and t-1, respectively.  is 

update gate.  is reset gate. , ,  denote the 

sigmod activation function, the tanh activation 

function and element wise multiplication. In 

bidirectional GRU, the forward and backward outputs 

of the hidden layer are aggregated together for uniform 

definition about the output of text sequence features. 

Attention mechanism learns which input word is 

important by calculating the weight between the input 

sequence and target. Attention can be described as 

mapping a query and a set of key-value pairs to an 

output, attention is computed like equation (5). 

 

 Similarity(Query, ) = Query , (5) 

 

 , (6) 

 

 
Attention(Query,Source) =

 (7) 
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We put the last hidden units vectors  from GRU 

as queries and GRUs’ hidden units at time i. 

. Next, we acquire the short text representation 

q by equation (7). 
 

 

2.2. Char Embedding Encoding 
 

Considering that the single character of Chinese 

also contains important semantic information. In this 

paper, we select a public pre-training deep 

representation language model, named BERT-Base 

[7], to represent char embedding. Therefore, an input 

word sequence will be mapped into a series of word 

vectors v (y1, y2, … ,yn) and the sentence vector S by 

BERT, where n is the length of the input sequence. 

Then we put vectors v into a BiGRU neural network 

by the equations (1-5), which can capture long-term 

dependencies, and obtain effectively context 

information. So we can obtain the hidden units  

H(h1, h2, h3, …, hn), where hi is the hidden units at time 

i. We aim at producing Sentence vector representation 

p by Char Vector, So We first introduce two attention 

mechanisms to pay more attention to important 

character. To reduce the bad influence of some 

improper Semantic information from Character, we 

propose Char towards Short Text(CST) attention based 

on vanilla attention [4] to measure the semantic 

similarity between the i-th char and short text 

representation. We use the following formula (8) to 

calculate the C-ST attention, and we introduce Char 

towards Char Set (C-CS) attention mechanism to 

assign a larger weight to the key char. We use the 

following formula (9) to calculate the C-CS attention: 
 

 , (8) 
 

    (9) 

 

Here  denotes the weight of attention from i-th 

character towards the short text,  denotes the weight 

of attention from the i-th character towards whole 

character set. f(·) is a non-linear activation function 

such as hyperbolic tangent transformation, and 

softmax is used to normalize attention weight of each 

character. W1,W2 are weight matrix and  is the offset. 

We combine  and  by the following formula to 

obtain the final attention weight of each concept: 
 

  (10) 

 

Here  denotes the final attention weight from the 

i-th character towards the short text.  is a soft 

switch to adjust the importance of two attention 

weights ai and i. We treat  as a hyper-parameter and 

manually adjust to obtain the best performance. 

In the end, the final attention weights are employed 

to calculate a weighted sum of the character vectors, 

resulting in a sentence vector p. 
 

  (11) 

The sentence representation generated by 

combining outputs of the last step hidden state of the 

two LSTM/BiLSTM is regarded as a document 

representation. 

 

 

2.3. Text Classifier 

 

In order to expand the semantic information of the 

short text, the sentence vector p generated by char 

embedding, the sentence vector q generated by word 

embedding, and the sentence vector S generated by 

BERT were combined to obtain a vector with rich 

semantic information. Finally, we employ Softmax 

activation function to obtain the classification label. 
 

 

3. Experiments and Results 

 
3.1. DataSet 

 

We use NLPCC 2017 Shared Task 2 [8]: News 

Headlines Categorization as experimental corpus. The 

dataset contains 192000 news headlines with  

18 classes, such as social, educational, economic and 

historical. 156,000 headlines are used as train set, 

36,000 headlines are used as test set. The maximum 

length of text is 42. After segment, all the titles in the 

corpus, the maximum length of text is 30. 
 

 

3.2. Baselines 

 

LSTM[8]: A bidirectional LSTM network with 

pretraining language models by GloVe for word 

embedding. 

CNN[8]: A deep CNN networks with convolution 

coresize of different scales. 

NBOW[8]: a neural Bag-of-Words model 

containing the task specific word importance weights. 

Fasttext[9]: A FastText network combined with 

pretraining language models to enhance semantic 

representation. 

Expand System[9]: A semantic enhancement 

method for extending keywords in domain-specific 

datasets. 

Mixed embedding CNN-LSTM[10]: Takes 

wordlevel vectors and character level vectors as inputs 

simultaneously, and encodes sentence semantics. 

Fusion System[11]: A text classification method 

based on GRU and multimode binary classification 

voting mechanism. 
 

 

3.3. Results and Analysis 

 

In order to verify the effectiveness of our proposed 

model, in Table 1, the results of the comparison 

experiments show that our model, our model obtains 

84.53 %, 84.32 % and 84.36 % in macro-averaged 

precision, recall, F1. 
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Compared to the best method of benchmark, our 

method boosts 1.26 % F1, 1.22 % recall and 1.3 % 

precision and achieves the state-of-the-art 

performance. 
 

 

Table 1. Comparison of experimental results. 

 

Model 
Marco 

P 
Marco 

R 
Marco 

F1 

LSTM 0.775 0.768 0.771 

CNN 0.79 0.784 0.787 

NBOW 0.797 0.790 0.787 

Fasttext 0.81 0.805 0.808 

Fusion System 0.8141 0.8114 0.8116 

Mixed embedding 

CNN-LSTM 
0.81575 0.8165 0.8165 

Expand System 0.8320 0.8310 0.8310 

BW_GA  

(our model) 
0.8453 0.8432 0.8436 

 

From the above results, we can observe that most 

existing work relied on either explicit or implicit text 

representation to address this problem. The value of 

evaluation index of different model is shown in  

Table 1. Compared with traditional methods, 

convolutional neural network approach achieve better 

results, the main reason is that CNN is able to capture 

richer features with various filter, sizes in the 

convolution layer and select more discriminative 

features from pooling layers. Since NBOW model 

considered the statistical information of words, the 

performance of classification is greatly improved than 

the traditional models of LSTM and CNN. But, these 

models with shallow network can not represent the 

deep semantic information, so it only widely can be 

used as basic module for extracting text features. 

Furthermore, Mixed embedding CNN-LSTM 

combined word-level vectors and character-level 

vectors, which effectively solves the problem of 

insufficient representation of single character level 

features or word-level features. Expand System adds 

some keywords extracted from the most similar news 

to expand the word features. While the external 

knowledge introduced some noise, so our model not 

only combine word-level vectors and character-level 

vectors, but also remove noise by introducing Char 

towards Short Text(C-ST) attention mechanism to 

measure the semantic similarity between the i-th char 

and short text representation and Char towards Char 

Set(C-CS) attention mechanisms to assign a larger 

weight to the key character. 

 

 

5. Conclusions 
 

In this paper, we propose our model which is a 

Word-Level and Character-Level Mixed Features deep 

neural network. We present a joint model using two 

sub-networks to extract the word and character 

features. Our model contains three modules. Word 

Embedding Encoding module encodes the word level 

features of the short text by self-attention. Char 

Embedding Encoding module applies two attention 

mechanisms on char vectors to obtain the short text 

representation. Next, we combine character-level 

features, word-level features. Finally, we use an output 

layer to acquire the probability of each class label. 
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Summary: Functional connectivity is a graph-like data structure commonly used by neuroscientists to study the dynamic 

behaviour of brain activity. We address the problem of decomposing multi-trial functional connectivity data, with potential 

duration heterogeneity, into a set of common patterns contributing to each trial and their associated trial specific temporal 

activations. We apply our method on iEEG recording from different epileptic seizures of the same patient. 

 

Keywords: Matrix decomposition, Tensor decomposition, Parafac2, Fused Lasso, iEEG, Functional connectivity. 

 

 

 

1. Introduction 

 
Epilepsy is one of the most common neurological 

disorder in the world population. iEEG electrodes are 

used to exhibit the stages of a seizure characterized by 

similar patterns in different areas of the brain. 

Functional Connectivities (FC) that quantify along 

time, these similarities are calculated between all pairs 

of signals, usually through the spectral coherence or 

the Phase Locking Value [1]. 

 

 

1.1. Problem 

 
The patient stays in the hospital for several days 

with electrodes implemented in the brain to record 

multiple epileptic seizures. Since the number of FC to 

be studied is quadratic with the number of electrodes, 

the analyses of these FC become complicated and 

time-consuming. Hence, there is a need in the 

epileptologic community to use automatic methods to 

extract the FC dynamic global to all seizures. 

Since the stages of seizures distinguish themselves 

by similar evolution of FC patterns, but with possibly 

different temporal activation, the joint analysis of these 

records should ease the identification of dynamical FC 

patterns common to all seizures but with specific 

temporal activation for each seizure. 

 

 

1.2. Notation and Existing Propositions 

 

Let N be the number of recorded seizures and X(n) 

the FC measures along time for the nth seizure. X(n) is 

of dimension I*T(n), with I the number of FC and T(n) 

the number of time samples (which can vary for each 

seizure n). 

In [2], a constrained tensor decomposition method 

is used to infer FC patterns common to all seizures. 

However, this method does not exhibit the temporal 

activations to each seizure. Moreover, seizures time 

series must have the same number of (T(n) = T for  

all n), which is sometimes impossible. 

The usual tensor decomposition to deal with 

duration heterogeneity and producing a trial-specific 

activation matrix is Parafac2 [3], which allows the 

following approximation: 
 

   

 

F is the pattern matrix of dimension I*K and K the 

number of FC pattern in the seizure. V(n) is the time 

activation matrix is of dimension T*K and D(n) is a 

diagonal matrix characterising the contribution of each 

pattern in the seizure. The principal default of this 

decomposition is the difficulty to add structural 

constraints on matrices F and V(n) simultaneously, to 

get interpretable results. 
 

 

2. Proposed Decomposition 
 

We propose a modification of the Parafac2 

problem. First, a sparse regularization on F is added, 

this is important in the context of epileptic data where 

a large number of FC measurements can be passively 

implied in a neurological process (during the discharge 

of the seizure, for example). Secondly, a Fused lasso 

constraint is imposed on the columns of V(n), noted 

v(n):k, to get few consistent and interpretable temporal 

activation for each pattern in all seizures. F and V(n) 

are also imposed to be non-negative since FC are 

generally positive measures. Thus, the decomposition 

consists to find matrices V(n) and F minimizing: 
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With a1, b1 and b2 hyperparameters, TV(.) is the 

total variation function. The norms are entrywise and 

correspond to the Frobenius and the 1-norm 

respectively. 

Here the diagonal matrices D(n) are imposed to be 

identity, which constitutes the principal difference 

with the Parafac2 model. In addition to simplify the 

implementation, identity matrices D(n) prompts to 

reveal only FC patterns contributing in each seizure. 

The algorithm of our proposed decomposition 

consists to alternate two steps, first we fix and 

concatenate matrices V(n), and a lasso regression is 

done to estimate F. Then knowing F, a constrained 

regression for each seizure estimates the matrices V(n). 

We can show that this procedure ensures convergence 

of the loss function. 

 

 

3. Application on iEEG Data 

 
3.1. Data 

 

We use the same dataset as in [2]: it consists of four 

FC measures X(n) (N = 4), computed employing Phase 

Locking value from iEEG recording of different 

seizures of the same patient (read [2] for more details). 

Here, T(n) = T for all n because the temporal 

activations of each FC pattern are similar through all 

seizures, which is an essential condition to use the 

methodology from [2]. We expect the proposed 

decomposition to produce similar FC patterns as in [2], 

and in addition specific and coherent temporal 

activation for each seizures. 

 

 
3.2. Results 

 

From matrices X(n), we compute the FC patterns F 

and their temporal activations V(n) using the proposed 

decomposition. We empirically fix K = 5 patterns, and 

a1 = 2, b1 = 1 and b2 = 1. Fig. 1 shows the temporal 

activation profile of each FC patterns for all seizures. 

For each seizure, patterns activate in the same order, 

showing a succession of temporally coherent states. 

Fig. 2 shows the position of the 33 electrodes 

projected on the transverse plane (according to the 

Tailarach coordinate). For each pattern, the FC i such 

that Fik > 0 is displayed by a link between involved 

pairs of electrodes. We recover FC patterns very 

similar to the four patterns found in [2], we also find 

another pattern (k = 2), which gives supplementary 

information on the seizure dynamic. 

 

 

 
 

Fig. 1. Temporal activation matrices V(n) for the four studied seizures. 

 

 
 

Fig. 2. Five common patterns F:k, FC i is displayed as a link when Fik.>0. 

 

 

4. Conclusions 
 

In this work, we propose a method decomposing a 

multi-trial dynamic graph of functional connectivity, 

with potential duration heterogeneity. The application 

of our method on iEEG recording reveals the patterns 

common to all seizures, and identifies their specific 

temporal activation relevant to each seizure. 
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Summary: With the swift rise of social networking sites, they have now come to hold tremendous influence in the daily lives 

of millions around the globe. The value of one’s social media profile and its reach has soared highly. This has invited the use 

of fake accounts, spammers and bots to spread content favourable to those who control them. Thus, in this project we propose 

using a machine learning approach to identify bots and distinguish them from genuine users. This is achieved by compiling 

activity and profile information of users on Twitter and subsequently using natural language processing and supervised 

machine learning to achieve the objective classification. Finally, we compare and analyse the efficiency and accuracy of 

different learning models in order to ascertain the best performing bot detection system. 
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1. Introduction 
 

Today, social networking sites have acquired an 

integral position in the daily lives of almost every 

person with access to the internet around the globe. 

The amount of time the average user spends on social 

media apps has also been increasing at an almost 

alarming rate for some time. Nowadays, users don’t 

just use social networks like Facebook, Twitter, 

Instagram, etc. for interacting within their social circles 

but also for getting news updates, multimedia 

entertainment, political discussions, business and even 

shopping. All this points to the fact that social media 

has a massive hold on a significant part of the world’s 

population and can thus be used, or misused, for 

influencing them. With people increasingly resorting 

to the social media profiles to judge and make views of 

the people around them, it has become increasingly 

important to have an impressive social media 

following. This is particularly a cause of concern for 

celebrities, politicians and others with similar public 

careers. Moreover, social media has the tendency to 

broadcast content to millions of people in a matter of 

minutes and thus all prominent organizations, from 

political parties to corporations, have started using it to 

push their own narratives and sway public opinion one 

way or another. And so, the use of fake accounts and 

bots in an organized manner on a massive scale has 

recently become a short cut to becoming ‘viral’ and 

inflating one’s social media presence. ‘Bots’ are 

simply computer programs that automatically produce 

or repost content and interact with humans on social 

networks. When used on a large enough scale, such 

bots have had significant impact on the real world – 

from spreading fake news during elections, influencing 

stock prices, swaying opinion about a company or a 

product, hacking and cybercrimes, data stealing and 

also promoting and distorting the popularity of 

individuals and groups. Thus, with our project we aim 

to identify and distinguish bots from genuine humans 

in order to curb the menace caused by them. To 

achieve this, we have proposed a layered machine 

learning approach. Starting with a labelled dataset, we 

perform feature extraction based on established tests 

and correlation analysis. Then, text attributes are 

processed using feature engineering followed by initial 

classification that produces a vector of predictions for 

each text attribute. We further provide a comparative 

analysis of the performance of various well-known 

classification algorithms based on their prediction 

accuracy on the testing dataset. This evaluation also 

includes a comparison of two popular feature 

engineering techniques for text attributes i.e.  

Bag-of-Words and n-gram model. 

 

 
1.1. Dataset 

 
Our project has been implemented on a Twitter 

dataset which contains information about more than 

5000 different Twitter users and nearly  

200,000 tweets. The user information is across 

attributes including their handle, name, location, 

followers count, profile description or bio, favourites 

count, tweets count, sample tweets etc. which we 

compiled together to build our model. Out of these  

20 attributes, 16 attributes are either numerical or 

categorical while the remaining 4 i.e. description, 

status, name and screen_name, have text values. Also, 

the dataset includes labels for each of its instances, 

classifying a user as a bot(1) or a genuine user(0) 

which enabled us to take a supervised learning 

approach and train classifier algorithms over it. 
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The approach proposed in this paper generates 

predictions based entirely on a user’s public data and 

information which can be easily extracted from Twitter 

itself in real-time. 
 

 

2. Methodology 
 

Before performing the actual learning on our data, 

we analyse our dataset in a comprehensive manner in 

order to better identify strongly correlated attributes, 

highlight weak correlations and determine which 

features are most significant in the prediction of the 

target variable i.e. bot status. Due to the variance in 

attribute types we proceed in steps towards our aim of 

generating a smaller set of strong features to train our 

learning algorithm on. 

First, we separate the 4 text valued attributes and 

perform feature engineering on each of them in a 

subsequent step. Of the remaining non-text attributes, 

by elementary analysis tools and intuition, we are able 

to eliminate some like location, created_at etc. as these 

contain either majority NaN, have a single repeated 

value, are completely random or strongly correlated 

with another attribute in the dataset. Thus, on the 

remaining numerical/categorical attributes and 4 text 

attributes, we perform feature engineering. For the 

non-text attributes, we obtain the following correlation 

matrix, as shown in Fig. 1 that provides an 

approximate idea about the relation between the 

attributes and the target variable i.e. bot. 

However, feature selection based purely on 

correlation is not always reliable. Thus, we apply the 

chi2 test to determine the 5 best or strongest features 

and the resulting dataset with reduced dimensionality 

includes the attributes id, followers_count, 

friends_count, listed_count and statuses_count. 

Having previously separated the 4 text attributes, 

we proceed with feature engineering for these by 

observing the correlation between them and the target 

variable one by one. To achieve this, we employ two 

feature extraction methods i.e. Bag-of-Words model 

and the n-gram model and then compare results for the 

two. Once we derive the ‘features’ or ‘vectors’, which 

are simply the frequency of words appearing in the text 

after the appropriate transformations, we train a 

classifier on each of these 4 vectorized attributes and 

use it to make predictions for the training samples 

which are then recorded in a column. The resulting  

4 prediction columns, one for each text attribute, are 

then added to the selected features. 

 

 
 

Fig. 1. Correlation Matrix for non-text features. 

 
In the final step, we perform the final classification 

using the extracted feature set and the bot labels by 

training different classification models and then 

comparing their accuracy scores. This step is 

performed for two feature sets i.e. one obtained from 

Bag-of-Words extraction and the other from n-gram 

extraction technique. 

As stated earlier, we follow a supervised learning 

approach to learn how a bot and human differ in the 

behaviour on social networks. First, we load the data 
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into a pandas dataframe to make it usable in the Python 

environment. By analysis we find that there are some 

missing values throughout the dataset so we proceed 

by filling these values in order to prevent errors. This 

leads us to the feature selection and extraction step 

where we separate the text attributes beforehand. On 

the remaining dataset consisting only of numerical and 

categorical attributes, we select a few best performing 

attributes based on the chi2 test. Now, we turn our 

focus to extracting useful features from the text 

attributes. The text attributes to be analysed are 

screen_name, name, description and status. The status 

attribute contains nearly 200k tweets grouped by the 

user id of the user who sent them. Now, we employ two 

different feature engineering techniques i.e. Bag-of-

Words and n-gram. These methods work by analysing 

how frequently each word occurs and how this relates 

to the target attribute. Once this ‘vectorization’ is 

achieved, we perform term frequency-inverse 

document frequency transformation in order to 

normalize the ‘vectors’ and pre-empt bias towards 

higher frequency words. The result after this is a sparse 

matrix of transformed word frequencies which we then 

convert to pandas dataframes for all the four attributes 

and then concatenate them together to perform 

classification for all four together. Also, the feature 

sets resulting from the Bag-of-Words model and the 

one resulting from the n-gram model are maintained 

separately in order to allow comparisons at  

a later stage. 

The flowchart of the methodology followed in the 

implementation of this research paper is elaborated in 

Fig. 2. 

Once the two step feature extraction process is 

finished and the final training dataset is generated, we 

perform the actual learning using several different 

established machine learning algorithms in order to 

compare and analyze their performance and determine 

the best suited model for our problem. The machine 

learning algorithms thus used and analyzed for 

performing the classification in this paper are: 

 K Nearest Neighbours Classifier; 

 Decision Tree Classifier; 

 Random Forest Classifier; 

 Ada Boost Classifier; 

 Gradient Boosting Classifier; 

 Gaussian NB Classifier; 

 Multinomial Naïve Bayes Classifier; 

 Multilayer Perceptron. 

 

 

3. Findings 
 

The accuracy scores for different classifiers on both 

the textual feature extraction models are detailed in 

Table 1 and Table 2 below. 

As seen, the multilayer perceptron and multinomial 

bayes classifiers show the best results when the  

bag-of-words model is used to extract features from the 

textual data. 

As is evident from the table of accuracy scores 

above, the n-gram model of feature extraction offers 

significantly better accuracy on average over different 

classifiers with 89.7 % average accuracy than the  

Bag-of-Words model with average accuracy score of 

87.3 %. 
 

 
 

Fig. 2. Flowchart representing the methodology  

of the proposed method. 
 

 

Table 1. Accuracy Scores for bag-of-words model. 

 

 
 

Table 2. Accuracy scores for n-gram model (n = 2). 
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Table 3 below details an analysis of the 

performance of each classifier. 
 

 

Table 3. Accuracy scores (%) of each classifier model. 
 

 
 

 

4. Conclusions 
 

This research paper lays emphasis on the 

identification, detection and eradication of bots that 

populate social networks today. We focus on Twitter 

to determine which user is a bot and which is a human 

based on their activity and profile information. By 

taking a machine learning approach for such 

distinction, we are not only able to detect bots with 

sufficient accuracy but this also enables us to define 

the behaviour and activity patterns exhibited by bots. 

Apart from the mechanism to detect bots, we also offer 

a comparative analysis of the performances of various 

established machine learning techniques and 

algorithms in our project. We evaluate the accuracy of 

several classification algorithms when applied after 

two different feature engineering techniques. The 

results show that neural networks based Multilayer 

Perceptron algorithm gives the most accurate 

predictions. We find that our proposed technique 

results in an average accuracy of 88.5 % across several 

established tools. 
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Summary: Gender differences in traffic are generally analyzed through the number of accidents reported to the police. Our 

research aims to observe gender differences in electroencephalographical signals (EEG) while participants are driving.  

Time-frequency domain features and recurrence quantification analysis (RQA) features are calculated in order to analyze the 

differences. To compare male and female drivers, we used Mann–Whitney U test and compared correlations between features 

and brain regions. Female drivers showed significantly higher beta relative power in the occipital right region and significantly 

higher alpha relative power in the frontal regions, while male drivers showed significantly higher theta relative power in all 

regions except in the front right region. Most RQA features show a significant difference between male and female drivers. 

Also, male drivers showed significantly higher correlations between the RQA features, especially between different brain 

regions. These results could reflect the differences in the information processing strategies of male and female drivers, e.g. 

they tend to focus on different information when performing the task. That could account for reported gender differences in 

the number of traffic accidents and traffic behavior. 

 

Keywords: Gender difference, EEG features, Driving, Recurrence quantification analysis. 

 

 

 

1. Introduction 

 
Gender differences in traffic are generally analyzed 

through the number of accidents reported to the police 

[1]. In Ireland, in 2001, it was ten times more likely for 

a male driver to be killed in an accident than for a 

female driver [2]. Although the number of female 

drivers is still increasing, this difference in the number 

of accidents is still large [3]. The argument used 

against gender difference in driving performance is 

that male drivers drive more often and more kilometers 

[4], while other research concludes that even with 

taking that into account, there are still more accidents 

involving male drivers [5]. 

Behavioral and neurophysiological differences 

between genders should also be examined. 

International Transportation Forum reports that, in 

2018, male drivers still run higher risks while driving 

[6]. Another indirect reason for this kind of gender 

difference is that spatial orientation tasks are harder for 

women [7], which makes them more careful in traffic. 

Additionally, other researchers concluded that female 

drivers are involved in accidents due to errors of 

perceptual nature and judgment error [8]. 

Gender differences based on the traffic statistics  

[2, 3, 5, 6] and from experiments while participants 

performing simple tasks [7], [9-12] are obvious. With 

our research, we aim to observe gender differences in 

electroencephalographical signals (EEG) while 

participants perform a complex task – drive a car, in 

order to provide a deeper understanding of differences 

between genders while driving, and in general. 

 

 

 

2. Methodology 
 

2.1. Experiment Design 
 

In our study, we used a research-grade EEG 

recorder with 32 channels for recording signals from 

14 healthy participants (seven males and seven 

females) during a driving simulation. Although we 

used 32-channel EEG, we wanted to describe 

dependencies and differences between certain brain 

regions – front left (FL), front right (FR), occipital left 

(OL), and occipital right (OR) regions. We calculated 

the mean value for each feature calculated from five 

electrodes in that region (shown in Table 1). In 

addition to channels from these four regions, we also 

used Oz, Pz and Cz channels in our analysis. 
 

 

Table 1. Electrodes in brain region. 

 

Region Electrodes 

Front left (FL) F7, F3, FC5, FC1, T7 

Front right (FR) F8, F4, FC6, FC2, T8 

Occipital left (OL) O1, P7, P3, CP5, CP1 

Occipital right (OR) O2, P4, P8, CP6, CP2 

 

 

Simulation scenario was shown on the screen. 

Steering the car was done using a professional steering 

wheel joystick. All participants were instructed to 

drive following traffic regulations. Male participants 

were 27.14 years old on average with a standard 

deviation of 2.94 years, while female participants were 

26.0 years old on average with a standard deviation of 

3.66 years. The driving scenario was the same for all 
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participants and consisted of driving on both state and 

highway roads, and in an urban city environment, for 

around 40 minutes. The recording sessions were held 

in the afternoon. 

EEG features were calculated based on 10 seconds 

epochs with five seconds of overlap between epochs. 

To represent differences in EEG features between male 

and female drivers, we averaged the values of each 

feature in each epoch for all male and female drivers, 

respectively, thus constructing time-series of each 

feature for both genders. 

For each feature, we calculated the Mann-Whitney 

U test between the time-series of both genders, with the 

usage of α0 = 0.001. Since we repeated our test  

105 times, we also used Bonferroni correction to 

reduce the chances for type I error, which gave us  

α = 9.26*10-6. Also, the correlation for the time-series 

of each feature between the two genders was calculated 

and compared. 
 

 

2.2. Filtering and EEG features 
 

The first step of pre-processing was to filter raw 

EEG signals in order to remove unwanted artefacts 

from the signal. For filtering, we used a bandpass filter 

from 0.5 Hz to 40 Hz. In this way, we filtered out line 

noise (50 Hz). Independent component analysis (ICA) 

was also used for removing artefacts like eye 

movements. 

We calculated basic time-frequency domain 

features: relative power of alpha (8-12 Hz), beta  

(12-30 Hz), theta (4-8 Hz), delta (0.5-4 Hz) and gamma 

(30-50 Hz) frequencies. They were calculated with the 

usage of the Thomson multitaper method [13] for 

obtaining power spectral density. We also used 

recurrence quantification analysis (RQA) features: 

determinism (Det), laminarity (Lam), recurrence rate 

(RR), trapped time (TT), determinism divided by 

recurrence rate (Det/RR), longest diagonal (Lmax), 

longest vertical line (Vmax), average diagonal line 

length (Adll), divergence (Div) and entropy (Ent). 

RQA features were calculated from the recurrence plot 

(RP) of the signal. RP is a 2D representation of the 

phase space trajectory of the signal [14]. It is a matrix 

of dimensions N x N, where N is the length of the 

signal. Position (i, j) in the matrix is marked with one 

if i-th and j-th point in the signal are close to each other. 

The total number of features extracted was 15 per 

channel/region. We used three channels and four 

regions, which gave us a total of 105 features. 
 

 

3. Results 
 

Although we used the conservative α0 = 0.001 with 

Bonferroni correction, we still got 93 features with a p 

value smaller than α. Table 2 shows p values for all 

features. Among 12 features that have p value larger 

than α, eight are from the occipital regions (six from 

the Oz channel); 10 of them are from Oz, Pz or Cz 

channels; and only one is from the frontal regions of 

the brain. Among 50 features with the smallest p 

values, there are mostly RQA features, with a few 

exceptions – five relative beta powers, one relative 

alpha power, and one relative theta power. Among the 

first nine features with equal (and smallest) p value, 

four of them are Lam and three of them are RR. Fig. 1 

shows two RQA features with the smallest p values 

and two time-frequency domain features with the 

smallest p values. We can see that relative beta power 

is higher for female drivers than for male drivers on the 

Pz channel and in the OR region, which is also true for 

all other channels and regions. Female drivers also 

have significantly larger values for relative alpha 

power in the FR region, FL region and on the Cz 

channel, while all other channels and regions have 

similar values. Male drivers have significantly larger 

values for relative theta power in all regions, except on 

the Oz channel and in the FR region. Male drivers have 

higher values for the RR on all channels and in all 

regions, except for Cz, where female drivers have 

higher values (RR on the Pz channel shown in Fig. 1). 

Fig. 2 shows all correlations for male and female 

drivers. Female drivers have a lot more white color 

present in Fig. 2, which represents weak correlations 

(correlation between -0.4 and 0.4). Male drivers, in 

general, show much stronger correlations between 

different features than female drivers, especially 

between different regions of the brain. Even in cases 

where female drivers show some correlations between 

different channels and regions of the brain, male 

drivers, in general, have stronger correlations on these 

same channels and in the same regions. Fig. 3 shows 

an example of a strong correlation between Det in the 

FR region and Lam in the FL region for male drivers, 

together with a weak correlation of the same features 

for female drivers. 

 
4. Discussion 

 
Brain electrical activity, as assessed by relative 

power and RQA features, was significantly different 

between male and female drivers. Female drivers 

showed significantly higher beta relative power in the 

OR region and significantly higher alpha relative 

power in the frontal regions, while male drivers 

showed significantly higher theta relative power in all 

regions, except in the FR region. In addition, male 

drivers showed significantly higher correlations 

between the RQA features. 

The higher alpha and beta relative power reported 

for women in other studies [10, 15] was confirmed by 

the present results. In addition, observed relative alpha 

power in our sample was the largest for the FR and FL 

regions, and Cz channel. Obtained results are in line 

with an fMRI study which found that females showed 

activation in frontal and parietal regions as they 

performed the spatial-cognition performance task, 

while men showed distinct activation of the left 

hippocampus [16]. Furthermore, the absence of a 

reduction in relative alpha power has been related to 

information processing differences between men and 

women in spatial tasks [10]. 
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Table 2. p values for all features. 

 
Feature p value Feature p value Feature p value Feature p value 

Pz_RR 1.15E-89 Pz_Det/RR 3.42E-89 Oz_Lam 3.04E-72 Cz_Adll 8.09E-25 

Pz_Beta 1.15E-89 OR_Det 5.46E-89 OR_Theta 6.71E-72 Pz_Delta 1.67E-23 

FL_Lam 1.15E-89 FL_Det/RR 1.42E-88 Cz_Theta 2.52E-70 Oz_Det 2.21E-23 

Pz_Lam 1.15E-89 OL_Adll 1.90E-88 Cz_Alpha 1.22E-69 Oz_Alpha 5.45E-23 

OL_Lmax 1.15E-89 Pz_Div 3.64E-88 FR_Beta 8.22E-69 Oz_Vmax 2.41E-21 

OL_RR 1.15E-89 OR_Div 4.44E-88 Pz_Ent 1.33E-68 FL_Gamma 2.30E-17 

OL_Lam 1.15E-89 OL_Ent 5.70E-88 Cz_Div 8.81E-68 FR_Div 8.22E-17 

OR_RR 1.15E-89 FR_Vmax 5.87E-88 Cz_Delta 2.57E-65 FR_Gamma 4.93E-16 

OR_Lam 1.15E-89 OL_Det/RR 8.22E-88 FR_Det 3.62E-64 FL_Delta 7.96E-15 

FL_Vmax 1.16E-89 OR_Det/RR 8.49E-88 Pz_TT 9.11E-61 Oz_Theta 3.51E-08 

OL_Div 1.16E-89 OL_TT 2.76E-87 FR_Adll 6.37E-59 Oz_Det/RR 6.42E-08 

OR_Beta 1.17E-89 OR_Adll 4.95E-87 OR_Delta 1.56E-58 Oz_Delta 4.91E-06 

FL_RR 1.18E-89 FL_Adll 1.37E-86 OL_Delta 1.15E-51 OL_Gamma 2.12E-04 

FL_TT 1.19E-89 FL_Div 3.14E-86 FR_TT 2.93E-51 Oz_Div 1.03E-03 

FL_Lmax 1.23E-89 Cz_Det/RR 6.43E-86 Cz_Lam 1.45E-50 OR_Gamma 2.21E-03 

OR_Lmax 1.28E-89 OR_TT 1.42E-85 Oz_Lmax 4.43E-50 Oz_Beta 2.48E-03 

OL_Det 1.29E-89 FL_Ent 6.69E-85 Cz_Lmax 7.31E-45 Oz_Ent 3.33E-03 

OL_Beta 1.30E-89 OR_Ent 1.02E-84 FR_Delta 3.57E-42 Cz_Vmax 4.79E-03 

Cz_Beta 1.33E-89 FL_Beta 1.49E-84 FL_Theta 5.45E-41 Oz_Gamma 4.92E-03 

OL_Vmax 1.33E-89 Cz_RR 1.31E-82 Cz_Gamma 3.93E-38 Oz_Adll 1.00E-02 

OR_Vmax 1.52E-89 Oz_RR 1.57E-82 FR_Det/RR 5.04E-34 Cz_TT 1.23E-02 

FR_Lam 1.65E-89 FL_Alpha 8.39E-81 OR_Alpha 7.68E-34 Pz_Alpha 2.65E-01 

FL_Det 1.74E-89 Pz_Theta 6.07E-80 OL_Alpha 2.72E-33 FR_Theta 5.86E-01 

Pz_Det 2.02E-89 Pz_Vmax 1.27E-77 Oz_TT 8.58E-33 Cz_Ent 6.76E-01 

FR_RR 2.27E-89 FR_Alpha 3.41E-76 Pz_Gamma 3.99E-28   

FR_Lmax 2.37E-89 OL_Theta 4.12E-74 FR_Ent 4.71E-28   

Pz_Lmax 3.15E-89 Pz_Adll 6.64E-73 Cz_Det 5.81E-27   

 

 

 
 

Fig. 1. Difference between male and female drivers: recurrence rate from Pz channel, laminarity (Lam) from FL region, 

relative alpha power from FR region and relative beta power from the Pz channel. Y-axis shows values of observed features. 

 

 

Our results showed a higher contribution of theta 

relative power only in men. Increased relative theta 

power has been related to more active task-related 

processing [17-21]. Observed theta power was the 

largest for the FL region and Cz channel, which is in 

line with the previous results [11]. 

Neuroanatomical studies have shown that the 

hippocampus, the parietal lobes, and the right 



2nd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2020),  

18 - 20 November 2020, Berlin, Germany 

134 

prefrontal areas are activated by visuospatial working 

memory tasks and are implicated in complex 

navigation [22, 23]. Also, all centric or  

world-centered representation of the environment has 

been linked to the functioning of the hippocampus, 

while the posterior parietal cortex is involved in 

egocentric or body-centered spatial cognition [24]. 

Therefore, observed differences between men and 

women in our sample could be related to different 

strategies used to perform the task, where men tend to 

focus more on the global-spatial information from the 

environment when performing the task, while women 

tend to use analytic information processing when 

performing the task [9]. 

 

 

 
 

Fig. 2. Correlations for males and females with color-coded values. White – correlation between -0.4 and 0.4, light green – 

correlation between 0.4 and 0.7, dark green – correlation between 0.7 and 1, light red – correlation between -0.4 and -0.7  

and dark red – correlation between -0.7 and -1. TF represents time-frequency domain features and RQA represents features 

from recurrence quantification analysis. 

 

 
 
Fig. 3. On the left: highly correlated determinism (Det) from the FR region and laminarity (Lam) from the FL region  

for male drivers; on the right: weakly correlated determinism from the FR region and laminarity from the FL region for 

female drivers. Y-axis shows values of observed features. 

 

 

Analysis of correlations between features points to 

the similar behavior of two signals. Therefore, higher 

correlations between different channels and regions 

could indicate shared neuronal processes. In our 
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results, male drivers showed significantly higher 

correlations between the RQA features with respect to 

female drivers. This could indicate stronger 

synchronization of neuronal activity for male drivers 

that are in line with the active task-related processing 

which has been reflected by increased relative theta 

power in men. 

RQA features are used to analyze non-linear 

relation between the recurrences of states x(i) in phase 

space [25]. They do not need assumptions about 

stationarity or length of signal and are not too sensitive 

to noise in the signal. These are all favorable 

characteristics for describing EEG signals, which are 

non-stationary and are often susceptible to noise [14]. 

The flaw of using RQA features is that they are harder 

to interpret. 

RR represents the density of recurrence points on 

the RP. Recurrence plot of white noise consists of 

many single dots, while RP of deterministic signal 

consists of many long diagonals. Det is the ratio of 

points forming diagonal lines with all points and can 

be interpreted as predictability of signal. Like Det, 

Lam is the ratio of points forming vertical lines and 

represents the number of laminar states in the 

dynamical system. Long vertical lines mean that the 

dynamical system has slow changes. TT is the mean 

length of vertical lines and indicates that changes of 

states are slow. Ent measures the complexity  

of the signal. 

Unfortunately, there are not many reliable studies 

including RQA features, especially related to gender 

differences. Therefore, it is hard to compare these 

features and results based on them directly with the 

existing studies about gender differences. Despite that, 

studies like ours are necessary for further expansion 

and acceptance of different kinds of features that show 

significant differences between the inspected groups. 
 

 

5. Conclusion 
 

The present results show that male and female 

drivers differ significantly in many ways in EEG 

features. Observed differences of the time-frequency 

domain features and RQA features, together with the 

strength of correlations between different features and 

brain regions, for male and female drivers, could 

reflect the differences in their information processing 

strategies during driving. Furthermore, these results 

could suggest that men and women tend to focus on 

different information when driving. Therefore, 

observed results could account for reported gender 

differences in the number of traffic accidents and 

traffic behavior. 

This conclusion, with further research, may lead to 

improvements in a better understanding of gender 

differences in brain functions during different 

cognitive tasks and to a better understanding of brain 

functions in general. There is a large number of 

applications that could benefit from a better 

understanding of gender differences in brain functions 

(better understanding of inter-gender behavior in 

traffic; improved quality of disease detection; 

understanding of learning, memory, and emotions;  

and similar). 

In our further work, we plan to record more 

participants and implement more features, the ones 

that have already been used in studies related to gender 

differences in EEG signals, as well as the ones that 

have not yet been used in this field. With a larger 

number of features that can be related to existing 

studies, we hope that we will be able to provide better 

interpretations and explanations of differences 

between male and female drivers. At the same time, we 

would strive to lay the foundations for future studies 

that would analyze features which have not been 

inspected in the field of gender differences. 
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Summary: In the fast developing world of telecommunications, it may prove useful to be able to analyse any protocol one 

comes across, even if it is unknown. To that end, one needs to get the state machine and the frame format of the protocol. 

These can be extracted from network and/or execution traces via Protocol Reverse Engineering (PRE). In this paper, we aim 

to evaluate and compare the performance of three algorithms used as part of three different PRE systems of the literature:  

Aho-Corasick (AC), Variance of the Distribution of Variances (VDV), and Latent Dirichlet Allocation (LDA). In order to do 

so, we suggest a new meaningful metric complementary to precision and recall: the fields detection ratio. We implemented 

and simulated these algorithms in an Internet of Things (IoT) context, and more precisely on ZigBee Data Link Layer frames. 

The results obtained clearly show that the LDA algorithm outperforms AC and VDV. 

 
Keywords: Protocol reverse engineering, AC, VDV, LDA, ZigBee, IoT, Data link layer, Performance comparison. 

 

 

1. Introduction 

 
With the ever growing development of 

telecommunications, and especially Internet of Things 

(IoT), a lot of new protocols are constantly appearing. 

In order to know what they are used for, we need to 

understand how they work. 

In this paper, we place ourselves in the context of a 

communicating object coming into an unknown 

environment and wanting to establish a 

communication with the existing networks. To that 

end, the object needs to have 'generic', or  

'multi-standard' behavior, i. e. to be able to adapt itself 

to whichever standard is used in the target 

environment. It is the same goal as the one pursued by 

Software Defined Radio, except that in our case, we 

propose to learn the unknown protocol of the 

environment, and not just identify it from a database. 

This is the goal of Protocol Reverse Engineering 

(PRE), a family of techniques which aims at 

reconstructing the frame formats and/or the state 

machine of a target unknown protocol through 

analyzing execution traces and/or network traces. 

There is no precisely defined procedure to perform 

PRE, but the most encountered one [1] is a five-step 

process. (i) Firstly, the radio traffic is intercepted and 

the frames issued by the targeted protocol are isolated. 

(ii) Next, the meaningful binary sequences (features) 

of these frames are identified, (iii) and then the frames 

are grouped by format via the use of these features.  

(iv) Within each group, sequence alignment is 

performed, and, finally, (v) the frame formats and/or 

the state machine of the targeted protocol are 

reconstructed. 

In this paper, we focus solely on the second step, 

the identification of remarkable sequences. This step 

aims at reducing the quantity of information needed to 

label a frame. This is achieved by identifying the 

remarkable sections of the frames, i. e. in our case by 

spotting the recurring sequences and their positions. 

Such sequences are most probably keywords. Our goal 

is to evaluate and compare the performance of 

different techniques achieving this, in order to obtain 

useful data for choosing a technique or a family of 

techniques to be used in a real-life system. To this end, 

we selected the Variance of the Distribution of 

Variances (VDV) [2], Aho-Corasick (AC) [3], and 

Latent Dirichlet Allocation (LDA) [4] techniques. 

The simulation context in which we will simulate 

the performance of these techniques lies in the analysis 

of Data Link Layer (DLL) frames of the ZigBee 

protocol. 

Most of the surveys in the PRE domain involve 

comparing a rather narrow range of tools and their 

approaches without delving into the exact mechanics 

or presenting their performance, like in [5]. However, 

some of them are more exhaustive, and present in 

detail the techniques used by the tools [6] and the 

protocols they are able to reverse engineer [7]. 

Nevertheless, these surveys do not refer to the 

performance of the different tools in a quantifiable 

way, and they also do not present the individual 

performance of the techniques used in each tool. Such 

an approach is legitimate, as they browse a wide range 

of PRE tools, but this is where the particularity of our 

paper stands. We select only three techniques as 

opposed to the dozens present in the previous surveys, 

and we evaluate their performance through 

simulations, which has not been done in the previous 

papers. 

The rest of this paper is organized as follows: 

Section 2 presents the theory related to the three 
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techniques studied; in Section 3, we simulate and 

compare them; and finally, we conclude in Section 4. 

 

 
2. State of the Art of the Three Techniques 

 
In this section, we present the principle and 

mechanisms of each of the sequence identification 

techniques, as well as the practical algorithms designed 

from them to fit our context. 
 

 
2.1. Variance of the Distribution of Variances 

 
This technique aims at statistically identifying in a 

population the parts which offer the least variability. 

The following presentation is based on the approach 

proposed by A. Trifilò et al [2]. 

The VDV technique considers a population formed 

of groups of individuals. The latter are themselves 

composed of elements which can take different 

numerical values. The technique unfolds in five steps: 

 For each group, calculating the average, then the 

variance of the value of each element across all the 

individuals in a given group; 

 Across groups, calculating the average, then the 

variance of these variances; 

 Retaining the elements whose variance of the 

variances is less than a given filtration threshold. 

The actual algorithm used in our context derives 

from the technique above, with some modifications. 

The groups of individuals previously considered 

are now replaced by flows composed of DLL frames 

to be analysed, and the base unit is switched from 

element to 'token', an n-bit long position slot on the 

frames which can assume different sequences of n 

consecutive bits. 

To be able to detect fields regardless of their 

position, all the possible tokens obtainable from a 

frame are created. 

The filtration threshold actually used for filtering 

(𝐹𝑇𝑉𝐷𝑉) is not a fixed value, but a value proportional 

to the average variance of the variances. The 

proportionality coefficient is called filtration threshold 

coefficient (𝐹𝑇𝑉𝐷𝑉
𝑐 ), and the formula linking 𝐹𝑇𝑉𝐷𝑉 

and 𝐹𝑇𝑉𝐷𝑉
𝑐  is: 

 

 𝐹𝑇𝑉𝐷𝑉  =  𝑉𝑉(𝑖) × 𝐹𝑇𝑉𝐷𝑉
𝑐 , (1) 

 
with 𝑉𝑉(𝑖) the variance of the variances of token i. 

The frames being collected on a radio link, it is not 

possible to clearly identify flows, so we create them by 

randomly attributing frames to flows following a 

discrete uniform law. 

To enable the detection of fields of different 

lengths, the algorithm is executed many times, for 

different values of n, i.e. token lengths, and all the 

single sequences extracted from these runs are kept for 

metrics computation. 

 

2.2. Aho-Corasick 

 

This technique was designed by A. Aho and  

M. Corasick in order to identify a string of characters 

in a text [3]. However, its use can be extended to 

identify any pattern composed of a sequence of 

elements taking values from a discrete finite space. 

The search is then run on a sequence of these elements 

whose length is superior or equal to the targeted 

pattern. The following presentation is based on the 

approach proposed by Y. Wang et al. [8]. 

The particularity of AC is that it is based on a state 

machine to optimize the processing speed. 

The technique operates in two major steps: 

 Constructing the state machine based on the strings 

to search in the text; 

 Scanning the whole text character by character, and 

notifying, for each character, the strings ending on 

that character. 

The actual algorithm used in our context derives 

from the one above, with some modifications. 

The text considered in the AC technique is now 

replaced by the DLL trace to be analysed, and the base 

unit is switched from character to bit. Moreover, the 

strings to be identified are now all the possible n-bit 

sequences. 

An occurrence counter of the sequences was added, 

in order to perform filtering. The sequences under a 

threshold 𝐹𝑇𝐴𝐶  proportional to the average number of 

appearances of any sequence considering a uniform 

distribution are filtered out. 𝐹𝑇𝐴𝐶  is given by: 

 

 𝐹𝑇𝐴𝐶  =  
𝑛−𝐿+1

2𝐿  ×  𝐹𝑇𝐴𝐶
𝑐 , (2) 

 

with n the number of bits of the trace, L the length of 

the searched sequences, and 𝐹𝑇𝐴𝐶
𝑐  the proportionality 

coefficient called filtration threshold coefficient. This 

filtering is done to keep only the frequent enough 

sequences. 

The sequences with a similarity level superior to a 

given threshold are fused. By fusion, we mean that in 

a group of similar enough sequences, we retain the one 

best representing all the other ones. We achieve that 

through unsupervised ascendant hierarchical 

clustering of the sequences, using the similarity as the 

distance metric, defined by: 

 

 Sim(X, Y)  =  
l(X,Y)−ed(X,Y)

l(X,Y)
, (3) 

 

with X and Y representing any two sequences, l(X,Y) 

the average length of X and Y, and ed(X,Y) the minimal 

edition distance between X and Y, i. e. the minimal 

number of operations to apply on one of the sequences 

to obtain the other one. All the sequences being the 

same length, the average length of X and Y, l(X,Y), 

equals those of X and Y. 

To enable the detection of fields of different 

lengths, the algorithm is executed many times, for 

different values of n, i.e. lengths of sequences, and all 
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the single sequences extracted from these runs are kept 

for metrics computation. 
 

 

2.3. Latent Dirichlet Allocation 
 

This technique comes from the machine learning 

domain of Information Retrieval (IR), which aims at 

modeling a text mathematically, in order to extract its 

meaning. It was designed with the objective to identify 

topics from a document corpus, and to associate terms 

coming from a dictionary with them. However, its use 

can be extended to regrouping sequences of single 

elements taking values in a finite discrete space, from 

a collection of data. The following presentation is 

based on the approach proposed by Y. Wang et al [9]. 

The LDA technique is first and foremost a 

generative model for a corpus based on a Bayesian 

network; the actual implemented algorithm is deduced 

from it upon inference. 

Let us introduce the necessary notions and 

parameters needed to understand the generative model 

and the inference based on it: 

 A word w is an element taking value from a 

dictionary v gathering all the known vocabulary; 

 A document m is a set of words w, modeled by a 

vector; 

 A corpus W is a set of documents m, modeled by a 

vector; 

 A term t is the base element of the vocabulary; 

 V is the set of terms of the dictionary or its cardinal; 

 K is the set of topics desired or its cardinal; 

 M is the set of documents in the corpus or its 

cardinal; 

 α and β are the Dirichlet prior parameters of the 

topics over documents and the words over topics 

distributions, respectively; 

 ξ is the parameter of the Poisson law determining 

the number of words in each document; 

 𝜃𝑚
⃗⃗⃗⃗  ⃗ is the vector characterizing the topics 

distribution for the document m. 𝛩 =  {𝜃𝑚
⃗⃗⃗⃗  ⃗}

𝑚 = 1

𝑀
 is 

the matrix 𝑀 × 𝐾 characterizing the topics 

distribution over the documents; 

 𝜑𝑘⃗⃗⃗⃗  ⃗ is the vector characterizing the terms of v 

distribution for the topic k. 𝛷 =  {𝜑𝑘⃗⃗⃗⃗  ⃗}𝑘 = 1
𝐾  is the 

matrix 𝐾 × 𝑉 characterizing the terms distribution 

over the topics; 

 𝑁𝑚 represents the number of words in document m; 

 𝑤𝑚,𝑛 represents the 𝑛𝑡ℎ word of document m. The 

vector 𝑤𝑚⃗⃗⃗⃗⃗⃗  represents the words of document m. 

The vector of vectors 𝑀 × 𝑁𝑚 𝑤 ⃗⃗⃗⃗ , represents the 

words of the corpus; 

 𝑧𝑚,𝑛 represents the topic associated to the 𝑛𝑡ℎ word 

of document m. The vector 𝑧𝑚⃗⃗⃗⃗  ⃗ represents the topics 

respectively attibuted to each word of document m. 

The vector of vectors 𝑀 × 𝑁𝑚 𝑧 ⃗⃗ , represents the 

topics respectively attributed to each word of the 

corpus. 

In LDA, we consider that a corpus is a set of 

documents, each of those being composed of a random 

number of words, where the number is drawn 

following a Poisson law of parameter ξ. Each of the 

words takes a value within the dictionary. 

In the generative model, to begin, Θ and Φ are 

randomly generated following a Dirichlet law of 

parameters α and β, respectively. 

Firstly, for each word to be generated of each 

document to be generated, the topic associated to it is 

randomly drawn following a multinomial law 

parameterized by Θ, knowing the document the word 

is in. Next, the value of the word is drawn from the 

dictionary, following a multinomial law parameterized 

by Φ, knowing the previously drawn topic associated 

with the word. 

The goal of the LDA technique is to infer the words 

over topics and topics over documents distributions, i. 

e. the matrices Θ and Φ, from the corpus of documents. 

These distributions are intractable, so they will be 

estimated through Gibbs sampling [10]. 

The Gibbs sampling technique comes from 

observing that it is impossible to simultaneously infer 

all the latent variables of the model (i. e. the topics). 

So, instead, one at a time, their distributions are 

inferred conditionally to all the other ones, then a new 

realization of the inferred distribution is drawn. When 

repeating this operation over all the variables a large 

number of times, theory shows that the realizations 

drawn (i. e. the sample) eventually converge towards 

what would be sampled from the target distribution. 

Then, the properties of the distribution can be 

statistically computed from the sample. 

The actual algorithm used in our context derives 

from the above, with some modifications. 

The documents considered in the LDA technique 

are replaced by the DLL frames to be analysed, so the 

corpus consequently becomes the DLL trace. The 

topics are replaced by keywords of the protocol, and 

the words by n-grams, groups of n consecutive bits. 

The n-grams having no natural delimiters, like spaces 

for words, all the possible n-grams obtainable from a 

frame are created. The terms become the different 

possible sequences of n bits. 

The dictionary is composed of all the possible n-

grams with n bits. 

The gradient of perplexity is used as the stopping 

criterion of the Gibbs sampler. The perplexity [11] 

expresses the ability of a model to generalize to 

unknown data. The perplexity P of a learning corpus 

W is calculated as follows: 

 

 𝑃(𝑊)  =  𝑒
−

∑ ln𝑝(𝑤𝑚⃗⃗⃗⃗ ⃗⃗ ⃗⃗  )𝑚∈𝑀
∑ 𝑁𝑚𝑚∈𝑀 , (4) 

 

with M the set of frames from the learning DLL trace, 

𝑁𝑚 the number of n-grams in the DLL frame m, and 

 

 𝑝(𝑤𝑚⃗⃗⃗⃗⃗⃗ )  =  ∏ (∑ 𝜃𝑚,𝑘𝜑𝑘,𝑡)𝑘∈𝐾𝑡∈𝑉
𝑁𝑚

𝑡

, (5) 

 

with V the set of the single n-grams, K the set of the 

keywords, and 𝑁𝑚
𝑡  the number of occurrences in 

document m of the single n-gram t. 
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We calculate the perplexity gradient ∇𝑃 between 

two consecutive time indexes n-1 and n as follows: 

 

 ∇𝑃(𝑛, 𝑛 − 1)  =  
|𝑃(𝑛) − 𝑃(𝑛 − 1)|

𝑃(𝑛)
 (6) 

 

The sampling continues as long as the perplexity 

gradient is above a threshold defined as the maximal 

perplexity gradient divided by the number of frames in 

the DLL trace. 

Once the matrices Θ and Φ are calculated, for each 

keyword, the n-grams with the highest appearance 

probabilities are selected. For that purpose, the  

n-grams are ordered by descending probabilities, then 

iterated through, calculating the gradient within each 

pair of consecutive n-gram probabilities. 

Mathematically, if we consider a keyword k, and its 

associated n-gram distribution vector, 𝜑𝑘⃗⃗⃗⃗  ⃗, in 

descending order, the probability gradient ∇𝑝𝑘 of an  

n-gram in position 𝑛 ∈ [2, 𝑉] is: 

 

 ∇𝑝𝑘(𝑛)  =  
|𝜑𝑘(𝑛) − 𝜑𝑘(𝑛 − 1)|

𝜑𝑘(𝑛)
 (7) 

 

The first n-gram is always selected, and the others 

are selected if their probability gradient is under the 

threshold defined as the maximal probability gradient. 

To enable the detection of fields of different 

lengths, the algorithm is executed many times, for 

different values of n, i.e. n-gram lengths, and all the 

single sequences extracted from these runs are kept for 

metrics computation. 

 

 

3. Comparative Simulations 
 

In this section, we present the metrics (including 

new ones proposed in this paper) used to quantify the 

performance of the algorithms, as well as the 

parameterization for the simulations. We then discuss 

the results produced. 

 

 

3.1. Performance Metrics 
 

In order to define the metrics quantifying the 

performance of the algorithms, we introduce the 

notions of sequence, field, and matching condition  

as follows: 

 Sequence: a sequence s is characterized by its 

length l, value v, and the set of its positions  

𝑝 =  {𝑝𝑖}𝑖∈ℕ. A sequence is then represented by 

𝑠(𝑙, 𝑣, 𝑝). The list of the detected sequences  

𝑆 =  {𝑠} is given by the identification algorithms. 

 Field: a field c is characterized by its possible 

lengths L, characteristic values V (null if absent), 

and possible positions 𝑃 =  {𝑃𝑖}𝑖∈ℕ. A field is then 

represented by 𝑐(𝐿, 𝑉, 𝑃). The list of the fields  

𝐶 =  {𝑐} is obtained from the Zigbee specification. 

A field can be either detectable (𝑉 ≠  ∅) or not 

detectable (𝑉 =  ∅). 

 Matching condition: the sequence 𝑠(𝑙, 𝑣, 𝑝) and 

the field 𝑐(𝐿, 𝑉, 𝑃) match if the following property 

is verified: 

 

 {
𝑙 ∈ 𝐿, 𝑣 ∈ 𝑉, 𝑝 ∩ 𝑃 ≠ ∅, 𝑖𝑓 𝑉 ≠ ∅

𝑙 ∈ 𝐿, 𝑝 ∩ 𝑃 ≠ ∅, 𝑖𝑓 𝑉 =  ∅
 (8) 

 

As metrics, we first use a tradeoff between 

precision and recall, the F score [12] which is the 

harmonic mean of the two. This metric quantifies the 

quality of the sequence detection, i. e. the performance 

of the algorithm. It is given by: 

 

 𝐹 =  
2×𝑃×𝑅

𝑃+𝑅
, (9) 

 

with P the precision, quantifying the part of what was 

correctly detected from the totality of what was 

detected, given by: 

 

 𝑃 =  
𝑇𝑝

𝑇𝑝+𝐹𝑝
, (10) 

 

with TP the true positives, which are the sequences 

correctly detected, and FP the false positives, which are 

the sequences incorrectly detected. 

R is the recall, quantifying the part of what was 

correctly detected from what was supposed to be 

detected, given by: 

 

 𝑅 =  
𝑇𝑝

𝑇𝑝+𝐹𝑛
, (11) 

 

with 𝐹𝑛 the false negatives, which are the sequences 

incorrectly not detected. 

Each sequence counts as one true positive if its 

properties match at least one detectable field, it counts 

as one false positive in all other cases. 

The number of false negatives is equal to the 

difference between the number of remarkable 

sequences across all fields and the number of true 

positives. 

In addition to the quality of the sequence detection, 

we want to quantify the quality of the field detection, 

as it is more reprensentative of the usefulness of the 

algorithm. 

To the best of our knowledge, a metric serving that 

purpose does not exist, so we introduce our own, the 

fields detection ratio. It quantifies the detected 

information of a field, and comes in three different 

forms: 𝑞𝑙 for lengths, 𝑞𝑣 for values, and 𝑞𝑝 for 

positions. 

Let us consider 𝑆′  =  {𝑠 ∈ 𝑆|𝑒𝑞𝑛(8)} the set of 

sequences matching at least one field, and 

𝑐𝑖(𝐿𝑖 , 𝑉𝑖 , 𝑃𝑖)𝑖∈𝐼, a generic field, with 𝐿𝑖  =  {𝐿𝑖𝑗}𝑗∈ℕ
, 

𝑉𝑖  =  {𝑉𝑖𝑗}𝑗∈ℕ
, 𝑃𝑖  =  {𝑃𝑖𝑗}𝑗∈ℕ

, and I the set of all 

existing fields, and 𝑠𝑘(𝑙𝑘 , 𝑣𝑘, 𝑝𝑘) a generic sequence. 
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𝑞𝑙𝑖
 =  

𝐶𝑎𝑟𝑑(𝐿𝑖
′)

𝐶𝑎𝑟𝑑(𝐿𝑖)
, 𝑞𝑣𝑖

 =  
𝐶𝑎𝑟𝑑(𝑉𝑖

′)

𝐶𝑎𝑟𝑑(𝑉𝑖)
, 

𝑞𝑝𝑖
 =  

𝐶𝑎𝑟𝑑(𝑃𝑖
′)

𝐶𝑎𝑟𝑑(𝑃𝑖)
 

(12) 

 

are, respectively, the ratios between the number of 

possible lengths, values, and positions of 𝑐𝑖 detected 

and the total number of possible lengths, values, and 

positions of 𝑐𝑖, with 𝐿𝑖
′  =  {𝐿𝑖𝑗|∃𝑠𝑘 ∈ 𝑆′|𝑙𝑘  =  𝐿𝑖𝑗}, 

𝑉𝑖
′  =  {𝑉𝑖𝑗|∃𝑠𝑘 ∈ 𝑆′|𝑣𝑘  =  𝑉𝑖𝑗}, 𝑃𝑖

′  =  {𝑃𝑖𝑗|∃𝑠𝑘 ∈

𝑆′|∃𝑝𝑘|𝑃𝑖𝑗 ∈ 𝑝𝑘 ∩ 𝑃𝑖}. 

For each of the previous ratios, the average over all 

fields is calculated as follows: 
 

 𝜇𝑞  =  ∑
𝑞𝑖

𝐶𝑎𝑟𝑑(𝐼)𝑖∈𝐼 , (13) 

 

with 𝑞𝑖 representing the different ratios presented in 

(12). 

These averages are the metrics we use for our 

simulations. 
 

 

3.2. Simulation Context 
 

In order to evaluate the performance of the 

algorithms VDV, AC, and LDA, we simulate them 

with a DLL trace of a protocol widespread in the IoT: 

ZigBee [13]. This protocol is based on the standard 

IEEE 802.15.4 [14], widely used in the IoT for 

physical and data link layers. 

The DLL traces to be analysed are generated by 

randomly creating frames from a data frame formats 

base we created according to ZigBee specification. The 

trace generation process is run at each single 

simulation, so the traces analysed are never the same 

(although they respect the same statistical properties). 

The traces are then processed by the algorithms in an 

offline procedure. 

The comparative simulation was done in two steps. 

(i) Observing the influence of each of the algorithms 

parameters by simulating them over an arbitrary but 

wisely chosen parameters set domain. (ii) Choosing the 

best performing parameter set among all the ones 

simulated, and comparing the performance achieved. 

This method allowed us to get parameter sets 

yielding good performance, but not the best that could 

be achieved by the algorithms. This is due to the fact 

that we used a simple optimization approach, 

considering that all the parameters influence the 

algorithms in an independent manner. 

We chose to simulate all the algorithms with a 

number of frames varying from 1 to 1000 with a 

logarithmic step, and with a maximal length of the 

searched sequences of 4. 

For the VDV algorithm, we set the number of flows 

randomly generated to 10 and the filtration threshold 

coefficient to 1. 

For the AC algorithm, we set the fusion threshold 

and the filtration threshold to 1. 

For the LDA algorithm, we set the number of 

keywords to 10, the maximal perplexity gradient to 1, 

the maximal probability gradient to 0.1, alpha to 1, and 

beta to 0.0001. 

Note that each curve point is calculated by 

averaging over 100 runs of the simulation 

corresponding to this point parameter set. 

We limited ourselves to 1000 frame traces for 

processing power and memory usage limitations of our 

simulating hardware. 

 

 
3.3. Simulation Results 

 
We first get the F score graph of the Fig. 1. 

The F score synthesizing the precision and recall 

shows that VDV grows quickly until around 10 frames, 

then stabilizes around 25-30 % of F score, and drops 

after 100 frames in the trace. On the other hand, we can 

observe that AC and LDA both have very near curves 

displaying slow linear growth, capping around  

45-50 % of F score, which is the best performance 

achieved. LDA is apparently slightly better by a small 

margin, but it presents a slow decrease above  

400 frames. 

The performances of all the algorithms grow at first 

because they are based on laws of large numbers, so 

they perform better with larger data sets to analyse. 

 

 

 
 

Fig. 1. Best F score of the algorithms VDV, AC, and LDA. 
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The VDV algorithm performance drop is due to the 

actual filtration threshold being a value depending only 

on the average variance of variances, and not on the 

trace size, so it is appropriated only for an interval of a 

given number of frames. On the other hand, the AC 

algorithm threshold 𝐹𝑇𝐴𝐶  depends on the number of 

bits in the trace, and the LDA does not use a frequency 

threshold to filtrate sequences, so their performances 

do not display a sudden drop after a certain number  

of frames. 

The LDA slow decrease can be explained by an 

insufficient number of keywords, which tends to make 

the algorithm converge towards a smaller number of 

different sequences when provided with large traces, 

hence lower recall, so lower F score. 

Let us now switch from the quality of the sequence 

detection to its usefulness for field detection. We draw 

the average fields detection ratios of the lengths, on the 

graph of Fig. 2. 

 

 
 

Fig. 2. Best average fields lengths detection ratio of the algorithms VDV, AC, and LDA. 

 
We omit the other fields detection ratios as they 

present an identical behavior. 

We can see that the VDV algorithm average fields 

length detection ratio presents the same behavior as its 

previous curve. The AC algorithm performance 

presents the same linear growth then stabilization 

behavior as its F score curve, while capping earlier, 

around 10 frames. LDA has the exact same behavior as 

its F score curve as well, with the decreasing phase 

beginning around 100 frames. It shows the best 

performance, with an average fields length detection 

ratio slightly less than 60 %. 

We summarize the relative performance of the 

three algorithms in Table 1. The number of stars 

stands, by decreasing order, for the best, average,  

and worst. 

 

 
Table 1. Relative performance summary of the algorithms 

VDV, AC, and LDA. 

 

 
 

We clearly see that the LDA algorithm offers the 

best performance, followed by the AC algorithm, and 

lastly the VDV algorithm. 

 

4. Conclusion 
 

We wanted a communicating object to be able to 

communicate in an unknown environment, so we 

needed it to learn the protocols in that environment. 

We chose to study and evaluate the performance of 

three possible sequence identification techniques 

which could be used in that learning procedure: VDV, 

AC, and LDA. To that end, we simulated them applied 

to the analysis of ZigBee DLL traces, and  

compared them. 

For the purpose of comparison, in addition to the 

classic metric F score, we defined our own, the fields 

detection ratio. 

From the simulations results, we can clearly state 

that in this context the LDA technique offers the best 

results, followed by the AC technique, and eventually 

the VDV technique. 

A more powerful hardware could have allowed us 

to see if we could push further the performance of the 

LDA algorithm, and a more formal parameter 

optimization would have given us more precise 

maximal performance of the algorithms. 

Nonetheless, with the results of the comparative 

simulation, we can now state that a technique based on 

Bayesian networks performs better than ones simply 

based on statistics or occurrences counting. This 

encourages us to further engage in Bayesian theory in 

the future. 
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Summary: The paper deals with the problem of performance optimization of a meta-learning scheme for context-based fault 

detection. The context-based ensemble classifier is proposed to increase the performance of the fault diagnosis system. The 

most important problem to solve in this approach is to find optimal structures as well as optimal values of behavioral parameters 

of component classifiers. This problem has been elaborated as a multi-objective optimization task taking into account different 

objectives obtained from a confusion matrix. It was decided to make use of the NSGA-II algorithm in order to search for the 

optimal solution. A case study is based on the laboratory stand for simulation of hydraulic industrial processes. Common 

machine learning methods such as decision tree, naive Bayes, Bayesian network and k-nearest neighbors were taken into 

account in the meta-learning scheme for context-based fault detection. The obtained results prove that the proposed approach 

has practical relevance. 
 

Keywords: Fault detection, Context-based reasoning, Machine learning, Multi-objective optimization, Soft computing 

optimization. 
 

 

1. Introduction 

 
Nowadays model-free and model-based fault 

detection and isolation methods play an important role 

in the industrial systems [1]. The paper deals with the 

first group of the methods only. In this case, it can be 

seen that faults are detected and distinguished using 

primary and redundant process variables. In such a 

system two separated classifiers must be created. The 

first classifier uses the subset of process variables as its 

input and it is dedicated for generating diagnostic 

signals, whereas the second one has the same set of 

input variables but its task is to yield a fault signature. 

This classifier is triggered in case when the diagnostic 

signal indicates a fault scenario. The algorithms 

corresponding to such approach can be designed using 

different classification methods. Generally, it is 

possible to apply so-called classical (e.g. decision 

trees, k-nearest neighbor, naive Bayes, etc.) or soft 

computing approaches (e.g. neural networks, Bayesian 

networks, fuzzy systems, neuro-fuzzy systems, etc.). 

In many cases basic classifiers are not good enough 

to achieve satisfying results. It is possible to combine 

basic classifiers into committees of classifiers using 

methods such as Bagging or AdaBoost. Ensemble 

classifiers allow us to build more complex 

classification models containing more basic classifiers. 

In this approach the final result can be obtained using 

either voting mechanism or another classifier to create 

metaclassifier [2]. Another way to achieve more 

satisfying results is meta-learning which allows 

learning algorithm to find optimal parameters of the 

final classification model. Meta-learning extends 

capabilities of the machine learning processes by using 

metadata available during learning process to increase 

classification efficiency. The machine learning process 

can be implemented as optimization process based on 

e.g. multi-objective evolutionary algorithms [3]. The 

third option is based on that additional data like e.g. 

contextual features can be introduced into dataset like 

e.g. contextual features. Contextual features cannot be 

used directly by a classifier but can be useful when 

they are combined with other features [4]. Authors of 

this paper connected all three approaches in one 

algorithm to prepare a fault detection system for the 

hydraulic industrial process. 

 
 

2. Meta-learning Scheme for Context-based  

    Fault Detection 
 

In a classification task, it is possible to distinguish 

three types of features: primary, contextual and 

irrelevant [2]. Primary features are useful for 

classification, without regard to the other features. The 

irrelevant features are not useful for classification, 

either when combined with the other features or when 

they are considered alone. Contextual features cannot 

be used directly by a classifier, but can be useful when 

they are combined with other features. The primary 

features can be also divided into context-sensitive and 

context-insensitive features. In the case of fault 

diagnosis process, the context variable could be 

connected with a number of factors e.g. weather 

conditions, the time of the day, etc. 

In the literature some of the concepts for the usage 

of the context with machine learning algorithms are 

described. Peter Turney described five strategies 

which show how context can be used [5]: Contextual 

normalization, Contextual expansion, Contextual 
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classifier selection, Contextual classification 

adjustment and Contextual weighting. The authors of 

this paper took into account the contextual classifier 

selection, which main task is to divide input dataset 

into groups, where each group is connected with a 

different value of the contextual feature. In the next 

step each subset of data is used to train the separated 

classifier. The diagram of the committee of classifiers 

with a context-based switching block is presented in 

Fig. 1 [6]. 

 

 
 

Fig. 1. Multiple classifiers with context-based switching block. 

 

Complete model of a context-based ensemble 

classifier contains as many classifiers as number of 

unique values of a discrete contextual feature. As one 

can observe, the proposed meta-classifier is composed 

of component classifiers (𝜙𝑖) that are switched using 

contextual feature 𝑐𝑓. The data model is formulated as 

follows: 
 

𝐸 =  [

𝑝𝑓1(1) 𝑝𝑓2(1) ⋯ 𝑝𝑓𝑁(1) 𝑐𝑓(1) 𝑡𝑑(1)

𝑝𝑓1(2) 𝑝𝑓2(2) ⋯ 𝑝𝑓𝑁(2) 𝑐𝑓(2) 𝑡𝑑(2)
⋮ ⋮ ⋱ ⋮ ⋮ ⋮

𝑝𝑓1(𝐾) 𝑝𝑓2(𝐾) ⋯ 𝑝𝑓𝑁(𝐾) 𝑐𝑓(𝐾) 𝑡𝑑(𝐾)

], (1) 

 

where 𝑝𝑓𝑛 is the 𝑛-th primary feature, 𝑁 is the number 

of primary features, 𝑐𝑓 is the contextual feature, 𝑝𝑓𝑛 

and 𝑐𝑓 are conditional attributes, 𝑡𝑑 is the target 

decision attribute, 𝐾 is the number of learning patterns 

(𝑝𝑓/𝑐𝑓 denotes a row vector of primary/contextual 

features). The inputs of base classifiers are created by 

means of the subsets of primary features (𝑝𝑓𝑖), whilst 

the outputs are computed using the following relation: 
 

 [𝑑, 𝑏𝑓]  =  [𝑑[𝑖], 𝑏𝑓𝑖]  =  𝜙𝑖(𝑝𝑓𝑖), (2) 

 

where 𝑑𝑖 is the decision of the 𝑖-th classifier, 𝑏𝑓𝑖 

denotes the belief factor corresponding to the decision 

𝑑𝑖 the index 𝑖 ∈ {1,2, … , 𝑛} is related to a variant of the 

contextual feature (𝑉1, 𝑉2, … , 𝑉𝑆) and it is used to select 

the relevant classifier for a given input sample. 

Component classifiers are created by means of 

dedicated learning methods: 
 

 𝜒𝑖: {𝑑𝑖 , 𝑏𝑓𝑖}  =  𝜙𝑖(𝑝𝑓𝑖), (3) 

 

where 𝜒𝑖 is learning function that is needed for creating 

the 𝑖-th component classifier, 𝑝𝑖 is a vector of 

behavioral parameters corresponding to the 𝑖-th 

learning function, 𝐸𝑖 is the subset of learning examples 

which are filtered from 𝐸 applying contextual features. 

The last step of the method is to formulate the 

multi-objective optimization problem in order to 

search for the best parameters (𝑝) and structure (𝛭) of 

learning methods. These methods with optimal values 

of behavioral parameters are used to train component 

classifiers. The main purpose of the optimization 

process is to search for the optimal structure of the 

learning scheme and the optimal values of learning 

parameters 𝑝1, 𝑝2, … , 𝑝𝑑 as well as the optimal lengths 

𝑝𝑑+1, 𝑝𝑑+2, … , 𝑝𝑑+𝑛 of vectors 𝑝𝑓1, 𝑝𝑓2, … , 𝑝𝑓𝑛 in 

order to obtain the highest efficiency of the fault 

detection system. This issue is often viewed as a  

multi-objective optimization problem and hence it can 

be stated as follows: 

 

 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝐶(𝑀, 𝑝)  = 

= 𝑚𝑖𝑛[𝑐1(𝑀, 𝑝), 𝑐2(𝑀, 𝑝), … , 𝑐𝑘(𝑀, 𝑝)]
 

subject to𝛺(𝑀, 𝑝, 𝐶), 

(4) 

 

where 𝑐𝑖 is the 𝑖-th criterion function that is being used 

to express the performance of the fault detection 

scheme, 𝛺 is related to constraints and boundaries 

which should be chosen taking into account the 

properties of learning methods, training and testing 

datasets, etc. To reduce the complexity of the problem 

it is noted that in some cases the structure of  

meta-learning scheme (𝛭) can be determined using a 

part of decision variables included in (𝑝). 
Nevertheless, it must be highlighted that even in these 

cases the number of learning parameters corresponds 

to the types of component classifiers and, thus to the 

structure of the whole scheme. 

As to be expected, the form of the function C can 

be elaborated taking into consideration different 

criteria. In this study, the authors propose to adopt 

statistical measures of a binary classification test that 

can be directly derived from a table of confusion. A 

general view of confusion matrix for fault detection 

problem is presented in Table 1. 
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Table 1. Confusion matrix for fault detection problem. 

 

True state 
Predicated state 

Faulty (FX) Faultless (F0) 

Faulty (FX) True positive (TP) False negative (FN) 

Faultless 

(F0) 
False positive (FP) True negative (TN) 

 

True positive rate (TPR) and True negative rate 

(TNR) are two basic measures considered in the next 

part of the article. Both measures can be obtained from 

confusion matrix using following formulas: 

 

 
𝑇𝑃𝑅 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝑇𝑁𝑅 =  
𝑇𝑁

𝐹𝑃 + 𝑇𝑁

 (5) 

 

In case of fault detection problem 𝑇𝑃𝑅 is 

interpreted as number of correctly classified faulty 

states and 𝑇𝑁𝑅 is interpreted as number of correctly 

classified faultless states. In the previous paper of the 

authors [6] the problem (4) was solved using an 

indirect utility function in the simplest form at the 

weighted sum of objectives. In this paper Non 

Dominated Sorting Genetic Algorithm II (NSGA-II) 

[7] is employed. 

 

 

3. A Case Study 
 

The experiment was carried out on the laboratory 

plant dedicated for simulation of hydraulic industrial 

processes. This stand consists of three tanks  

(T1, T2, T3) connected with pipes. The scheme of the 

stand is presented in Fig. 2. Several pipes are equipped 

with manual valves (V1 to V10) which allow us to 

control the direction of fluid flow. It has one pomp (P) 

and contains number of sensors. Manual valves can be 

used to simulate different faults during the operation of 

the industrial process. The experiment was divided 

into 9 steps called functional states. 

 

 
 

Fig. 2. Schema of FESTO laboratory station. 

 
Each functional state was connected with one 

specific operation lasting a certain period of time e.g. 

in one of the functional state water was pumped from 

tank 1 (T1) to tank 2 (T2) for 1 minute. Identifiers of 

functional states were considered as values of 

contextual feature. Data has been collected from three 

process signals measured by three sensors: ultrasonic 

sensor (US) of fluid level in tank 2 (T2), pressure 

sensor (PS) in tank 3 (T3) and flow sensor (FS). 

Authors used the laboratory station to simulate 

industrial process under nominal conditions and with  

5 different faults such as: 

 Clogged pipe between tank T1 and tank T3 

(simulated by partially closed valve V8), 

 Leakage in tank T3 (simulated by partially open 

valve V7), 

 Clogged pipe between tank T2 and tank T2 

(simulated by partially closed valve V1), 

 Clogged pipe between pump P and tank T1 

(simulated by partially closed valve V4), 

 Faulty sensor US (simulated by covering the work 

area of the sensor). 

The experiment was repeated 10 times for each 

fault. The final number of experiments was  

50 experiments for faulty state and 50 experiments for 

faultless state. In the next step the algorithm calculates 

scalar features of all available signals (raw signals of 

sensors). The authors choose a few time domain 

features often used in fault diagnosis [8], such as: 

average, maximum and minimum values, standard 

deviation, root mean square, shape factor, kurtosis, 

time-domain energy, skewness and entropy. The width 

of the window was dependent on the duration of the 

functional state. Prepared dataset was used to train and 

test ensemble classifiers. NSGA-II algorithm was used 

to adjust values of parameters of classifiers. The size 
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of population for each generation was equal to  

100 individuals. Complete optimization process 

contained 60 generations which gives 6000 evaluations 

of the fitness function. The probability of mutation for 

selected optimization algorithm was set to 10 % and  

80 % of individuals of each generation were 

crossovered. Each evaluation of the fitness function 

executed training and testing processes 10 times (using 

cross-validation method) in order to obtain information 

on the repeatability of results for specific parameters 

of the classifiers. Average and standard deviation 

values of 𝑇𝑃𝑅 and 𝑇𝑁𝑅 measures where used in the 

fitness function in order to obtain fitness values for 

individual. The following objectives of the fitness 

functions were used: 

 

 𝑐𝑇𝑃𝑅  =  
1

𝑁
∑ (1 − 𝑇𝑃𝑅𝑖)

𝑁
𝑖 = 1 + 𝑡𝛼𝜎𝑇𝑃𝑅

𝑐𝑇𝑁𝑅  =  
1

𝑁
∑ (1 − 𝑇𝑁𝑅𝑖)

𝑁
𝑖 = 1 + 𝑡𝛼𝜎𝑇𝑁𝑅

, (6) 

 

where 𝑁 is the number of classification training and 

testing processes in one fitness function evaluation, 

𝑇𝑃𝑅𝑖 𝑇𝑁𝑅𝑖⁄  are true positive rate / true negative rate 

measures obtained from one iteration, 𝜎𝑇𝑃𝑅 𝜎𝑇𝑁𝑅⁄  are 

standard deviations calculated from results obtained 

from all iterations for single individual and 𝑡𝛼 is a 

factor determining the importance of the standard 

deviation. Higher value of 𝑡𝛼 factor means higher 

influence of the standard deviation value on the result 

of the fitness function. Authors decided to use factor 

𝑡𝛼 equal to 3. The values of parameters 𝑇𝑃𝑅 and 𝑇𝑁𝑅 

need to be maximized and the fitness function tends to 

be minimized so it was necessary to invert 𝑇𝑃𝑅 and 

𝑇𝑁𝑅 values using following formulas 1 − 𝑇𝑃𝑅 and 

1 − 𝑇𝑁𝑅. 

Fig. 3 presents visualization of the Pareto front 

obtained during optimization process with use of the 

contextual classifier containing kernel based naive 

Bayes component classifiers. Each point on the Pareto 

front is connected with set of classifier parameters and 

each point contains information about average and 

standard deviation values calculated separately for 

faulty and faultless state. It is possible to select one 

point on the Pareto front, get classifier parameters 

connected to this point and use this parameters to 

create the final classifier implemented in the  

target solution. 

Values received from the fitness function does not 

fully reflect the real efficiency of classifier. Fig. 4 

presents final results using basic components of the 

fitness function (average value and standard 

deviation). 

Each point presents average value calculated for 

𝑇𝑃𝑅 and 𝑇𝑁𝑅 and their standard deviations as line 

ranges. The values of standard deviation are too small 

to show them on the full scale chart so the selected 

fragment of the chart was shown enlarged. One of the 

results was selected and its parameters were used to 

create the final classifier. It was tested using  

cross-validation method and compared to the classifier 

whose parameters have been determined by an expert. 

 
 

Fig. 3. Visualization of the Pareto front. 

 

 
 

Fig. 4. Optimal results presented as average value  

and standard deviation. 

 

Table 2 presents comparison between selected 

results of context based classifiers (average percentage 

of correctly classified samples for faultless and faulty 

with standard deviation). In both cases context-based 

classifier contained the same type of classifiers (naive 

Bayes classifier with kernel function) but in case of 

experiment without optimization method all primary 

classifiers had the same parameters adjusted  

by the expert. 
 

 

Table 2. Examples of fault detection results. 

 

State With optimization Without optimization 

Faultless 78.9 (±0.36) 70.2 (±1.07) 

Faulty 67.1 (±2.5) 64.5 (±4.33) 

 

 

It can be seen that context-based ensemble 

classifier which used the optimization algorithm was 

able to find better solution and increase detection 

efficiency of both states (faultless and faulty state). 

Another advantage is reduced diversity between 

results obtained by the same classifier for different 

datasets. 
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4. Conclusions 
 

In this paper, the authors propose and verify a 

multi-objective optimization method for tuning values 

of behavioral parameters of meta-learning scheme for 

context-based fault detection. The experimental tests 

were conducted using the laboratory stand for 

simulation an industrial processes. The classification 

results confirm that the proposed NSGA-II 

optimization algorithm can be extensively applied in 

the design of meta-learning schemes for context-based 

fault detection. 
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Summary: The classical convolutional neural networks performance looks exceptionally great when the test dataset are very 

close to the training dataset. But when it is not possible, the accuracy of neural networks may even be reduced. The capsule 

networks are trying to solve the problems of the classical neural networks. Capsule networks are a brand new type of artificial 

neural networks, introduced by Geoffrey Hinton and his research team. In this work we would like to training capsule based 

neural networks for segmentation tasks, when the training set and test set are very different. For the training we use only 

computer generated virtual data, and we test our networks on real world data. We created three different capsule based 

architectures, based on classical neural network architectures, such as U-Net, PSP Net and ResNet. Experiences show how 

capsule networks are efficient in this special case. 

 

Keywords: Capsule network, Capsnet, Neural network, Object segmentation, Virtual dataset. 

 

 

 

1. Introduction 

 
Shell Eco-marathon is a unique international 

competition for university students to design, develop, 

build and drive the most energy-efficient race car. Our 

University's race team, the Szenergy Team has been a 

successful participant of the Shell Eco-marathon for 

over 10 years. Two years ago, Shell introduced the 

Autonomous Urban Concept (AUC) additional 

competition for self-driving vehicles at the Shell Eco-

marathon. AUC competition participants have to 

complete five different autonomous challenges, like 

parking on a dedicated parking rectangle, obstacle 

avoidance on a straight track and so on. One of our 

main tasks is to create a neural network based 

intelligent system for this challenge, which perceives 

the environment of our race car, like the other vehicles, 

the surface of the road and other special components of 

the race track. Neural networks are one of the best tools 

for visual information-based detection and 

segmentation problems, like image segmentation. 

Nowadays, many high-performance neural network 

architectures are available, such as AlexNet by 

Krizhevsky et al. [1], VGG Net by Simonyan and 

Zisserman [2], GoogleNet by Szegedy et al. [3], Fully 

Convolutional Network by Shelhamer et al. [4], U-Net 

by Ronneberger et al. [5], ResNet by He et al. [6] and 

Pyramid Scene Parsing Network by Zhao et al. [7]. 

However, in this case, we do not have a sufficient 

number of training samples. For example, we do not 

have any training image about the protective barriers 

or the obstacles and it takes a lot of time and energy to 

generate and annotate real world data. Our idea is to 

use computer simulation environments to generate 

training data for this task. In this work a brand new and 

special type of artificial network is used, it is called 

capsule network [8]. 

2. Capsule Network 

 
The capsule network [8, 9] (or CapsNet) is very 

similar to the classical neural network. We can find the 

main difference in the basic building block. In neural 

network we use neurons, but in the capsule network we 

can find capsules. Table 1 shows the main differences 

between the classical artificial neurons and the 

capsules. The capsule is a group of neurons that 

perform a lot of internal computation and encapsulate 

the results of the computations into an n-dimensional 

vector, which is the output of the capsule. The length 

of this output vector is the probability and the direction 

of the vector indicates some properties about the entity. 

The capsules network uses the dynamic routing 

algorithm, which calculates the output of the i-th 

(lower level) capsule for the (i+1)-th (higher level) 

capsule. In the routing algorithm use a novel non-linear 

activation function, it is called the Squash function. 

 

 

 
 

Fig. 1. Sample from our dataset (top: real world test 

sample, bottom: virtual world training sample). 
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Table 1. Differences between capsule and neuron. 

 
 Capsule Neuron 

Input Vector(𝒖𝑖) Scalar (𝑥𝑖) 

Operations 

Affine transform �̂�𝑗| = 𝑾𝑖𝑗𝒖𝑖 - 

Weighting 
𝑠𝑗 = ∑ 𝑐𝑖𝑗�̂�𝑗|𝑖

𝑖
 𝑎𝑗 = ∑ 𝑤𝑖𝑥𝑖 + 𝑏

𝑖
 

Sum 

Non-linear 

activation 
𝒗𝑗 =

‖𝑠𝑗‖
2

1 + ‖𝑠𝑗‖
2

𝑠𝑗

‖𝑠𝑗‖
2 ℎ𝑗 = 𝑓(𝑎𝑗) 

Output Vector (𝒗𝑗) Scalar (ℎ𝑗) 

 

3. Virtual Dataset 
 

Our aim is to create highly realistic image sets 

depicting racetracks which follow the rules defined by 

the Shell Eco-marathon Autonomous Urban Concept 

rulebook. In order to ensure repeatability and simple 

parameter setup it is advised to create complete, 

textured 3D-models of the racetracks. These simulated 

environments can be used to create images with 

desired weather and lighting conditions by scanning 

the track environment with a camera moving at a 

previously defined constant speed. The images created 

using this method can be processed further, including 

segmentation and the clustering of different object 

types, such as road surface, protective barrier elements, 

obstacle elements and other special components of the 

race track. The virtual environment was created with 

the Unreal Engine. Our model includes road surface 

defects and different road surface textures, which 

makes it possible to make road surface detection 

robust. In order to create image sets based on this 

environment model, a vehicle model equipped with a 

camera travelled around the racetrack on a pre-defined 

path. The camera was set to take pictures at pre-defined 

time intervals. The image set was annotated by an 

algorithm. Fig. 2 shows a sample from the training and 

the test set. 
 

 

4. Network Architectures 
 

In this work three different capsule based neural 

network architectures are created. The first capsule 

network is based on a U-Net [5] architecture, the 

second contains a pyramid pooling module, based on 

the PSP Net [7] architecture, and the last one is a 

residual network based capsule architecture, like 

ResNet [6]. 
 

U-Net 
 

The U-Net [5] neural network architecture was 

originally created for biomedical image segmentation. 

It is based on Fully Convolutional Network, where the 

network can be divide into two main parts: the 

downsampling and the upsampling block. Fig. 2 shows 

our U-net style capsule network architecture. 

 

 
 

Fig. 2. U-Net architecture. 
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ResNet 
 

The ResNet is a very deep neural network, created 

by He et al. in 2015 [6]. ResNet won the ILSVRC in 

2015 with 3.6 % of error rate. The main idea of the 

Resnet is a residual block. Our ResNet based capsule 

network architecture consists of two main block: the 

convolutional block and the identity block. Figs. 3 and 

4 shows this two blocks, where ℎ is the height, 𝑤 is the 

width of the input capsule, 𝑐 is the number of capsules 

and 𝑎 is the number of atoms in every capsule. Fig. 5 

shows our ResNet based network. 

 

 

 
 

Fig. 3. Capsule based convolutional block. 

 

 

 
 

Fig. 4. Capsule based identity block. 

 

 

 
 

Fig. 5. ResNet Architecture. 

 

 

PSP Net 

 
The Pyramid Scene Parsing Network [7] is the best 

architecture on the ImageNet [10] Scene Parsing 

Challenge in 2016. The main building block of the PSP 

network is a pyramid pooling module, where the 

network fuses features under four different pyramid 

scales. The first phase of our network is built up with 

the same convolutional block and identity block, which 

used in ResNet. This is followed by a four stage 

pyramid block. Fig. 6 shows our PSP Net based 

capsule network. 

 

5. Results 

 
In this work we created a virtual image based 

dataset for the protective barrier and road surface 

segmentation. In our dataset the train samples comes 

from the virtual city environment, which is presented 

in 3 and we use only real world images for testing the 

accuracy of the networks. Our training dataset contains 

1572 computer-generated virtual training samples and 

131 real world images for validation. The three capsule 

based networks are trained on this dataset. Fig. 7 shows 

our results of the U-Net, ResNet and PSP Net based 

capsule networks. In the training phase Adam 
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optimizer is used with 10−1 learning rate and 2 × 10−1 

learning decay. The accuracy of the capsule based 

networks is calculated with dice coefficient 
 

 𝑑𝑐(𝑦, �̂�)  =  
2×𝑦×�̂�

𝑦+�̂�
, (1) 

 

where 𝑦 ∈ {0,1} is the ground truth and 0 ≤ �̂� ≤ 1 is 

the result of the neural network. 
 

 

6. Conclusions 
 

In this work we training capsule based networks with 

virtual training data for real world objects 

segmentation, where our virtual dataset contains 

computer generated images from a virtual city 

environment. The results indicate that capsule 

networks can be used with high reliability in some 

cases when the size of available dataset is minimal or 

the training dataset is different from the test dataset. 

The best results we achieved with the U-Net based 

capsule network, followed by the residual capsule 

network, and the last one is the PSP Net. Our 

experiences shows that in the world of capsule 

networks, less is more. The U-Net style capsule 

network architecture is simple but robust. The other 

two network are more complex, which means lower 

efficiency in this case. In the future, we would like to 

achieve higher accuracy in image segmentation tasks 

with complex capsule based networks. To do this, we 

would like to examine the effectiveness of the routing 

algorithm in more detail. 

 

 

 
 

Fig. 6. PSP Net architecture. 

 

 

 
 

Fig. 7. Accuracy of the capsule based networks. 
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Summary: The acquisition of Computed Tomography (CT) images has shown to be affected by the scanning device which 

acquires the image. Specifically, the same subject, scanned by a variety of CT devices, holds different properties depending 

on the device which acquired the image. This variance consequently has an impact on the medical analysis of the images. 

Therefore, the ability to determine the acquiring CT device based on the produced CT images may lead to improved diagnoses. 

In addition, knowledge of the CT device may furthermore provide a means to ensure verification of provenance without the 

necessity to rely on potentially corrupt or missing DICOM metadata. In this work, we apply a Convolutional Neural Network 

(CNN) to classify 4 manufacturers of CT scanners, based on the CT images which their devices generate. We apply our 

experiments on a large, publicly available dataset, and additionally apply previous classification techniques on the same 

dataset. With an accuracy of up to 93.6 %, our approach significantly outperforms existing work. 

 

Keywords: CT scanners, CT device manufacturers, CT image classification, Convolutional neural networks, Sensor noise. 

 

 

1. Introduction 
 

Computed Tomography (CT) has become a vital 

asset in medical imaging. The CT images acquired 

during the scanning process are predominantly stored 

in the DICOM imaging format [1]. This storage format 

also provides additional metadata, such as the 

manufacturer of the scanning device which acquired 

the image. Such information may be exceptionally 

valuable as, for example, the estimation of lung density 

using CT images has shown to vary among CT scanner 

devices from different device manufacturers, which 

consequently affects the diagnosis of Emphysema [2], 

[3]. As such, knowledge of the scanning device may 

improve medical diagnoses. 

However, to facilitate a painless data exchange 

between parties, DICOM metadata is predominantly 

implemented without any security checks, and requires 

only a few mandatory fields to produce a valid file. 

This leniency causes the metadata to be often 

incomplete and susceptible to modifications, which 

limits their benefits. To attribute CT images to specific 

devices without DICOM metadata, the authors of [4] 

extracted Sensor Pattern Noise (SPN) from the images 

to obtain distinct device fingerprints for a series of CT 

scanner devices, and performed device classification 

based on these fingerprints, using correlation. In 

addition to precise device identification, these noise 

patterns may also be leveraged to determine the 

integrity of the images themselves, which furthermore 

make them an attractive security control to e.g. detect 

image tampering [5]. 

Despite the initial success, the work in [4] 

exclusively applied an elemental classification 

approach based on image correlation, which 

consequently provides an opportunity for potential 

improvement. Convolutional Neural Networks (CNN) 

[6] have shown excellent performance for image 

classification and representation learning in several 

domains, including applications on medical images. 

As such, they may also prove to be an excellent tool to 

learn precise device fingerprints, and classify CT 

device manufacturers based on CT images. As such, 

different from the related work, we apply a CNN to 

classify 4 CT manufacturers based on the CT images 

produced by their respective CT scanners. In our paper 

we demonstrate the remarkable capability of neural 

networks to perform CT scanner classification based 

on CT images as well as sensor noise. We furthermore 

provide novel insights, and show how the extraction of 

distinct noise patterns has a significantly varying effect 

on the classification. Finally, we demonstrate the 

importance of sensible data processing for a task such 

as CT device classification. 

 

 
2. Related Work 

 
To attribute images to specific devices, in the 

seminal work of [7], the authors leveraged the Photo 

Response Non Uniformity noise (PRNU) present in the 

Sensor Pattern Noise (SPN) of pictures taken by photo 

cameras to attribute images to specific camera models. 

To extract the noise component of an image, the 

approach uses a denoising filter based on the work of 

[8]. This filter is applied on several images from the 

same, known camera model, and are subsequently 

averaged to obtain a reference pattern for a specific 

camera model. This reference pattern then serves as the 

fingerprint for the device, which enables attribution of 

future images. 

This same denoising and classification procedure 

has been applied in [4] and later improved in [9, 10] to 

identify CT scanners. Therein, the authors consider a 

total of 3 scanners from 2 manufacturers to perform CT 

scanner device identification based on the CT images 

produced by the corresponding scanner. 



 

155 

Aside from specific CT device identification, other 

works aim to classify a group of devices instead [11], 

[12]. These works rely on alternative pre-processing 

steps, supplemented with an SVM [13] to perform the 

final classification. In [11], an alternative denoising 

technique is applied to account for the unique image 

acquisition and reconstruction process of CT images. 

Differently, the work in [12] distinguished 3 CT 

scanner manufacturers by performing a quantitative 

analysis based on the density distribution of 

Hounsfield Unit (HU) values within the CT images. 

The authors fit an SVM on the found distributions, and 

achieve an accuracy of 91.1 %. 

Different from the related work, this work is the 

first to apply a deep learning method to classify CT 

scanner manufacturers based on the acquired CT 

images. In addition, we use a larger dataset, containing 

images from a wider array of devices, and thereby 

provide a better indication for the generalizability of 

CT scanner classification. Finally, this is the first work 

to perform the classification on both unprocessed CT 

images and extracted noise patterns, which will 

indicate the potential benefit of noise extraction when 

performing device classification. 

 

 

3. Approach 
 

To adequately evaluate and compare our approach, 

we first establish a baseline by applying the 

classification technique initially performed in [4], but 

on a significantly larger dataset than the initial work. 

We apply this approach on the unprocessed CT slices, 

as well as on the extracted sensor noise patterns. 

For the classification using neural networks, we 

construct and train two convolutional neural networks 

(CNN) [6] to classify the slices of CT images. Here, 

the setup is again twofold. One CNN is trained and 

tested on unprocessed slices, while the second network 

is trained to classify the extracted sensor noise of the 

CT slices. 

Finally, we split our training and test set by two 

different procedures to highlight the importance of a 

sensible split of CT images. 

 

 

3.1. Noise Extraction Algorithm 

 

The sensor noise components (Fig. 1) from a CT 

slice is extracted by applying the approach proposed in 

[7]. Although this approach has been initially proposed 

for the identification of photo cameras, the technique 

has also shown success in identifying CT scanners by 

the images which they produce [4, 9, 10]. 

To denoise a slice, a denoising filter F is applied. 

The denoised image is subtracted from the original 

slice to obtain the desired noise component w: 

 

 w =  s –  𝐹(𝑠) (1) 

 

The denoising filter F is the same as applied in [7], 

[8]. Specifically, the work applies a Wiener filter in the 

wavelet domain, which is applied in two stages as 

follows. First, the local variance of the image within 

the wavelet domain is estimated. Then, in the second 

stage, the estimated variance is applied in a Wiener 

filter to obtain the denoised image. These two stages 

are performed using the steps described below: 

1) The fourth-level wavelet decomposition is 

calculated for the slice. 

2) For each level, the three high frequency-bands are 

used for further processing. These are the vertical, 

horizontal and diagonal sub-bands, respectively. 

3) For each wavelet coefficient in the sub-bands, the 

local variance σ̂2(i,j) is estimated within a W×W 

square neighbourhood, for W ∈ {3,5,7,9}. The 

minimum of these 4 variances is chosen as the final 

estimate for the image variance: 

 

�̂�𝑊
2 (𝑖, 𝑗)  =  max (0,

1

𝑊2
∑ ℎ2(𝑖, 𝑗)(𝑖,𝑗)∈𝑁 − �̂�0

2), (2) 

 

σ̂2(i, j) =  
=  min(�̂�3

2(𝑖, 𝑗),  �̂�5
2(𝑖, 𝑗),  �̂�7

2(𝑖, 𝑗),  �̂�9
2(𝑖, 𝑗)), 

(3) 

 

where (i,j) ∈ J denotes the index set for decomposition 

level J, and �̂�0
2 is a manually tuned parameter which 

has been set to �̂�0
2 = 5 to follow the original work [7]. 

4) After the variance estimation, the Wiener filter 

is applied to obtain the denoised wavelet coefficients: 

 

 𝑋𝑑𝑒𝑛(𝑖, 𝑗)  =  𝑋(𝑖, 𝑗)
�̂�2(𝑖, 𝑗)

�̂�2(𝑖, 𝑗) + �̂�0
2 (4) 

 

5) The above steps 2-4 are repeated for each 

wavelet sub-band, on each level of the decomposition. 

6) The final, denoised image F(s) is then obtained 

by applying the inverse wavelet transform. 
 

 

 
 

Fig. 1. Example of extracted noise patterns from several  

CT slices. 

 

 

3.2. Reference Pattern and Correlation 

 

The baseline classification approach, based on 

correlation with a reference pattern, is performed by 
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applying the same technique as [4]. This approach is 

performed in two stages. First, a reference pattern is 

computed for each class of CT scanners by averaging 

a random selection of slices from a particular class of 

scanners. The original process, illustrated in Fig. 5, 

applies this technique exclusively on the extracted 

noise patterns. However, since we additionally 

evaluate this approach on the unprocessed slices, we 

skip the noise extraction step in one instance of our 

experiments. The classification stage, illustrated by 

Fig. 6, then performs the classification by calculating 

the correlation of a CT slice, or its extracted noise 

component w, with each of the computed reference 

patterns RP: 

 

 
corr(s, RP)  =  

(𝑠 − 𝑠) (𝑅𝑃 − 𝑅𝑃)

||𝑠 − 𝑠|| ||𝑅𝑃 − 𝑅𝑃||
 (5) 

 

The resulting correlation with a reference pattern 

indicates the likelihood that the image originates from 

the same device. Although the original work [4] 

accomplished this by establishing a certain threshold 

for the correlation value, we base the decision on the 

pattern that exhibits the highest correlation. 

 

3.3. Data Split 

 

In our experiments, we consider two approaches to 

split the data into the respective training and test sets. 

The first approach, presented in Fig. 2, accumulates the 

2D CT slices from the dataset, and subsequently 

divides them into separate sets for training and testing. 

Differently, the second approach, illustrated by Fig. 3, 

accumulates the slices per volume, and subsequently 

divides the slices of entire volumes into the  

respective sets. 

 

 

 
 

Fig. 2. A split based on individual CT slices. Neighbouring slices may end in either split. 

 

 
 

Fig. 3. A split based on CT Volumes. This type of split will keep several potential relationships among slices within  

a single side of the split. 

 

 

So far, the related works [4, 9-11] have solely 

considered the first approach. As such, no volume is 

excluded during the training phase and computation of 

the reference patterns. This may lead to optimistic 

results as the test is likely affected by undesired 

relationships between individual slices which have 

been generated during the same scanning session of a 

patient. Specifically, successive, neighbouring slices 

from the same volume depict nearly identical content. 

As such, the first approach to split the data, shown in 

Fig. 2, assigns nearly identical slices into both train and 

test set. 

Therefore, in our experiments, we primarily 

consider data splits based on the second, volume-

based approach illustrated in Fig. 3. However, we also 

perform the alternative, first approach a single time to 

highlight the significance of a sensible data split. 

 

 

4. Dataset 
 

All experiments in our work are performed on 

samples from the anonymized and publicly accessible 

collection of CT imagery from the Lung Image 

Database Consortium and Image Database Resource 

Initiative (LIDC-IDRI) [14]. This dataset contains a 

total of 1,018 CT volumes, amounting to a total of 

244,527 slices. The volumes in this dataset are 

represented by a total of 4 manufacturers: Philips, GE 

Healthcare, Siemens, and Toshiba. These 
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manufacturers consequently form the 4 classes for the 

experiments. Table 1 illustrates the representation of 

each class within the LIDC-IDRI dataset. The CT 

scans in this dataset are stored in the ’Digital Imaging 

and Communications in Medicine’ (DICOM) file 

format1 which, besides the image data and device 

manufacturer, contains useful metadata related to the 

image scanning process itself. In this work, we make 

use of the metadata to determine the true label (device 

manufacturer) of the CT slices. 
 

 

Table 1. CT volume representation within  

the LIDC-IDRI dataset. 

 

Manufacturer No. of Volumes 

Philips 75 

Siemens 206 

GE healthcare 671 

Toshiba 70 

 

 

5. Experimental Setup 
 

In each experiment, the manufacturer classification 

is performed on the slices from the LIDC-IDRI [14] 

dataset. To account for the class imbalance in the 

LIDC-IDRI dataset, the classes have been balanced by 

under sampling over-represented classes. As such, the 

final dataset used in the experiments contained  

6,000 slices per class. To extract the noise patterns 

(Section 3.1) from the CT images, the implementation 

from [5] has been applied, who have kindly published 

their source code2. 

To perform the experiments based on the reference 

pattern and correlation metric (Section 3.2), we 

continue to primarily follow the work of [4]. 

Specifically, the reference patterns for the 

manufacturers are computed using the average of  

120 slices per class. However, differently from the 

initial work, we explicitly split the data as visualized in 

Fig. 3. As such, slices from volumes which are used to 

calculate the reference pattern, are entirely separated 

from the volumes that are classified during the test 

phase. During classification, each slice from the test set 

will be compared to each of the reference patterns by 

calculating the correlation (Equation (5)), where the 

highest correlation value determines the class. 

For the classification using a CNN, a simple, 

common architecture for image classification has been 

applied. Specifically, this architecture contained three 

convolutional layers, with a number of 8, 16 and  

32 3×3 filters, respectively, with each convolutional 

layer being followed by a Batch normalization layer 

[15] and ReLU activation function. The first two 

convolutional blocks are furthermore followed by a 

2×2 max pooling layer, while the last block contains an 

additional dropout layer to avoid overfitting. Finally, 

to increase the computational speed, input dimensions 

have been reduced from the original 512×512 to 

299×299. An overview of the architecture is presented 

in Fig. 4. This architecture performed well on all tasks, 

and has been applied for both networks which classify 

based on noise patterns and unprocessed slices, 

respectively. The networks were trained for 10 epochs, 

on batches of size 128. 

 

 

6. Results 
 

6.1. Reference Pattern and Correlation 

 

Table 2 presents the classification accuracies on 

extracted noise patterns using the reference pattern and 

correlation metric, initially applied in the work of [4]. 

The results show that slices from Toshiba and General 

Electric are classified perfectly, while CT slices from 

both Siemens and Philips are classified significantly 

worse. It is also peculiar that Philips and Siemens are 

most often misclassified amongst each other, which 

may indicate that these devices share certain software 

or hardware components, or share similarities in the 

physical acquisition process of the images which 

consequently affect the device fingerprint. 

For the classification on the original, unprocessed 

slices, the result presented in Table 3 shows that 

predictions are significantly more distributed 

compared to the accuracies on noise patterns. 

However, the overall accuracy remains similar to the 

previous result, with a slight increase to 66.8 %, up 

from the previous 66.4 %. Moreover, predictions for 

General Electric and Toshiba devices have become 

split amongst each other and are classified 

significantly worse. However, Philips and Siemens 

devices are predicted more accurately on the original 

images. Interestingly, prediction mistakes for a certain 

class often fall into just one single, other class. 

Nevertheless, the relatively low accuracy on either 

type of input image indicates that classification based 

on image correlation with a reference pattern may be 

insufficient to make accurate predictions on  

extensive datasets. 
 

 

Table 2. Classification accuracy by correlation on extracted 

noise patterns of CT images. 

 

 Philips Siemens GE Toshiba 

Philips 29.55 % 33.9 % 22.4 % 14.15 % 

Siemens 37.78 % 35.92 % 14.58 % 11.72 % 

GE - - 100 % - 

Toshiba - - - 100 % 

Average 66.4 % accuracy 

 

                                                           

 
1 https://www.dicomlibrary.com/dicom/ 2 Available at: http://dde.binghamton.edu/download/ 

camerafingerprint/ 



2nd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2020),  

18 - 20 November 2020, Berlin, Germany 

158 

 
 

Fig. 4. The CNN architecture used for the classification of CT scanners. 

 

6.2. Classification with Neural Networks 

 

As can be seen in Table 5, the CNN reaches 

significantly better results and achieves up to 93.6 % 

classification accuracy on the noise patterns of CT 

slices. This is a significant improvement over the 

correlation-based experiments which achieved a 

maximum accuracy of 66.8 %. In addition, the neural 

network also outperforms the work of [12] which 

performed classification on just 3 manufacturers. 

Moreover, the deep learning classifier reached 1.1 % 

higher accuracy on the classification of noise patterns 

as opposed to the classification on original, 

unprocessed CT slices, presented in Table 4. This 

result suggests that the extraction of device 

fingerprints does not interfere with the capability of the 

neural network to learn its own features. Interestingly, 

the misclassifications shown in Table 4 also continue 

to support the apparent similarity between Siemens 

and Philips devices already highlighted in Section 6.1. 

 

 
Table 3. Classification accuracy by correlation  

on unprocessed CT images. 

 
 Philips Siemens GE Toshiba 

Philips 77.85 % 22.15 % - - 

Siemens 29.66 % 53.91 % 13.43 % 3.00 % 

GE - - 76.5 % 23.5 % 

Toshiba - - 40.97 % 59.03 % 

Average 66.8 % accuracy 

 

 
Table 4. Classification accuracy on unprocessed CT images 

with a neural network. 

 
 Philips Siemens GE Toshiba 

Philips 72.63 % 27.37 % - - 

Siemens 1.27 % 98.73 % - - 

GE - - 100 % - 

Toshiba - - - 100 % 

Average 92.5 % accuracy 

 

 
Table 5. Classification accuracy on extracted noise patterns 

of CT images with a neural network. 

 
 Philips Siemens GE Toshiba 

Philips 98.55 % 1.45 % - - 

Siemens 8.40 % 77.82 % - 13.78 % 

GE - - 100 % - 

Toshiba - - - 100 % 

Average 93.6 % accuracy 

6.3. Effect of Data Split 

 

Finally, the CNN has also been evaluated on the 

naive train/test split in which data is solely separated 

based on individual slices (Fig. 2). Table 6 shows that 

this approach indeed significantly favours the 

classification. The classifier reaches an accuracy of 

99.8 % which even outperforms the much smaller 

setting presented in [4]. This result consequently 

confirms the hypothesis that the classification of CT 

scanner manufacturers still requires careful 

consideration when the data is split into separate sets. 

 

 

7. Conclusion 
 

In this paper, we presented several experiments 

aimed to classify CT scanner manufacturers based on 

individual, 2D CT image slices. We evaluated an 

existing approach, based on the work of [4], on a larger 

dataset and under stricter conditions. Next, in our 

approach, we evaluated a CNN on the same task. For 

both approaches, we performed an additional  

pre-processing step which extracts the noise 

component from a CT slice to obtain a representation 

of the underlying device fingerprint. We compared this 

pre-processing step to the classification based on the 

original, unprocessed images. Finally, we showed that 

this classification task requires careful consideration 

when splitting the data in respective train and test set. 

The results have shown that the classification 

approach based on reference patterns is not suitable for 

larger datasets, which naturally carry more variation. 

In addition, the extraction of the SPN had no 

significant impact on the performance of this 

approach. Conversely, the CNN showed outstanding 

accuracy, and with an accuracy of up to 93.6 %, even 

out-performed existing work. The classification on the 

SPN-fingerprint performed only slightly better than 

the unprocessed images. However, the gained 

performance is only marginal and may become less 

significant in fully optimized networks. 

 

 
Table 6. Classification of CT images using a slice-based 

data split. 

 
 Philips Siemens GE Toshiba 

Philips 99.57 % 0.43 % - - 

Siemens - 100 % - - 

GE - 0.14 % 99.64 % 0.21 % 

Toshiba - - - 100 % 

Average 99.8 % accuracy 
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Fig. 5. Creation of reference patterns for a certain amount of devices, given a set of slices from known devices. 

 

 

 
 

Fig. 6. The process to determine the class of unknown slices, given a precomputed set of reference patterns. 

 

 

8. Discussion and Future Work 

 
The results of the experiments have shown that 

CNNs are an effective method to classify scanner 

devices based on CT imagery. Nevertheless, this work 

primarily serves as a first step towards scanner 

classification based on neural nets. As such, the 

methods used in this work may still be optimized. The 

neural networks applied in the experiments are based 

on existing architectures and setups, with slight 

modifications to suit the dimensions and the amount of 

data. As such, there is still ample opportunity to 

improve the existing classifiers based on additional 

domain expertise. In addition to the network 

optimization, the extracted noise pattern may also be 

substantially optimized. The current noise pattern to 

establish the fingerprint was originally intended for 

ordinary photo cameras, yet has also shown 

applicability for CT scanners. However, in [11], 

improvements have already been made by applying 

more sophisticated device fingerprint based on the 

reconstruction algorithm of CT scanners. In addition, 

denoising of CT images is an extensively explored 

topic, and existing methods in this field may also 

benefit the extraction of more accurate device 

fingerprints. 
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Summary: Bitcoin is used worldwide for digital payment or simply for investment purposes. Bitcoin price prediction is an 

interesting research problem in current scenario. In this paper, we have studied the application of machine learning approach 

in predicting the future price of bitcoin. Many dynamic factors effect Bitcoin prices and accurate predictions form strong base 

for investment decisions. In this study, we have collected the live data corresponding to bitcoin from quindle.com containing 

8 features. Then we have compared the prediction performance of 11 regression algorithms. It is found that Lasso regression 

with a combination of generalised linear regression outperformed others with an improvement of 9 % accuracy over other 

regression algorithms. 

 

Keywords: Machine learning, Regression, Bitcoin price prediction. 

 

 

 

1. Introduction 
 

Bitcoin is a novel digital currency system which 

functions autonomously without any central governing 

authority. Bitcoin is used worldwide for digital 

payment and for investment purposes. Bitcoin is 

decentralized i.e. it is not owned by anyone. Bitcoin 

trades enable individuals to sell/purchase bitcoins 

utilizing various currencies. The largest Bitcoin 

exchange is Mt Gox [13]. 

Exchanges made by bitcoins are simple as they are 

not attached to any nation. The record of all the 

transactions, the timestamp data is stored in a specific 

kind of distributed ledger called Blockchain. Each 

record in a blockchain is called a block. Every block 

stores digital information pertaining to the transaction 

viz. date, time and amount involved in transaction. 

Every block is connected to its previous block to form 

blockchain. During transactions the user’s identity is 

maintained private strictly, but only their wallet ID is 

made public. Payments are processed by a peer-to-peer 

network of users over the web. Bitcoins can be 

exchanged with other currencies in the exchange 

office, where all transactions are stored on the order 

book. The Bitcoin’s value changes dynamically. The 

parameters affecting Bitcoin price prediction are 

different from those used in stock market price 

prediction. Therefore, it is necessary to predict the 

value of Bitcoin so that correct investment decisions 

can be made. Bitcioin price can be predicted efficiently 

using Machine learning algorithms. 

In this work, we focus on the short-term price 

prediction of bitcoin from machine learning 

perspective. 
 

2. Literature 
 

Given a training set {(X1,y1), (X2,y2)…(Xm, ym)}, 

where each XiRn representing the input space and 

yiR denoting the target value, the aim of the 

regression problem is to fit a function that can 

approximate the value of y for an X not in the training 

set. Bitcoin price prediction can use this model 

efficiently in which Xi representing the vector of 

features affecting price of bitcoin, based on which the 

future price yi can be predicted. 

Ciaian et al., [1] studied the conventional as well as 

specific factors that contribute to the future BitCoin 

price formation such as market forces and Bitcoin 

attractiveness for investors and users. Their framework 

is rooted on the popular Barro model. The authors 

extract daily data for a period of five years and apply 

time-series based mechanisms. McNally et al, [2] have 

quantified the accuracy by considering Bitcoin Price 

Index using Bayesian recurrent neural network (RNN) 

and Long Short Term Memory (LSTM) network. 

Another model based on deep learning found in 

literature is ARIMA model. The non-linear deep 

learning methods outperform the ARIMA. Madan et 

al., [4] used machine-learning approach to predict 

Bitcoin price. The authors predict the sign of the daily 

price change using the data with 25 features 

corresponding to the Bitcoin price as well as payment 

network for a duration of five years. Further, the 

authors focus on the Bitcoin price data alone during 

different time durations. Katsiampa et al, [3] have 

studied optimal conditional heteroskedasticity model 

with regards to goodness-of-fit to Bitcoin price data. 

They found that the AR-CGARCH model emphasised 

the need of both short-run as well as long-run 

component of the conditional variance in  

price prediction. 

Dyhrberg et al [5] have explored the hedging 

capabilities of bitcoin. Their work applies asymmetric 

GARCH methodology. The outcomes show that 

bitcoin can be utilized as a support against stocks in the 

Financial Times Stock Exchange Index. In their 
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investigation, they have found that Bitcoin and gold 

stocking have similar hedging abilities. More recent 

works on bitcoin price prediction can be found in [8] 

and [9]. The summary of literature is tabulated in 

Table. 1. 

 

 

Table 1. Summary of literature. 

 
Name/Author/Year Techniques Used Limitations 

Predicting the price of Bitcoin 

using machine learning,  

S. McNally, 2016. 

Price prediction using recurrent neural 

networks (RNNs) and long short-term 

memory (LSTM) 

A machine trained only with Bitcoin 

price index and transformed prices 

exhibits poor predictive performance. 

The economics of Bitcoin price 

formation,  

P. Ciaian, M. Rajcaniova,  

D. Kancs, 2016. 

Linear model by considering related 

information that is categorized into 

several factors of market forces, 

attractiveness for investors, and global 

macro-financial factors.  

They assume that market forces and 

attractiveness for investors influence 

Bitcoin prices but with variation over 

time.  

Automated Bitcoin trading via 

machine learning algorithms,  

I. Madan, S. Saluja, A. Zhao, 

Dept. Comput. Sci., Stanford 

Univ., Stanford, CA, USA, Tech. 

Rep., 2015 

Price prediction problem as a binary 

classification task. 

Does not explore or disclose the 

relationship between Bitcoin price and 

other features in the space, such as 

market capitalization. 

Volatility estimation for Bitcoin: 

A comparison of GARCH models, 

P. Katsiampa, Econ. Lett.,  

Vol. 158, pp. 3-6, Sep. 2017 

Optimal conditional hetero 

skedasticity model with regards to 

goodness-of-fit to Bitcoin price data.  

Considers only volatility and not price 

prediction 

Hedging capabilities of Bitcoin. Is 

it the virtual gold?,  

A. H. Dyhrberg, Finance Res. 

Lett., Vol. 16, pp. 139-144,  

Feb. 2016. 

Hedging capabilities of bitcoin by 

applying the asymmetric GARCH 

methodology used in investigation  

of gold.  

Only hedging is discussed, no price 

prediction is done 

 

 

3. Proposed Approach 

 
The proposed approach acquires time-series data 

recorded daily for five certain time period at different 

time instances, and normalizes and smoothens. Then 

from the pre-processed data, the features and 

parameters are extracted. The accuracy is compared 

with different models after the final prediction. 

The execution is carried out in the following steps. 

 

 

3.1. Dataset Collection and Preprocessing 

 

As Bitcoin is a kind of stock traded in stock market, 

dataset is available in plenty with all-time intervals. 

We have collected live data from quandl.com during 

the period 2011 to till date. This provided us the most 

comprehensive bitcoin price in date wise data. Dataset 

is extracted to CSV file. The features Time_stamp, 

Open, High, Low, Close, Volume_btc, 

Volume_currency, Weighted_price are extracted and 

used in the prediction task. 

 

 

3.2. Split Dataset as Train and Test Set 

 

10-fold cross validation is used for evaluating the 

prediction performance. 80 % of the of data is taken as 

training input for constructing the machine learning 

model and the remaining 20 % of data is considered as 

test set for performance prediction. The process is 

repeated for 10 times and the average of 10 iterations 

are reported. 
 

 

3.3. Machine Learning Algorithms Used to Predict  

      Price of Bitcoin 
 

The standard regression techniques of Linear 

regression (LR), Logistic regression (LGR), Support 

Vector Machine(SVM), Multivariate Regression and, 

Multiple Linear Regression (MLR), Partial Least 

Squares (PLS), Support Vector Regression (SVR), 

Back-Propagation Neural Network (BPNN), K 

Nearest Neighbours (kNN), Decision Trees (DT), 

Gradient Boosted Machine(GBM), Random Forest 

(RF) and LOSSO are applied on train data and 

evaluated on test set. The Lasso Regression algorithm 

introduces the L1 regularization term that plays a vital 

role in feature selection. The Grid Search logic is 

applied in this model for hyperparameter tuning in 

order to achieve optimum performance. A maximum 

of 100000 iterations are computed using the LASSO 

regression model. The model performed well with  

high accuracy. 

 

 

3.4. Evaluation Measures 
 

It is a common practice to evaluate the prediction 

performance of a regression problem using MAE, 
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RMSE and Accuracy [10]. Let y and ŷ be vector of 

actual and predicted values and n be the number of 

samples. The measures are given below. 

RMSE: Root Mean Square Error is normalized 

distance between predicted and actual values. 
 

 

 

(1) 

 

MAE: Mean Absolute Error is the average of the 

absolute difference between the predicted values and 

observed value. 
 

 

 

(2) 

 

Accuracy: Accuracy is another evaluation measure 

to evaluate the performance. Accuracy is defined  

as follows: 

 
(3) 

  

. Results 
 

The proposed work is implemented in Python 3.6.4 

with libraries scikit-learn, pandas, matplotlib and other 

mandatory libraries. We have downloaded dataset 

from quandl.com with necessary authentication keys. 

The data downloaded contains up-to date data. The 

dataset is 80 % considered as train set and 20 % 

considered as test set. Five days forecast price 

prediction is done. The experimental results are shown 

in Fig. 1. It is observed that all the regression 

algorithms produced a minimum accuracy of 50 %. 

LASSO in combination with GLM has given highest 

prediction accuracy with an improvement in terms of 

RMSE, MAE as well as accuracy. Neural Network 

based algorithms performed well over other methods. 

 

 

 
 

Fig. 1. Results of Bitcoin Price Prediction. 

 

5. Conclusion 

 
Bitcoin is a popular cryptocurrency, and it has been 

studied in depth in financial and computer science 

fields. In this work, we analyze the time series of 

Bitcoin price with various regression models for 

forecasting price for five days. The experimental 

results show that Lasso regression in combination with 

generalized linear regression outperforms the other by 

high accuracy on price prediction. 
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Summary: In this paper, a new reversible data hiding scheme for binary images is proposed. Hidden data is embedded into 

the binary image by modifying pixels based on a reference block created around them. The host pixels are processed as 

horizontally connected pairs. The nearest neighboring pixels to each host pair are considered reference pixels, forming a 

reference block. The host pairs are classified based on the reference block pixel distribution. This distribution is also used to 

evaluate the embedding distortion caused by replacing the host pair with two hidden data bits. The proposed approach selects 

the distribution that provides the required capacity at the lowest embedding distortion. 

 

Keywords: Reversible data hiding, Binary images, Block based. 

 

 

1. Introduction 

 
Reversible data hiding (RDH) algorithms embed 

hidden data into a host file, allowing for the exact 

recovery of both the host and the data. Specialized 

RDH approaches were developed based on the host file 

(see [1]): images (graylevel, color and binary), audio 

samples, video files and encrypted data. 

Several RDH frameworks (most notably [2-4]) 

were developed for binary images, facilitating owner 

identification in a wide range of applications (most 

notably scanned documents and digital signatures). 

Both [2] and [3] split the host image into  

non-overlapping pixel sequences, these sequences are 

then classified based on their distribution [2] or by 

converting them into decimal values [3]. Two 

sequence types are selected as the host values for the 

hidden data. A hidden bit is inserted into each selected 

sequence by changing from one type to another. 

Ideally, one of the two selected types has no 

corresponding sequences in the original image and the 

other type has enough sequences to provide the 

required capacity. Otherwise, a location map is used to 

determine the original distribution. 

The recent framework of [4] splits the host into  

3×3 pixel blocks. The blocks are classified into 

patterns, the patterns are ordered based on the 

distortion produced by changing their values. A pattern 

that provides the required capacity is selected and a 

rather similar pattern with few or no image blocks is 

determined. If the second pattern exists, it is vacated 

by flipping the bit value of the central pixel of the block 

and a location map is used to identify such changes. 

The main drawback of [4] is its limited capacity, i.e., a 

3×3 block can contain at most one bit of hidden data 

providing a theoretical maximum embedding capacity 

of 1/9 of the image size. Furthermore, blocks 

containing all white or black values cannot be used (the 

introduced distortion is visible) and only one primary 

block pattern is used for direct data hiding. 

The proposed RDH corrects the above-mentioned 

drawback of [4] by improving the initial selection of 

the blocks. Thus, the theoretical maximum capacity 

increases 3 times, from 1/9 to 1/3 of the image size. 

This significantly improves the pattern value 

distribution, allowing for the direct bit-flipping of the 

host pixels, bypassing the need to find/create a similar 

pattern with no values. The implementation of the 

proposed RDH framework for binary images is 

discussed in the next section. 

 

 

2. Improved Pixel Selection for RDH  

    in Binary Images 

 
The proposed RDH algorithm starts by splitting the 

image into two distinct regions: host and reference 

(shown in Fig. 1). Let 𝑥 denote a pixel from the host 

region and 𝑟 denote a reference pixel. Only 𝑥 pixels 

can be modified by the embedding algorithm. 

The host pixels are processed in pairs. Each 

(𝑥1, 𝑥2) pair is surrounded by ten reference pixels  

(𝑟1, 𝑟2, …, 𝑟10). In order to avoid artifacts, a block-

based embedding approach derived from [4] is 

introduced. The ten reference pixels around the host 

pixels (see Fig. 1) constitute the pattern used to classify 

the blocks. Two patterns are also considered identical 

if the 180° rotation of one produces the other. Note that 

(contrary to [4]) the pattern blocks can overlap as long 

as the overlapping area contains only reference pixels 

(which are not influenced by the data embedding 

process). 

The selected host pattern for the hidden data varies 

based on both the required embedding capacity and the 

pattern distribution of the host image. In order to 

ensure the proper extraction of the hidden data, the 

selected pattern must be known at the decoding stage. 

In other words, the data hider must transmit this 

information to the receiver for him/her to be able to 

access the hidden data. A simple reserved area 
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approach is used to transmit the parameters required by 

the data extraction algorithm. The first eight  

non-uniform blocks of the image form the reserved 

area and are used to store the embedding parameters 

(selected pattern and location map size). The original 

𝑥 values of the reserved area blocks are appended to 

the hidden data bit-stream (in order to allow their 

proper restoration after the data extraction process is 

completed). 

 

 

 
 

Fig. 1. The distribution of host pixels 𝑥 and reference pixels 

𝑟 in the image and a reference block. 

 

 

For each pattern type, the bit-flipping distortion 

cost is determined by first computing: 

 

𝐷𝑥1,𝑥2
 =  ∑ 𝑤𝑖

10
𝑖 = 1 𝑓(𝑥1, 𝑟𝑖) + ∑ 𝑤𝑖

10
𝑖 = 1 𝑓(𝑥2, 𝑟𝑖), (1) 

 

where 𝑤𝑖  =  {
0.7, if 𝑖 ∈ {1,4,7,10}
1, otherwise

 is the weight of 

each reference pixel based on its proximity to the host 

pixels and 𝑓(𝑥, 𝑟𝑖)  =  {
0, if 𝑟𝑖  =  𝑥
1, if 𝑟𝑖 ≠ 𝑥

 is introduced to 

allow only values with 𝑟𝑖 ≠ 𝑥 to contribute to 

distortion estimation (see [4] for a complete 

description). Note that the 𝑤𝑖 wights are determined 

based on the proximity of each 𝑟𝑖 reference pixel to the 
(𝑥1, 𝑥2) host pair. Orthogonal neighbors have 𝑤𝑖  =  1, 

diagonal neighbors have 𝑤𝑖  =  0.7. 

All four possible values of (𝑥1, 𝑥2) are evaluated 

with equation (1). Based on the original distribution of 

(𝑥1, 𝑥2), the distortion cost of selecting a pattern is 

computed as: 

 

𝐷𝐶  =  
𝑛0,1 + 𝑛1,0 + 𝑛1,1

4
𝐷0,0 +

𝑛0,0 + 𝑛1,0 + 𝑛1,1

4
𝐷0,1 +

+
𝑛0,0 + 𝑛0,1 + 𝑛1,1

4
𝐷1,0 +

𝑛0,0 + 𝑛0,1 + 𝑛1,0

4
𝐷1,1,

 (2) 

 

where 𝑛0,0 is the number of blocks with the current 

pattern and (𝑥1, 𝑥2)  =  (0,0). In other words, there are 

𝑛0,0 pairs/blocks with (0,0) of which a quarter remains 

unchanged (the corresponding hidden bits are also 

(0,0)), a quarter becomes (0,1) producing a distortion 

of 𝐷0,1 and so on. The size of the location map needed 

to restore the original values of the host pairs is also 

estimated for each pattern. 

For a given embedding capacity, the optimal host 

pattern is the one with the lowest distortion cost that 

can provide space for its losslessly compressed 

location map, the needed capacity and the 16 original 

bit values of the pixel pairs in the reserved blocks. 

The original (𝑥1, 𝑥2) values of each block with the 

selected pattern are stored in a position map (which has 

four possible values). The map is then losslessly 

compressed. The compressed map is appended to the 

hidden data bit-stream together with the original values 

of reserved area blocks. The selected blocks are then 

used as a host for two bits of data. The (𝑥1, 𝑥2) host 

pair is replaced with the two bits. 

At the decoding stage, the receiver identifies the 

reserved area as the first eight non-uniform blocks of 

the image. The embedding parameters (the selected 

pattern and the location map size) are then read from 

the 𝑥 values of the reserved area blocks. The remaining 

blocks of the host image are processed one-by-one. If 

the current block has the selected pattern, then the 

hidden data is read from the corresponding (𝑥1, 𝑥2) 

host pair, otherwise the block is skipped. The extracted 

hidden data bit-stream is separated from the auxiliary 

information that was appended to it (the compressed 

location map and the original (𝑥1, 𝑥2) values of the 

reserved area). Note that the auxiliary data is of known 

position (at the start of the initial bit-stream) and size 

(fixed for the reserved area and stored value for the 

compressed map size). The position map is 

decompressed and is used to indicate the original 
(𝑥1, 𝑥2) values of each block with the selected pattern. 

The reserved area blocks are restored using their 

original stored values from the auxiliary  

data bit-stream. 

 

 

 
 

Fig. 2. RDH example on Document: original (left) and embedded with 128 bits (center, DRD of 0.04) and 512 bits  

(right, DRD of 0.17) of hidden data. 
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Fig. 3. Other initial test images: CAD, Painting and Pattern. 

 

 
 

Fig. 4. Distribution of embedding bit-rates on the Tobacco3482 test set. 

 

 

3. Experimental Results 

 

In this section, the performance of the proposed 

RDH approach is evaluated. The distance-reciprocal 

distortion (DRD) metric of [5] is used to determine the 

RDH embedding distortion (a lower value indicating 

lower distortion). The DRD value is compering the 

modified host image to its original counterpart. If a 

pixel has a different value from its original, then a 

block is created around it, the pixels in the block have 

different weights based on their proximity to the block 

center and their weighted values are used if they differ 

from the current modified pixel. 

Fig. 2 shows two examples of host images 

containing 128 and 512 bits of hidden data. Compared 

to the original, the image containing 128 hidden bits 

has no noticeable distortion. One the other hand, the 

distortion on the 512 bit host is slightly visible, but it 

can be mistaken for scanning errors. The uniform areas 

remain unaffected for both examples. 

The experimental results on four test images (the 

test set in [4], shown in Fig. 2 and 3) are presented in 

Table 1. The proposed approach outperformed both [3] 

and [4] on all test images. Under the same embedding 

capacity constraints, the proposed approach offers a 

smaller DRD value. Therefore, the proposed approach 

introduces a smaller distortion for a given embedding 

capacity. Furthermore, the proposed scheme also 

offers a larger maximum capacity: 1070 bits on CAD 

(DRD of 0.31), 322 bits on Painting (DRD of 0.08), 

370 bits on Pattern (DRD of 0.05) and 638 bits on 

Document (DRD of 0.21). 

 

Table 1. Results for the n-pairs scheme of [3], the SFD 

framework of [4] and the proposed approach. 
 

Test 

Image 

Capacity 

[bits] 

DRD 

n-pairs SFD proposed  

CAD  101 0.08 0.05 0.04 

Painting 171 0.11 0.1 0.05 

Pattern 66 0.02 0.02 0.01 

Document 68 0.05 0.03 0.02 

 

The maximum embedding capacity of the proposed 

approach is also evaluated on the Tobacco3482 test set 

(introduced in [6]). This set contains 3482 binary test 

images of different sizes (from 1575 × 1200 to 

3296 × 2544 pixels) representing scanned forms, 

letters, newspaper clippings, advertisements and other 

such documents. In order to directly compare the 

results on images of different sizes, the maximum 

capacity results are shown in Fig. 4 as bit-rates 

measured in bits-per-pixel (bpp). Extremely small 

embedding bit-rates were only observed on  

12 Tobacco3482 images (with 0.00004 bpp, equivalent 

to capacities of at least 80 bits). A total of 2714 test 

images from the set offer a maximum bit-rate equal or 

higher than 0.001 bpp, offering a capacity between 

1890 and 8385 bits (depending on the host image size). 

Bit-rates of 0.005 bpp or higher were observed on  

158 test images, of which only 11 images offer more 

than 0.0075 bpp. 

 

 

4. Conclusions 
 

An improved pixel selection strategy for RDH in 

binary images was introduced. The proposed 
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distribution of host and reference pixels allows for 

improved capacities at lower embedding distortion, 

outperforming other state-of-the-art RDH schemes. 
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Summary: Speech is a unique way of communication among humans. Speech is a complex method of communication systems 

when compared to other methods. As humans, we do use non-speech, which is non-verbal communication to convey the 

information. Nonverbal communication does not only concentrate on the meaning of words, but it also provides information 

such as: what kind of emotional state the person is in. Non-verbal communication provides a higher level of information, which 

includes characteristics of a human voice and in this paper we will show how we can use these characteristics to  

identify a person. 
 

Keywords: Human voice, Speech, Verbal/Non-verbal communication, Emotional state, Speaker identification. 
 

 

 

1. Introduction 

 
Human voice is extremely difficult to analyze and 

then recognize. There are two types of human voices: 

verbal and non-verbal. Human life starts with  

non-verbal communication with others. On average, 

children under the age of two, use the production of 

sounds instead of words, to communicate. On the other 

hand, people who cannot speak use nonverbal 

communication too. Both children and mute people 

can efficiently communicate, then share information 

and emotions without using words. 

Verbal communication is one of the most common 

methods used for communication. It uses words to 

convey information to others and provides the 

information of a speaker [4]. Verbal communication 

assists in the identification of a speaker too, but not all 

the time. Verbal speech specifies a speaker's accent, 

speaking style, and pronunciation, etc. Typically, as 

humans, we can identify a speaker high accuracy, but 

we use a combination of parameters to identify a 

person such as a speaker accent, speaking style, and 

pronunciation, etc [1, 2]. 

Table 1 provides the variation of human speech and 

how verbal communication is not mandatory for 

identification. 

 

 
Table 1. Variations of a Human Voice. 

 

Variation 

in Speech 
Modulation 

Types of 

Speech 

Reading a book with normal/angry mode. 

Giving a lecture in a classroom 

Effect of 

Audience 

With whom we are talking such as: 

kids/parents/friends/lectures/strangers 

Emotional 

States 
Happy/sad/angry/excitement 

Life Span Age, Kids/adults, Teenagers/elder 

Types of 

Voices 
Laugh/cry/scream 

 

2. Production of a Human Voice 

 
The input for human voice is air which passes 

through the lungs, then through vocal cords to produce 

a sound as shown in Fig. 1. Sound is one of the ways 

of communication, but it does not help us understand 

what a speaker is trying to convey [7, 9]. The final 

product, voice/sound, is produced with the help of 

mouth, lips, and tongue. 

 

 
 

Fig. 1. Human Voice Production. 

 

 

2.1. Characteristic of a Human Voice 

 

Humans can identify a speaker, regardless of the 

situation. For example, imagine someone is sitting 

behind you. You can hear but cannot see them and 

cannot understand what they are talking about since 

you don’t know the language. However, you have 

enough data to evaluate a speaker which includes 

gender, approximate age, and you can predict their 

emotion [5, 8]. But what necessary information is 

required to identify the speaker? To identify a speaker, 

one should be able to recognize the individual pattern 

of that voice [6]. There are three different 

characteristics of a human voice: frequency, timbre, 

and volume. The frequency of a voice depends on the 

number of vibrations of the vocal cords [10]. The vocal 

cords of men, who are perceived to have a lower 

number of vibrations per second, are normally between 
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100-130 vibrations per second. On the other hand, the 

vocal cords of women, who are perceived to have a 

higher number of vibrations per second, is normally 

between 180-220 vibrations per second. The second 

characteristic, the timbre, distinguishes sounds that 

have the same frequency and loudness (volume). 

Timbre is also called as tone color or tone quality. For 

example, each instrument has a different timbre, which 

is represented by comparing harmonics that are present 

besides the fundamental frequency. Lastly, the volume 

or amplitude of a voice is the vibrations that affect 

loudness. The higher the amplitude of the vibrations, 

the larger the amount of energy carried by the wave. 

The units of volume are measured in decibel (dB). 

Volume relates to how the waves, produced by the 

vocal cords, are amplified within the body based on 

factors like the speakers’ mood, with whom the person 

is conversing, the context of the conversation,  

and so on. 

 

 

 
 

Fig. 2. Characteristics of a Voice. 

 

 

3. Methodology 

 
The experiment was conducted with the help of 

both female and male participants. A script was 

developed for participants to read a list of sentences. 

The script below shows a sample of what 

participants will be asked to read, which will be 

recorded for the study. It is only an indication as further 

improvements may be performed before the actual 

running of the data gathering to improve the data set 

towards its final goal. 

1. The boys enjoyed playing dodge ball every 

Wednesday; 

2. Please give me a call in ten minutes; 

3. I love toast and orange juice for breakfast; 

4. There is heavy traffic on the highway; 

5. If you listen closely, you will hear the birds; 

6. My father is my inspiration for success; 

7. I will be in the office in 10 minutes; 

8. I will go to India to meet my parents; 

9. Turn the music down in your headphones; 

10. It all happened suddenly. 

3.1. Initial Analysis 

 
A proposed voice recognition system aims to 

generate voice patterns that are independent of spoken 

language. Participants voice is required to provide an 

input to the voice recognition system for testing and 

development purposes. A consent form has been 

prepared for the participant, explaining the purpose of 

research and participants are asked to go through the 

form before recording is started. All participants are 

older than 20 years and know the English language. 

Participants were asked to read out a script prepared by 

a researcher, which consists of ten sentences which 

include all phonemes in the English language. 

 

 

3.2. Spectral Analysis 

 
Spectrum analysis is an analysis, which provides a 

sound wave in terms of frequency [3]. The sound of a 

voice is created from vibrations produced by her/his 

vocal folds. By applying FFT to a participant’s voice 

recording, the frequency of the highest peak among the 

participants is observed. 

A person can be identified by looking at the 

frequency of the highest peak from the FFT waveform 

as shown in the table. 

An additional test was performed, that is, the voice 

of participants were recorded at different times during 

the day, and on alternate days, and so on, to observe if 

there is any change in dominant frequency. The 

observed values were noted in the Table 1. 
 

 

Table 1. The Frequency of highest peak per participant 

from Day 1 to Day 10. 

 

Human 
Min. 

Fre 

Max. 

Fre 
Mean Median 

1 130 140 135.5 136 

2 140 145 142.8 142 

3 165 170 167.2 167 

4 23 28 24.9 25 

5 170 177 172.3 172 

6 245 272 258.1 258.5 

7 410 467 436.6 444.5 

8 380 430 402.5 397.5 

9 340 450 368.8 363.5 

10 308 350 319.9 319 

11 440 510 460.8 458.5 

12 660 700 675 670 

13 285 346 300 290 

14 220 290 246.1 235 

15 45 75 57.5 57.5 

16 84 90 87.7 88 

17 97 124 109.5 111 

18 135 160 144.8 146.5 



 

171 

19 195 223 202.8 196 

20 123 135 128.5 127.5 

21 115 150 124.7 119 

22 295 345 312.5 305 

23 180 220 190.6 185.5 

24 207 240 214.7 210 

25 95 112 100 98 

26 150 181 171.2 180.5 

27 250 383 332.9 361 

28 254 350 299 296 

29 114 320 167.1 138.5 

30 243 362 305.8 312 

31 173 340 231.3 212.5 

32 210 2323 457 254 

33 170 200 180.9 180.5 

34 219 240 225.7 220 

35 187 240 203.3 196 

36 128 143 133.3 130 

37 182 250 201.9 192.5 

38 142 175 156.1 153 

39 193 255 218 211.5 

40 135 170 153.3 156.5 

41 131 362 255.5 273 

42 118 257 189.4 192 

43 118 136 123.6 120.5 

44 129 151 139.7 140 

45 119 173 145.3 137.5 

46 114 148 133.9 137 

47 126 223 166.4 151 

48 100 151 121 119.5 

49 119 193 146 137.5 

50 115 241 192.9 195 

51 129 190 145.4 135 

52 167 243 188.9 172.5 

53 97 132 111.6 105 

54 174 210 186.7 187.5 

55 180 255 238.9 246.5 

56 115 126 118.2 116.5 

57 178 255 201.8 190 

58 108 193 136.2 128.5 

59 132 213 164.6 147.5 

60 104 204 154.3 157.5 

61 110 190 154.7 152.5 

62 105 198 143.8 136.5 

63 111 178 133.7 118.5 

64 113 198 137.9 128.5 

65 156 255 212.7 227.5 

66 102 223 154.9 150 

67 120 199 163.8 171 

68 185 239 219.2 223 

69 149 196 163 158.5 

70 176 195 185.4 187 

71 168 200 179.9 174 

72 245 250 247.9 248 

73 138 179 150 142.5 

74 198 250 212.8 199.5 

75 229 245 235.4 234 

76 128 251 199 192.5 

77 125 250 188.1 188.5 

78 181 255 216.7 220.5 

79 110 135 123.3 121.5 

80 162 210 181.2 178.5 

81 83 99 89.1 86.5 

82 180 250 207.8 200.5 

83 237 255 245.9 248.5 

84 85 160 126.2 131.5 

85 85 255 161.3 159.5 

86 117 243 168.2 174 

87 90 255 160.4 148.5 

88 100 255 171.3 155.5 

89 85 121 96.4 95 

90 115 255 173.1 160 

91 100 120 110.3 112 

92 100 255 192.9 215.5 

93 100 231 155.8 146.5 

94 87 210 145.7 130.5 

95 231 255 246.4 249.5 

96 130 231 204.3 205.5 

97 87 111 95.5 95 

98 115 232 177.4 183.5 

99 100 234 158.6 149 

100 91 231 163.5 187 

 

 

3.3. Parameters of a Human Voice 

 
Frequency range values have been observed from 

Spectral anlaysis. Each person has a specific frequency 

range, by looking at the frequency range, we can 

eliminate more than half of the population. However, 

what if two participants have the same frequency 

range? What are the other parameters that one has to 

consider in order to identify a person. 

 

 
3.3.1. Speech Rate 

 
People communicate with each other at different 

speech rates. Speech rate is considered as one of the 

parameters to identify a speaker. A participant voice 

(speaking in the English language) was recorded  

6 times, in a noiseless room. 100 participants were 
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requested to read a script as shown below. However, 

25 participant's speech rate was calculated and 

mentioned in Table 2. These observations presented 

which include different types of speech rates – most of 

them are comparatively constant and some who have 

varied results with each recording. 

 

 
Table 2. Speech Rate per Minute. 

 
Number 

of 

Partici-

pants 

Speech Rate (words per minute) 

Recor

ding 1 
2 3 4 5 6 

1 102 98 110 108 104 102 

2 120 115 112 114 112 110 

3 118 112 114 106 110 118 

4 130 132 134 122 118 125 

5 128 120 135 110 115 120 

6 98 92 96 98 100 96 

7 128 120 135 110 115 120 

8 127 127 126 130 134 135 

9 100 110 120 110 115 120 

10 142 140 141 142 140 140 

11 110 115 114 112 110 110 

12 108 110 120 110 115 120 

13 118 112 114 106 110 110 

14 130 134 132 128 125 127 

15 128 120 135 110 115 120 

16 127 127 126 130 133 134 

17 145 150 150 148 150 150 

18 138 135 140 140 135 135 

19 125 126 125 125 125 125 

20 130 125 115 118 120 120 

21 90 95 95 90 92 90 

22 138 137 138 135 136 136 

23 148 150 126 150 150 145 

24 128 132 128 130 130 130 

25 140 140 140 140 140 140 

 

 
3.3.2. Accent 

 

Accent is one of the keys to human speech to 

identify their locality. An accent provides various 

details about a speaker, such as an ethnicity, social 

status, and their first language. We tend to mimic a 

persons’ accent subconsciously when they have a 

conversation with each other. Everyone has a unique 

accent in their speech community. Hence, we can use 

an accent to identify a speaker, however, it will be 

difficult if all the speakers are from the same locality. 

 

 
3.3.3 Pauses 

 
During the speech, there are two types of pauses: 

Pause by a user, and Natural Pause. 

Pause by a user occurs: 

 While giving a presentation, we make sure to 

give a pause in between our words to ensure 

the, audience is listening; 

 While discussing a project topic with our 

supervisor/project leader; 

 Depending on the context conversations. 

Natural pause will occur without our knowledge or 

consciousness, in situations such as: 

 While talking in our first language. 

 Conversations with parents/family/friends. 

 When giving a speech on something you are 

very well-versed in. 

 

 

3.3.4 Speech Variation 

 

Human voice changes over time, from birth 

through puberty. For example, kids/infants sound 

different as compared to adults. Voices sometimes 

change during day and night. I have recorded peoples’ 

voices in the morning and evening time and their 

relative amplitude and frequency values changed 

based on various reasons. 

 Participants are more active in the morning 

and they became tired by the night because of 

work during the daytime. 

 Some participants were active in the evening 

since they were about to go home. 

 Some participants sounded the same during 

morning and evening hours. 

 

 

4. Results 

 
A speaker’s voice varies based on several factors 

and situations. However, there is a list of parameters 

that can be used to identify a speaker. Frequency of the 

highest peak is one of the parameters used to identify 

a speaker. Female and male participants have different 

frequency range. There are two ways of identifying a 

speaker based on frequency values. Firstly, one has to 

decide whether a speaker is female or male. Secondly, 

comparing the frequency value of a person with all the 

participants and, finally, eliminating the ones which do 

not match. 

Frequency parameter helped to delete a list of 

people who can not be a speaker, then the next 

parameter would be speech rate. Participants will be 

eliminated based on, how many words a speaker can 

say in one minute and both minimum and maximum 

words per minute will be compared. Those who do not 

match will be eliminated and the list of people 

remaining to be compared will be narrower. Next, the 

accent, pronunciation and most often used words (such 

as some people have a tendency to use some words 

very often) will be compared. Eventually, the final list 

will contain approximately 5 people. Recogning 1 out 

of 100 is difficult, but identifying 1 out 5 is 

comparatively easy. 

 

 

4. Conclusion 
 

A speaker's voice varies in frequency, tone, and 

volume; enough to uniquely identify a person. 

However, other factors can contribute in this 

uniqueness: the size and shape of the mouth, throat, 

nose, and vocal cords. Sound is produced by air 
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passing from the lungs through the throat, vocal cords 

and then mouth. A voice makes different sounds based 

on the position of mouth and throat. 

Speaker recognition systems are already available, 

but their overall accuracy is limited because of several 

issues such as extracted features based on very short 

time windows of speech. Such models fail to capture 

useful information of a speaker since current speech 

recognition systems and extracted features are 

language-dependent. By using the voice parameters, 

we are able to eliminate 80 % of population to be able 

to identify a person. 
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Summary: Gastronomy is increasingly becoming a decisive flavour of tourists’ experience. Tourists’ gastronomic experience 

could be significantly enhanced by AI tools that provide image-based dish recognition and menu translation, thus covering the 

basic needs of tourists during a visit that involves culinary experiences. This paper presents and discusses solutions explored 

with the project GRE-Taste that deals with the enhancement of culinary tourism experience in northern Greece, for which no 

linguistic resources exist and where general-purpose tools fail. 
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1. Introduction 

 
Food is both an essential commodity and a social 

and cultural heritage. According to [1] food is as vital 

to human health and well-being as all other products 

together and this is the main reason why so much 

importance is attached to it. This work also suggests 

that food plays a multi-functional connective role in 

society and that sustainable food systems support 

sustainable communities. Food influences peoples’ 

lifestyle, health and habits as well as the design model 

for land, water, energy, transport and ecosystem 

services. Gastronomy and cooking are gradually 

becoming more and more important multidimensional 

societal factors. In 2014, the European Parliament's 

Committee on Culture and Education adopted a 

movement on “European culinary heritage: cultural 

and educational aspects”1, which recognizes the 

importance of food and gastronomy as an artistic and 

cultural expression and proclaims them fundamental 

pillars of family and social relationships2. 

In the context of events organized by the S3 

Platform3 international experts proclaimed food an 

element of smart specialization in EU countries and 

regions and addressed food innovation issues as a 

driving force for smart regional development [2]. 

According to [3], gastronomic tourism is a visit to 

primary and secondary producers of food and 

beverages, gastronomy festivals, dining venues and 

specific locations, where tasting and experience of 

specialty local food features are a prime motivation for 

the visit. 

                                                           

 
1 European gastronomic heritage: cultural and educational 

aspects, http://www.europarl.europa.eu/sides/getDoc.do? 

type=TA&reference=P7-TA-2014-0211&language=EN 

&ring=A7-2014-0127 
2 European gastronomic heritage: cultural and educational 

aspects, http://www.europarl.europa.eu/sides/getDoc.do? 

Nowadays, the culinary aspect of tourism is 

prominent with a growing tendency in the next decade, 

whereas mass tourism seems to have reached a tipping 

point, as the quest of individual experiences is taking 

over [4]. This implies that the tourist will seek the 

pleasure of discovering tastes along with the cultural 

traits of foods in their local settings rather than being 

directed to pre-selected restaurants. To fully enable 

tourists to savour foods and experience the cultural 

context in local settings one has to draw on two 

resources, namely rich visual content [5] and 

knowledge of details of a foreign language and 

scripture. This requirement goes even further if 

knowledge of the materials, dietary properties, 

cooking techniques and, health issues come into play. 

Accordingly, two challenges present themselves, 

namely image-based content recognition and 

classification—food image recognition, and language-

based knowledge mining and translation—menu 

translation. This paper presents the path followed to 

address these challenges within the GRE-Taste project 

that targets culinary tourism and food tradition in 

northern Greece4. 

 

 

2. Food Image Classification 
 

Food (dish) image classification is a particular 

challenge due to the visual and the semantic 

complexity stemming from the variation in the mixing 

of ingredients practiced by regional communities [6], 

[7]. Although a multitude of applications, algorithms 

type=TA&reference=P7-TA-2014-0211&language=EN 

&ring=A7-2014-0127  
3 S3 Platform provides aid in the development and 

application of smart specialization strategies (RIS3) in 

Europe, http://s3platform.jrc.ec.europa.eu/s3-platform  
4 GRE-Taste project website @ http://gre-taste.ceti.gr  
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and systems is now available, recognizing dishes and 

their ingredients is a problem that has not been fully 

addressed by the machine learning and computer 

vision communities [6], basically due to the lack of 

distinctive spatial layout in food images. Ingredients, 

say of a salad, constitute mixtures that typically come 

in different shapes and sizes; furthermore, often the 

nature of a dish is defined by the different colours, 

shapes and textures of the ingredients [8]. Solutions to 

this problem have been proposed that exploit a range 

of innovative ideas; recently deep learning techniques 

produce remarkably successful results. 

In GRE-Taste the problem is even more 

challenging, as traditional and regional Greek food and 

dish images have not been used to develop models in 

the past. Apparently, since the project targets tourism 

and mobile device apps, several restrictions apply 

regarding the storage and processing power 

availability. Given this context, three alternatives have 

been explored, (a) the development of a totally new 

architecture based on CNNs, (b) the application of 

transfer learning and fine-tuning of existing models, 

and (c) the usage of online deep learning platforms. 

The first scenario included the development of a new 

CNN architecture, the PureFoodNet, which consists of 

three convolutional and one classification blocks (as 

shown in Fig. 1) [9]. To implement the second 

scenario, VGG16 [10], InceptionV3 [11], ResNet50 

[12], InceptionResNetV2 [13], MobileNetV2 [14], 

DenseNet121 [15], and NASNetLarge [16] have being 

used. The third scenario included the experiments on 

Google Vision AI1 (VAI), Clarifai2 (CAI), Amazon 

Rekognition3 (AR) and Microsoft Computer Vision4 

(MCV) platforms. 

As deep learning approaches rely heavily on 

existing data, the first issue to be tackled was the 

selection of an appropriate dataset that would aid in the 

recognition of Greek dishes; however, such a dataset 

does not exist. The most popular datasets consist of 

general/universal food categories, whereas some are 

only regional (like UECFood100/256). A relevant 

image collection and photo-shooting task was initiated 

and has not been completed yet. Thus, the results 

presented in this study are based on the usage of the 

popular Food101 dataset, which was created around 

2015 and includes 101 food categories with  

101,000 food images. 

In the first set of experiments (scenarios a and b), 

PureFoodNet was tested against VGG16, InceptionV3, 

ResNet50, InceptionResNetV2, MobileNetV2, 

DenseNet121 and NASNetLarge. Fig. 2 graphically 

depicts the accuracy attained by each model (left) in 

terms of categorical top-1 and top-5 performance for 

training and validation (“val” denotes the validation 

phase), along with a graph of the number of epochs 

needed during training respectively (right). 

                                                           

 
1 Google Vision AI @ https://cloud.google.com/vision/  
2 Clarifai @ https://clarifai.com  
3 Amazon Rekognition @ https://aws.amazon.com/ 

recognition/  

Apparently, most of the models performed quite well, 

with the worst validation accuracy observed for the 

VGG16 model, which was also among the slowest 

ones. In addition, although NASNetLarge showed an 

excellent performance it needed 83.33 % more time 

and around 92 % more time than the PureFoodNet. 

 

 

 
 

Fig. 1. The PureFoodNet architecture for traditional Greek 

food recognition. 

 

PureFoodNet performed quite well even though it 

was not the best, but it was definitely the most  

light-weight, time/resource consuming approach. 

Furthermore, due to its low complexity, PureFoodNet 

is one of the most easily customisable and tuneable 

models for further studies. 

For the second set of experiments (scenario c), two 

test images were selected (typical Greek salad and a 

fruit desert) to compare the performance of the online 

AI platforms; and the task also included reporting on 

the ingredients of the dish. The performance of each 

platform is shown in Fig. 3, in which green denotes an 

acceptable response, red denotes an unacceptable 

response and white an irrelevant response. Apparently, 

MCV and AR performed rather poorly, whereas VAI 

was somewhat better. CAI performed significantly 

better, basically because it had been designed for the 

specific task of food recognition. 

4 Microsoft Computer Vision @ https://www.microsoft.com/ 

cognitive-services  
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Fig. 2. Comparison of popular deep architectures with PureFoodNet in food recognition. 

 

 

 
 

Fig. 3. Results on food recognition image A by the reviewed platforms. 

 

3. Menu Translation 
 

Greece boasts a wealth of local foods and drinks 

that form part of a rich cultural context and contribute 

to the gastronomic aspect of the local tourism industry. 

Greek, however, is not a widely spoken language and 

has its own alphabet that renders menu understanding 

difficult for the average tourist. At the moment, only 

some guided tours are available that focus on the 

gastronomy aspect while gastronomy-related tours 

enhanced with the cultural traits of food are even rarer. 

To date, no relevant electronic applications are 

available. 

Current solutions to the linguistic problem of 

culinary tourist experience focus (a) on providing 

restaurants with on-demand menu translations [17], or 

(b) on machine translation of menus, such as the Word 

Lens [18] and the Purdue Menu Translator [19]. 

Nevertheless, it should be stressed that despite any 

technical details, machine translation approaches 

require special databases for each language and none 

of them includes Greek (yet). Eventually, Greek have 

to make do with solutions like Google Images, Google 

Translate, BabelNet and Wikipedia. In addition, 

understanding a menu is not a terminological problem 

only, it has to do with the way menus are written and 

on the contextual knowledge required to fully 

appreciate a type of food. 

In GRE-Taste the workflow for the menu 

translation consists of two main parts, one that deals 

with the optical character recognition (OCR) in menu 

photos and another that deals with the content 

translation (Fig. 4). Currently, the OCR part of the 

workflow is explored using (a) online services, APIs 

and engines, like Google Vision AI, Tesseract and 

ABBYY and (b) in-house research. The translation 

part involves the development of a tri-lingual thesaurus 

of foods, nutritional and cultural information and the 

translation engine itself. The Greek food ontology will 

stand on top of the system to aid in the correct  

multi-lingual food translation, although it is currently 

in a form of a multi-lingual thesaurus. 
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Fig. 4. The menu translation workflow in GRE-Taste. 

 

 
 

Fig. 5. Average performance results for 15 pre-filtering methods in 1-CERi, 1-WERi, cosine and Jaccard indices. 

 

The OCR problem relates with the identification of 

text in images. There is a rich bibliography on this 

challenge and various text detection approaches have 

been developed that successfully identify texts of 

interest in complex images [20]. Recently, this 

research was expanded to accommodate the needs of 

food and meal applications by recognising text in menu 

images1 [21-23]. In GRE-Taste the focus is on 

identifying text in menu photos shot with any mobile 

phone cameras, in any lighting conditions. This may 

include under/over-exposed photos with a partially 

captured menu in an arbitrary orientation, which, in 

many cases, includes heavy combinations of graphics, 

photos, printed and handwritten text. Since this is 

something like a worst-case usage scenario in OCR, 

the GRE-Taste team focused the efforts and conducted 

a number of experiments in this direction of devising 

an image pre-processing strategy whose output will 

feed a state-of-the-art OCR system, like the Tesseract2 

[24]. A number of filtering techniques have been 

compared, including several thresholding approaches, 

morphological operations, global and adaptive 

gradient approaches, Gaussian techniques and wiener 

filtering [25-30]. Preliminary experiments have been 

conducted on a mixture of general-purpose text images 

and Greek menu images collected and annotated by the 

GRE-Taste team3. Fig. 5 shows the cosine, Jaccard, 

CER and WER indices [31-33] as the average 

performance results of Tesseract OCR empowered 

with the pre-processing methods on a subset of  

80 menu images. Horizontal lines denote the 

corresponding index value attained without any pre-

filtering. Apparently, there is a slight improvement in 

the results for the case of erosion and median blurring 

in almost all indices. 

 

                                                           

 
1 See for example https://apkpure.com/foodtranslator/ 

com.foodwandering.android.foodtranslator, 

https://apkpure.com/foodie-for-

all/com.uos.kyungimlee.myapplication based on Google 

Vision https://cloud.google.com/vision/. 

2 https://github.com/tesseract-ocr/  
3 It should be stressed that these tests only included a limited 

dataset as the data collection process is still underway. 

Multi-lingual Greek 

food ontology

OCR engine Text correction Text translationMenu image Menu image
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Fig. 6. Average performance results for 11 pre-filtering methods in 1-CERi, 1-WERi, cosine and Jaccard indices  

using the Google Vison AI. 

 

 

Repeating these experiments in the Google Vision 

platform for the 11 pre-filtering strategies, the average 

results shown in Fig. 6 were obtained, again in terms 

of the 1-CERi, cosine, Jaccard and 1-WERi indices. It 

is evident that gradient-based filtering and contrast-

limited adaptive histogram equalization gave a slight 

improvement at least in the 1-CERi index. It is also 

evident in both experiments that for a very limited 

number of pre-filtering cases only there was an 

improvement, basically due to the inner processes in 

Tesseract and Google Vision AI. 

It should be mentioned that, although Google 

Vision AI achieved about 20 % better performance 

than the customized Tesseract application, its usage in 

relevant applications may be prohibited because of the 

charging policy adopted by its developers. 

The core of the menu translation challenge consists 

in rendering the text the menus into a predetermined 

language; this complicated problem involves 

translation of the information that is explicit in the 

menus, namely names of dishes and their ingredients, 

and provision of dietary and cultural information that 

is implicit in the menus. The menu translation problem 

is mostly a terminological one and, precisely for this 

reason, GRE-Taste has focused on the development of 

a trilingual thesaurus of foods served in restaurants and 

taverns of northern Greece. A dedicated web 

terminographical environment was developed1 that  

(a) accommodates texts retrieved from  

120 restaurant/tavern/pastry shop menus of the study 

area and (b) enables the development of a thesaurus 

that models information on dishes, ingredients, courses 

in a meal, source of food and part of it, cooking 

                                                           

 
1 http://gretaste.ilsp.gr/ 

methods in addition to nutritional and cultural 

information. Currently, the thesaurus contains  

3072 Greek and English terms designating 1405 

concepts that are connected with 2660 relation 

instances. 

Overall, GRE-Taste will result in a multi-faceted 

thesaurus for Greek gastronomy for the first time. 

Some of the issues GRE-Taste takes into account are: 

 Varieties in culinary language related with 

dialectic forms, local specialties, etc; 

 Dish variations, leading to the definition of 

specific types of dishes, e.g. “stifado” and 

“rabbit/beef/cuttlefish stifado”; 

 Synecdoche and ambiguity, i.e. when the same 

word denotes both the food and its source, e.g. 

“lettuce”, which may be used to name the 

vegetable as a plant, the vegetable as an ingredient 

of a salad or the lettuce salad; 

 Categorization of dishes, i.e. some dishes may 

need to be classified under more than one general 

category (facet), e.g. “papoutsakia”, literary small 

shoes, “eggplant with minced meat” may be 

classified both as meat dishes and vegetable 

dishes. 

Dealing with the above, mainly terminological, 

issues ensures that users will be able to select dishes 

according to their liking and their specific needs and 

peculiarities. 

The translation procedure strongly relies on the 

thesaurus; it also uses existing home-made 

multilingual dictionaries of the general language, part 

of speech recognition and lemmatization performed 

with the ILSP tools for Greek2, whereas automata 

2 http://nlp.ilsp.gr/soaplab2-axis/  
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implementing simple grammar rules are currently 

being developed. The first translation toy experiments1 

suggest that the adopted approach has a significant 

potential to outperform Google Translate only by using 

its lexical resources and lemmatising facilities (no 

other linguistic knowledge) provided that the thesaurus 

can cover the terminological demands of the menu. 

 

 

4. Conclusions 

 
Culinary and gastronomic tourism are increasingly 

gaining momentum in the tourism industry as food is 

an important factor of social life and culture. Generic 

AI tools, such as machine translation and image-based 

recognition, can provide some aid to the tourist but still 

with significant limitations and high levels of 

generalization that leads to fails in traditional, ethnic or 

regional settings. 

GRE-Taste is a project focusing on developing new 

workflows and AI tools to address the main issues in 

this domain for a particular region of interest with rich 

cultural context. New methods for dish recognition and 

menu translation have been designed with promising 

results. The PureFoodNet system that was developed 

is able to provide accurate dish recognition with low 

processing and storage demands2. In addition, the lack 

of language resources has been addressed with the 

development of a completely new multi-faceted 

thesaurus for the Greek gastronomy in the general 

cultural context. 
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Summary: The InnoMetrics project aims at building and validating a quantitative framework to assess and guide the software 

development teams using process metrics collected non-invasively throughout the life-cycle of software systems, from the 

initial concept to the deployment, execution, and maintenance taking into consideration energy concerns, which play a pivotal 

role in the success of applications and infrastructures. In this paper, we report the early experience we have in its development 

together with the data of developers’ activities that we have obtained so far, including running processes and applications, user 

actions in browser or IDE and associated energy consumption. 
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1. Introduction 

 
An important role in the design of energy-efficient 

systems takes the analysis of values of the basic 

parameters (metrics) of energy consumption. Software 

metrics are quantitative measures of specific attributes 

of software development, including software process, 

product and resource metrics [1, 2]. There are several 

kinds of product metrics, based on the analysis of 

source code, developed during the past few decades for 

different programming paradigms such as structured 

programming and object-oriented programming 

(OOP). To provide a novelty approach on energy 

efficiency assessment of the software product, we 

focused on the development process analysis metrics 

[2]. However, the group of process metrics has not 

properly been observed yet [3]. One of the reasons for 

this is the absence of a tool for sufficient analysis of 

the development process [2]. Usually, such a process 

involves the participation of the developer which is 

called an invasive measurement collection method [4], 

where we faced the problem of subjective 

measurement. Furthermore, it in turns leads to the 

increase of time costs of the project as far as it requires 

the personal involvement of the developers where 

switching between tasks can be disturbing and time 

consuming activity. Thus, software metrics collection 

in a non-invasive way – where metrics are collected in 

an automatic way, without developers’ intervention – 

is claimed as promising approaches in this area [5-7]. 

This approach allows us to track a variety of software 

development process factors affecting its efficiency 

and calculate it in real-time. The advantages of this 

approach can be: 

● Process is analyzed continuously and not on a 

punctual basis; 

● The granularity of the data derived can be 

maximized opposed to invasive metric collection 

method; 

● Process itself will proceed without interrupting the 

developers from the main workflow, hence the data 

can be collected more reliably [2]. 

Moreover, the toolkit integrates with the most used 

software development environment and office 

applications. Development of the framework which 

provides a non-invasive way of collecting software 

development process metrics could result in a set of 

vital metrics and development effort patterns. Using 

effective visualization of the results of data analysis, 

one can get sufficient insights into the development 

process and its energy efficiency. 

 

 

2. Energy Metrics 
 

The InnoMetrics system is basically developed 

based on the monitoring of the software development 

process energy efficiency and the developers’ teams 

productivity. 

In general, all studies in energy-related metrics [3] 

were devoted to the real measurement and  

model-based measurement. As these kinds of 

measurements involve usage of third-party hardware 

tools to get energy metrics from various components, 

we considered them as out of the scope of our  

non-invasive software development process analysis 

approach. The study suggests that code analysis is 

thoroughly analysed, nonetheless, the group of process 

metrics was not properly explored. The main reason 

for this insufficient analysis of process measurements 

is the absence of the tool. Furthermore, the process cost 

increases since, usually it requires the developers’ 

participation. 

Application energy consumption is dependent on a 

wide variety of system resources and conditions. 

Energy consumption depends on but is not limited to, 

the processor, the device uses, memory architecture, 

the storage technologies used, the display technology 

used, the size of the display, the network interface that 
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you are connected to, active sensors, and various 

conditions like the signal strength used for data 

transfer, user settings like screen brightness levels, and 

many more user and system settings [8]. 

For precise energy consumption measurements, 

one needs specialized hardware [9]. While they 

provide the best method to accurately measure energy 

consumption on a particular device, such a 

methodology is not scalable in practice, especially if 

such measurements have to be made on multiple 

devices. Even then, the measurements by themselves 

will not provide much insight into how the application 

contributes to the battery drainage, making it hard to 

focus on any application optimization efforts. 

The InnoMetrics system aims at enabling users to 

estimate their application’s energy consumption 

without the need for specialized hardware. Such 

estimation is made possible using a software power 

model that has been trained on a reference device 

representative of the low powered devices applications 

might run on. 

Based on the findings of the research, metrics like 

following were investigated [3]: 

● Software Energy Consumption (SEC) – the total 

energy consumed by the software; 

● Unit Energy Consumption (UEC) – the energy 

consumed by a specific unit of the software. 

Considering our profiling method and the tools 

available for us, the ability to attribute the energy 

consumption was possible only at the process level in 

coarse granularity. However, the hardware resource 

usage can fill the gap when it comes to accurately 

relating Energy Consumption (EC) to individual 

software elements hence enabling the computation of 

the UEC. 

To evaluate the Unit Energy Consumption (UEC) 

the following hardware resources should be monitored: 

● Hard disk: disk bytes/sec, disk read bytes/sec, disk 

write bytes/sec; 

● Processor: percentage of processor usage; 

● Memory: private bytes, working set, private 

working set; 

● Network: bytes total/sec, bytes sent/sec, bytes 

received/sec; 

● IO: IO data (bytes/sec), IO read (bytes/sec), IO 

write (bytes/sec). 

Attributing some weights to elements of the UEC 

or by some reliable assumption such as considering the 

power model to be linear in nature for each individual 

component, the SEC Metric is computed. 

The bottleneck in this situation is that it is difficult 

to match up constantly changing application process 

IDs and names. The energy consumption of the system 

depends on a variety of factors that are not limited to 

those which can be collected using the above 

mentioned performance classes. 
 

 

3. System Description 
 

The framework for the non-invasive approach for 

software metrics collection and analysis consists of 

three parts, which were defined in a high-level of 

abstraction of the general architecture from a logical 

point of view (see Fig. 1): 

● Data Collectors, for collecting data from different 

OS types; 

● Server, which includes the analytic module for 

quantitative and qualitative analysis of the obtained 

data; 

● Dashboard, for a visual representation of 

information about the development process. 

 

 

 
 

Fig. 1. System architecture. Logical view. 

 

In general, the architecture has 3 main parts 

mentioned above, however, the detailed information of 

all components separately will be described 

throughout this section. 

The data collectors in the architecture are a set of 

services developed for major operating systems, in 

which they have the main aim of monitoring the 

activities that users perform on their devices, and 

collect the data needed to calculate and analyze the 

energy consumption of the device under usage and the 

process efficiency. 

DataCollector API is the main point of interaction 

for the data collection components with the centralized 

database, in the same way, this API handles the 

outgoing notifications to these components. 

Innometrics Database, the information repository 

in which the raw information collected is stored, which 

will be transformed and analyzed through the 

Analytics service. 
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Analytic service is an automatic data 

transformation process, whose main purpose is to take 

the raw collected data and transform it to perform a 

much faster analysis process, without impacting the 

performance of the transactional database. Whereas in 

InnoMetrics Analytics Database, the analysis of the 

information collected is carried out, which will not 

have the information in real-time, but a periodic load 

of the information collected and transformed will be 

performed. Finally, the Dashboard backend 

component provides an interface between the 

presentation layer and the analysis database. 

The interface of the system is a small control 

module where the users are in charge of a specific 

project have the ability to visualize information with 

the help of graphs, charts, and maps. InnoMetrics 

Dashboard is a web system, focused on visualizing the 

analyzed information based on the obtained data from 

collectors during the development process. The 

analyzed data can play a vital role in the Agile software 

development process optimization which helps in the 

decision-making process. In addition, it will have a 

small module to manage the system settings like 

automatic data transfer based on the time interval the 

user set, the users’ ability to send error reports to the 

developers and ease of collected metrics modification. 

Before analysis of the application design methods, 

the set of functional and non-functional requirements 

were established in terms of the system 

implementation. These requirements and the 

constraints under which the system should operate and 

be developed have distinctive features from other 

software metrics collection systems. The main 

functionality that our system defines is the  

energy-related metrics collection and analysis. Based 

on these process metrics, the energy efficiency 

prediction and development process optimization can 

be of paramount importance. 

In order to provide quality attributes like 

scalability, fault-tolerance, and adaptability to new 

requirements of the system, it is based on a 

microservices architecture with two main access points 

and a series of specialized services such as Analytic 

services, Administration services, Authorization 

service, etc. 

For an initial deployment of the solution, there is a 

server that will host all the services (see Fig. 2). 

The user devices here in the figure are tracked by 

the data collection components that are only focused 

on data collection, storage, and transmission. While 

manager component represents the user with a 

manager role of each project to where they have access 

to a dashboard where they can easily monitor the 

performance of their work team from the information 

collected. 

The DataCollector service is mainly in charge of 

providing an interface of communication for the 

different data collectors so they can store data in our 

data repository. Additionally, providing a notification 

interface to send information from the core system to 

these external components. 

AuthorizationService component specializes in the 

authentication and authorization of users, generation 

and validation of tokens that are required to process 

any request that is processed by the different services 

within the system. 

 

 

 
 

Fig. 2. System architecture. Physical view. 

 

 

DashboardAPI is responsible for providing the 

necessary data to generate graphics within the 

dashboard. AdministrationService provides the 

functionalities that allow you to make configurations 

within the system, such as user and role administration, 

configure the frequency with which the data analysis 

process is executed, among others. 

Administration Service provides the functionalities 

that allow the users to make configurations within the 

system, such as user and role administration, configure 

the frequency with which the data analysis process is 

executed, etc. 
AnalyticsService is in charge of carrying out the 

data transformations to generate the information 

required by end-users. 

With the purpose to provide an agile way to deploy 

and scale the system, Docker container is used as a 

virtualization engine, having OpenJDK as the main 

JVM of the services and Postgres as RDBMS. 

The diagram in Fig. 3 provides a high-level 

perspective on the implementation of the API used by 

the data collector components, which is being 

developed under the Spring Boot framework, taking 

functionalities such as Spring boot security for user 

validation processes and authorization, Spring boot 

Data as a persistence engine. And additionally, there is 

the support of third-party libraries that will be 

described later. 

Within the controller package are the classes to be 

exposed as REST services, which are divided into  

3 classes: 

● AdminAPI exposes those methods that are related 

to the administration of users, roles and system 

configurations; 

● AuthAPI provides the mechanisms for user 

authentication and token generation; 
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● DataCollectorAPI, the controller in charge of 

exposing the methods that are used by the different 

collection modules for the transmission of data to 

the central repository. 

Following the structure proposed in the spring boot 

architecture, the services layer contains the business 

logic needed in each of the processes exposed by the 

controllers and also provides an abstraction layer 

between the controllers that make use of DTO (Data 

Transfer Objects) and the persistence layer that 

naturally map the entities contained in the database. 

Using the functionalities provided by the 

implementation of JPA in spring boot through the 

JPARepository interface, this layer contains the 

persistence interfaces of the entities modeled within 

the entity package.  

 

 

 
 

Fig. 3. System technical architecture. 

 

 

In the entity package, we have the models of the 

entities that are involved in the data collection process, 

which are an abstraction of the database entities. 

The DTO layer models the objects used in the 

request and response processes of each method 

exposed in the controller layer, this layer allows us to 

decouple the data collection components and the 

model that is being persisted in the database. 

Within config layer are those classes that provide 

the configuration mechanisms for the libraries used, 

such as, spring boot security configuration to integrate 

it with the JsonWebToken (JWT) library, which is in 

charge of the generation of authentication tokens. As 

well as the configuration spring fox-swagger libraries 

for the API documentation generation. 

Exception is a layer that allows us to make an 

extension of the RuntimeException class to provide a 

unified exceptions handling mechanism. 

 

 

4. Data Collection Process 
 

Data collection from the users’ devices is described 

in detail in Fig. 4, to be able to store the information 

collected within the central repository. It is suggested 

that the components perform the data load process 

periodically but not in real-time because of the 

technology limitation in terms of real-time data 

collection API. Each of the requests must include an 

authorization token which was decided to establish as 

90 days in order not to overload the users every time 

with the authentication process. Nevertheless, if the 

token is not valid or is expired, the component that 

performs the request will be notified with an error 

response. Under such conditions, the component has to 

request a new token or request the user access 

credentials.  

Then, the API loads the data sequentially and 

returns a flag in each of the activities sent in order to 

notify the collection component of the status of the 

load. The same process follows in order to provide the 

components with the ability to retry the load of 

information that could not be processed and notify the 

user about these problems. 

As a result of the above-mentioned sequence of 

activities, the following data is being collected in 

tabular form: process name, process id, status (app 

focus or idle), start time, end time, IP address, mac 

address, process description, battery power, memory 

and GPU utilization. 
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Fig. 4. Data collection sequence diagram. 

 

 

Further, at the hand of these data collected, the 

analysis of the process is done. The time data of the 

development process such as start time and end time, 

program status are used to calculate the time spent for 

particular programs during the given period of time. 

 

 

5. Implementation 

 
The collector is presently an application with the 

following interfaces: 

● Registration interface for the users; 

● Login interface for the users; 

● Collector Interface: Which displays data collected 

from the host’s machine. 

 

Registration Interface 

 

By using this interface if the user is not signed in 

yet, the user has either login or create a new account of 

which sequence of actions is described in Fig. 5. If the 

user chooses to create an account, the parameters like 

token and user details like email, name, surname, and 

password should be included via the provided 

interface. 

The user will be provided with one of the following 

responses as feedback (Table. 1). 

 

 

 
 

Fig. 5. User registration sequence diagram. 
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Table. 1. Feedback types as response. 

 

200 OK 

201 Created 

401 Unauthorized 

403 Forbidden 

404 Not Found 

 

 

Login Interface 
 

If the user isn’t signed in and wants to send the 

collected data to the backend at the end of the working 

day, the only option is first to login with the user 

credentials and then send. The required parameter to 

be provided while login in Authentication Request 

which contains the information about email, password 

and project ID fields. Otherwise, the data collected has 

a defined time interval that is set to send the data 

collected automatically without user intervention. The 

whole sequence of process activities is illustrated in 

Fig. 6 below. 

 

 

 
 

Fig. 6. User login sequence diagram. 

 

 

The feedback to the AuthenticationRequest as 

responses are described in Table. 1. 

 

Collector Interface 

 

The parameters to send the collected data to the 

back-end should include the token and the report. Here, 

the token should be added to the header. The report 

structure should be as following: 
{ 

"activities": [ 

{ 

"activityID": 0, 

"activityType": "string", 

"browser_title": "string", 

"browser_url": "string", 

"end_time":"2019-11-28T09:30:38.470Z", 

"executable_name": "string", 

"idle_activity": true, 

"ip_address": "string", 

"mac_address": "string", 

"measurements": [ 

{ 

"measurementTypeId": 0, 

"value": 0 

} 

], 

"start_time":"2019-11-

28T09:30:38.471Z", 

"userID": "string" 

} 

] 

} 

 

Here, in the data collector interface, there is 

minimal interaction, as sending the data collected is 

triggered by just one click (send). Where the token and 

the collected data with required parameters are sent to 

the backend. The response feedback is described in 

Table. 1. If the users’ local database isn’t empty, the 

data collected will be transferred to the backend via a 

REST API. 
 

 

6. Testing and Results 
 

As soon as the development of the system has been 

finished, the beta testing phase was arranged with the 

contribution of university graduates. During our beta 

testing phase of our system, we have been able to 

collect data about 50+ applications used by the 

participants of the test group, with a daily average of 

2500 samples. Based on the information we collect on 

a daily basis, the development team is in charge of 

analyzing and assessing some relevant aspects, quality 

in the data collection process and data itself. Which 

will help us to develop a reliable and consistent data 

model, to subsequently move on to the next stage –

experiment on the energy consumption metrics 

collection. Besides, starting focusing on deep data 

analysis and infer additional information on energy 

efficiency from collected data will be the main 

concentration. 
 

 

7. Conclusion and Further Work 
 

In this paper the new approach of measuring the 

software development process metrics in a  
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non-invasive way. The architecture and 

implementation of this system were announced and 

tested with the contribution of university students. For 

now, all the necessary sorts of Operating system 

versions were developed for collecting basic process 

metrics mentioned above. We came up with using 

process metrics in combination with product metrics to 

reconstruct the development process. 

To sum up, there are two major metrics related to 

energy consumption [3]: 

● Software Energy Consumption (SEC). SEC is the 

total energy consumed by the software; 

● Unit Energy Consumption (UEC). UEC is the 

measure for the energy consumed by a specific 

unit of the software. 

To evaluate UEC we have to monitor the hardware 

parameters, which are disk (read bytes/sec, write 

bytes/sec), CPU usage, memory (working set, private 

working set), network (bytes sent/sec, bytes 

received/sec), IO (read bytes/sec, write bytes/sec). The 

extraction of reliable energy consumption data at the 

required level of granularity is the aspect of further 

investigation. 

Architectural decisions of the development were 

justified with the non-functional requirements we are 

focused on. Based on the requirements and research on 

energy consumption process metrics, additional 

metrics will be added to the system to collect for more 

reliable results. The next step in our research is to 

verify the results of the collected data from industrial 

companies. 

In addition, we will focus on energy metrics 

collection for different data collectors and other agents 

like software management systems and integrated 

development environments in future work. 
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Summary: Prices of the Korean Stock Prices Index (KOSPI) option are computed through three major machine learning 
approaches: expectation maximization algorithm, deep learning and reinforcement learning. We compare the computed results 
with the generalized Black-Scholes option prices. The generalized one defines the underlying through the leptokurtic 
GramCharlier A series distribution. These results well explain the heavy-tailed behavior of the KOSPI in contrast to the original 
Black-Scholes formula. The closeness between the learning solutions and heavy-tailed analytic solution explains the machine 
learning result more inductively and analytically.  
  
Keywords: Option pricing, Black-Scholes price, Gram-Charlier A series, Expectation maximization, Deep learning, 
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1. Introduction  

 
We analyze the index option prices using various 

machine learning approaches. Korea Composite Stock 

Price Index 200 (KOSPI 200) option prices during the 

fiscal years from 1994 to 2018 are used for our 

analysis, because it clearly shows heavy-tailed 

behavior such as leptokurtic.  

KOSPI is the index of all common stocks traded on 

the Stock Market Division of the Korea Exchange, 

which is equivalent to the S&P 500 in the States. 

Especially KOSPI 200, which is one of the 

representative indexes in Republic of Korea, is 

composed of 200 big companies in the Market. Fig. 1 

depicts its time-varying movement.  

  

 

  
 

Fig. 1. KOSPI Index during a period from 1994 to 2018. 

Blue line depicts the time-series of the given data.  

  

 

The well-known Black Scholes partial differential 

equation (PDE) is the call option price dynamics  

over time:  

  
 

(1) 

 

where V is the option's price as a function of stock price 

S and time t, r is the risk-free interest rate, and   

means the volatility of the stock. This model requires 

the Black-Schols environment, which assumes the 

underlying are impractically perfect such as normality 

of the return rate. However, many empirical results 

show that a return rate of stock price is heavy-tailed 

since Fama [4] and Mandelbrot [8].   

Recently it is shown that there exist infinitely many 

solutions to the boundary problem consisting 

BlackSchloes PDE and the call option payoff as the 

terminal condition [1, 2]. The analytic solutions 

include the ones based on heavy-tailed Gram-Charlier 

A type distributions, which incorporate the market data 

more than Gaussian assumption, as well as the famous 

Black-Schloes formula as a special case.  

In this work, we apply three tangible machine 

learning techniques to evaluate its prices based on the 

heavy-tailed property. Our novelty comes from 

comparing the black-box type machine learning prices 

with the analytical one. It gives us some inductive 

reasoning to explain the learning process.  

 

 

2. Data Analytics: EM, Deep  

    and Reinforcement Learnings 

  
Among recent popular machine learning 

techniques, we choose three major ones for pricing the 

KOSPI 200 index option: EM algorithm, deep learning 

and reinforcement learning. We apply KOSPI dataset 

as shown in Fig. 1. Each of the three machine learning 

approaches is performed 100 times to obtain proper 

random behavior.  
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We first apply EM learning to our data. It fits the 

KOSPI 200 underlying return with three Gaussian 

distributions to obtain a plausible heavy-tail one. Three 

Gaussian distributions fit the distribution as seen  

in Fig. 2.  

 

 
(2) 

 

 

  
 

Fig. 2. EM fit of the KOSPI 200 return distribution:  

the distribution is drawn according to the return  

r in blue line.  

 

 

We obtain parameters for the Eq. (2). The first term 

has μ-1 = −1.10E−3 and σ-1 = 4.63E−5 with weight  

α-1 = 0.457. The second and third have μ0 = 3.69E−4 

and σ0 = 2.15E−4 with weight α0 =0.376 and  

μ+1 = 2.30E−3 and σ+1 = 9.98E−4 with weight  

α+1 = 0.167, relatively. EM learning works as an 

important augmenting computation, in the sense that it 

gives a set of distribution parameters to better use the 

Black Scholes PDE, i.e., Eq. (1). This result can be 

directly compared to the explainable solution 

suggested in Eq. (3) below and to generate  

option prices.  

Following Han et al. [6], we apply deep learning 

technique to solve the Black-Scholes PDE. As how 

KOSPI 200 Index option is composed, this model 

consider the fair price of a European claim based on 

these assets with each strike prices. Then we solve the 

Black-Scholes option pricing equation for Korean 

market case with specific rate r = 0.032, which is 

extracted from Fig. 3.  

Finally, using recent work of the reinforcement 

learning [5], the KOSPI index option is priced. It 

solves the same problem, Eq. (1), in a way of dynamic 

programming. In other words, it learns for an optimal 

policy based on samples, while Black-Scholes PDE 

ignores risk in options. The reinforcement learning 

incorporates Black-Scholes pricing concept but does 

not assume famous ‘no arbitrage conditions’ and exact 

PDE model, which means existence of known solution 

[5]. KOSPI 200 option price computed from 

reinforcement learning, and as a result we obtain its 

price of 1,820. 

  

  
 

Fig. 3. The option price obtained through deep learning. 

Blue line depicts the price with increasing learning trials. 

Red dotted line means loss function value for each trial.  

 

 

3. Concluding Remark: A Heavy-Tailed  

    Explainable solution  

  
According to Corrado & Su and Jondeau et al.,  

[3, 7], we can model the underlying distribution, which 

consists of a financial option, using Gram-Charlier A 

series with kurtosis and leptokurtic.  

 

 
(3) 

 

Based on the underlying distribution given in  

Eq. (3), we possibly evaluate the options with the 

heavy-tailed behavior [1-3, 7-8].   

The seminal Black Scholes PDE (1) gives the fair 

price value 1,804 of the call optimal. The fair prices at 

the-money due to these simulations are 1,835, 1,770, 

and 1,820, respectively. Our analytic solution based on 

Eq. (3), which uses the Gram-Charlier A series 

distribution for the underlying distribution, results in 

its optimal price 1,818 at-the-money. Among the three 

machine learning results, the reinforcement learning 

fits the most to the explainable solution.  

This makes us to understand better how 

reinforcement learning presents the optimal price for 

the heavy-tailed returns of index options. Our 

contribution is directly related to the comparison 

between the machine learning with the analytic prices. 

It gives us inductive reasoning to explain the learning. 

Particularly it includes risk in options, which is ignored 

in “risk-neutral” Black-Scholes pricing.   
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Summary: In this paper the problem of marine snow removal from underwater color images is investigated. The marine snow 

is an aggregation of biogenic material falling down from the upper layers of the water column, appearing as small bright 

particles which decrease the quality of the underwater images. Some efficient algorithms for the marine snow detection have 

been developed, however the pixels classified as marine snow have to be replaced by an estimate determined using the 

information from the local neighborhood. We evaluate in this work some popular image inpainting methods in terms of image 

quality measures and propose a fast technique of missing data substitution. We show that the proposed technique, although 

simple and fast, is comparable with much more advanced solutions and can be used for real time applications. 

 

Keywords: Image enhancement, Marine snow, Noise reduction. 
 

 

1. Introduction 
 

The problem of underwater image enhancement 

has attracted a lot of attention due to many sources of 

quality deterioration. Images acquired underwater are 

very often affected by poor lighting conditions. They 

may be of low contrast, very often they are blurred, 

hazed and their chrominance channels can be severely 

distorted or the color can be even totally lost. 

Additionally, a big problem of underwater imaging is 

a natural phenomenon termed as marine snow (MS), 

which is an aggregation of biogenic material falling 

down from the upper layers of the water column. As 

plants and animals near the surface of the ocean die and 

decay, their remains descend toward the seabed. This 

marine snow grows due to the aggregation process, as 

the particles fall down, some reaching several 

centimeters in diameter.  

Marine snow is composed of faecal matter, sand, 

soot and other inorganic material as well as some small 

organisms which attach to the marine snowflakes. The 

drifting particles of MS are reflecting light and they 

appear as bright spots [1, 5] occluding the underwater 

image scene. For image processing algorithms, marine 

snow is mostly considered as a source of noise, which 

should be removed from the image, to avoid the 

decrease in performance of image processing 

procedures like object segmentation, classification or 

recognition. Fig. 1 depicts two exemplary images 

taken from the database [15], which are affected by the 

marine snow, visible as small, white particles.  

The problem of MS detection and removal is 

difficult as the floating particles very often resemble 

the structures of the seabed, like small stones, texture 

of the plants and animals. Additionally, the pixels 

depicting the detected snowflakes should be removed 

in such a way that after the restoration they are not 

recognizable by the human eye and do not introduce 

artifacts which could affect the performance of the 

image analysis systems.  

 

 
 

Fig. 1. Exemplary test images used for the evaluation of the efficiency of marine snow removal.  

 
In this paper we evaluate the usefulness of various 

image inpainting methods suitable for marine snow 

replacement. We also propose an efficient, fast 

technique of missing data substitution, which can be 

used in real time applications.  

3. Proposed Fast Inpainting Methods 
 

The aim of our work is to propose a fast method of 

previously detected marine snow removal, (with the 

use of a suitable detection technique, [2, 7, 8]) and to 
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compare its effectiveness with image inpainting 

methods known from the literature in terms of suitable 

image restoration efficiency measures.  

In the first experiment we have chosen a set of test 

images (see Fig. 2) and simulated the marine snow as 

small regions marked by black color. The black holes 

should be filled by an appropriate inpainting algorithm, 

so that the difference between the original and restored 

image is minimized.  

We developed a set of algorithms which 

recursively fill in the missing pixel values with the 

average of the neighbors with known values, contained 

in the processing window W of size 3×3. The 

elaborated techniques can be seen as a generalization 

of the fast image inpainting method proposed in [11].  

To properly describe the idea behind the proposed 

inpainting schemes we will make use of the following 

notation: M (Missing pixels map) – an array, in which 

we mark positions of the missing pixels to be filled in, 

NMP (Non-Missing Pixel) – pixel which is not going 

to be changed and has its own value, MP (Missing 

Pixel) – pixel with unknown value and FAIM (Fast 

Averaging Inpainting Method) denotes various 

versions of fast inpainting algorithm.  

 

 
 

Fig. 2. Exemplary test image used for the evaluation of inpainting methods and below its distorted versions with missing 

regions marked with black.  

 

The following algorithms have been tested:  

  FAIM 1 – applying a 3×3 window and using  

4-neighborhood, we are searching for MPs with at least 

2 neighboring NMPs. We replace them with MEAN of 

NMP color channel values and remove their positions 

from M. When considering the next MP, we use all 

pixels not included in M, which means that we 

recursively use all the already recovered MPs. We 

repeat the operations until all MPs are removed.  

  FAIM 2 – works as in the previous case but with 

the 8-neighborhood and the minimum number of NMP 

needed for MP replacement is increased to 3.  

  FAIM 3 – In this modification, the step of 

removing positions of recovered pixel from M is done 

after removal of all MPs, which fulfill the condition of 

having at least 2 NMPs as neighbors. So after M is 

modified, we proceed in the next iteration with the 

removal of the remaining MPs.  

  FAIM 4 – this scheme is the same as in FAIM 

3, however 8-neighborhood is used and the condition 

of at least 2 NMPs is increased to 3.  

  FAIM 5 – in this modification our priority is to 

recover in the first place the MPs which have the 

highest number of known neighbors in W. For  

4-neighborhood case, in the first step we are looking 

for MPs which are in neighborhood relation with at 

least 4 NMPs. Like in FAIM 3, the M map is updated 

after interpolating all MPs fulfilling this requirement. 

Then, we relax the condition and consider missing 

pixels having 3 NMPs in the moving window. After 

checking this condition and refreshing M, we come 

back to our first requirement of having 4 NPs. Then we 

decrease the required number of known pixels to 3. If 

there are no MPs having 3 NMPs as neighbors, we 

consider the missing pixels having 2 NMPs in their 

neighboorhood. Then we come back again to the 

requirement of 4, and successively to 3, 2 and 

eventually to 1 NMP, until all of the MPs are removed.  

  FAIM 6 – the last algorithm is the same as FAIM 

5, but 8-neighborhood is used and the step of looking 

for MPs works using the requirement of possessing 

successively from 8 to 1 NMPs belonging to W in the 

successive algorithm sweeps.  

 

 

3.1. Experiments on Artificial Images 
 

To evaluate the effectiveness of the proposed 

simple and fast interpolating technique, a set of widely 

used inapainting methods were tested:  

ALOHA – Annihilating Filter-based Low-Rank 

Hankel Matrix [10], AMLE – Absolute Minimizing 
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Lipschitz Extension Inpainting [3], HARI – Harmonic 

Inpainting via a Discrete Heat Flow [12],  

INPAI – Inpaitning via Iterative Process based on DCT 

and IDCT [9], INAS (1, 2) – Interpolate NaN Elements 

based on Sparse Linear Algebra and PDE 

Discretizations [4], MPR – Modified Planar Rotator 

Model for Missing Data Prediction [14] and  

MSI – Mumford-Shah Inpainting with Ambrosio-

Tortorelli Approximation [6].  

The results of the restoration of missing regions 

using the distorted images depicted in Fig. 2 in terms 

of the PSNR, NCD and FSIM [13] image restoration 

quality measure are exhibited in Table 1 and Fig. 3. 

Additionally Fig. 4 show the visual comparison of the 

inpainting results using the distorted image depicted in 

Fig. 2 with holes from mask 4. As can be easily seen 

the best restoration results are delivered by the 

ALOHA inpainting method [10]. However, this 

technique is extremely slow and processing a single 

image with medium resolution requires several 

minutes, even when running the code exploiting a 

powerful GPU card. Therefore, this technique although 

excellent in performance cannot be used for practical 

applications. Other algorithms rendered comparable 

results, with the exception of MPR [14].  

Table. 1. Comparison of image restoration quality in terms 

of PSNR [dB] obtained with various inpainting methods 

using 8 versions of corrupted test image, (see Fig. 2). Best 

results are highlighted in bold font.  

 

 
 

 

 

 
 

Fig. 3. Comparison of inpainting results in terms of PSNR, NCD and Feature SIMilarity (FSIM), [13] using corrupted test 

images depicted in Fig. 2.  

 

 

As described before, in the proposed fast inpainting 

approach, the missing values are filled with a local 

average of known pixels in an iterative way, so that 

samples with highest number of known members 

always have a priority. The proposed method yields 

satisfactory results. Of course some blurring of details 

can be noticed, however the method is very fast, even 

when running the MATLAB, unoptimized code and 

yields acceptable interpolation results. 

3.2. Experiments on Real Images 

 

As the ground truth images are not available, we 

decided to manually mark all snow particles in  

15 carefully chosen, representative color images of 

size 640 480 , retrieved from a video sequence from 

a database [15], consisting of more than 1000 frames. 

In this way we obtained a set of 15 images with marine 
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snow particles marked as regions of pixels with 

missing values. As the ground truth images, without 

the snow flakes, are not available, we filled the marked 

areas with the ALOHA inpainting algorithm, choosing 

the method’s settings so that it provided visually 

pleasing results. These restored images were treated as 

a reference set, which enabled to perform the objective 

evaluation of various inpainting methods.  
 

 

 
 

Fig. 4. Comparison of image inpainting results obtained  

with the selected techniques known from the literature  

and using the proposed method for test image depicted  

in Fig. 2 with holes from mask 4.  
 

 

The images depicting the marked regions of MS 

were stored and then used to simulate images with 

increasing contamination intensity. To this end, the 

holes (marked regions) from all images from the 

dataset were superimposed on each of the 15 pictures 

restored with ALOHA. Thus we obtained  

15×15 = 225 different images with marked marine 

snowflakes.  

To further increase the presence of marine snow, 

we created a database consisting of images with 

artificial holes (snow regions) taken from 2 differing 

MS masks. The masks were chosen randomly 3 times 

for each image, so that 45 images with missing regions 

were prepared. Then, for each reference image, also  

3 corrupted versions containing holes from 3, 4 and  

5 other images were created. Thus we obtained a 

dataset of 5 marine snow contamination intensity 

levels, containing 225 4 5 = 405   images, with 

marked holes. Of course, having the images with 

marked marine snow flakes, we can transfer them to 

the reference images. Thus we created another 

database of 405 plausibly looking images 

contaminated with artificial snow which can be used 

for other experiments. Fig. 5 depicts examples of 

images with increasing marine snow intensity levels. 

In each image the superimposed snowflake regions are 

indicated with white color.  

Table 2 shows the average time for processing a 

single frame from the test video sequence. The best 

compromise between the unpainting efficiency and 

computational complexity offers FAIM 5, which will 

be referred to simply as FAIM. The efficiency of the 

proposed interpolation method is presented in Fig. 6, 

which the performance of the fast interpolation 

technique in comparison with other inpainting 

methods using PSNR measure. The proposed 

algorithm is comparable with much more advanced 

and therefore much slower methods, which are not 

suitable for real time frame processing. Therefore, the 

proposed fast inpainting algorithm can be used for 

real-time marine snow removal in underwater video 

sequences.  
 

 

Table 2. Comparison of the average processing time  

of the frames in the test video sequence.  
 

 
 

 

4. Conclusions 
 

In the paper a fast interpolation method intended 

for the removal of marine snow in underwater image 

sequences has been proposed. The new technique is 

fast enough to be applied in real time applications in 

which the distortions produced by marine snow have 

to be eliminated. The performed experiments revealed 

that the new, fast technique is comparable in 

performance with the state-of-the-art inpainting 

methods. Future work will be focused on the 

elaboration of a robust method of marine snow 

detection and its replacement with the described fast 

inpainting technique.  
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Fig. 5. Examplary images with increasing Marine Snow Intensity Level (MSIL).  
 
 

 
 

Fig. 6. Boxplots showing the performance of inpainting methods for low and high MSIL.  
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Summary: As an implementation of the supervised machine learning, a Support Vector Machine (SVM) has been widely used 
as a powerful data discriminative classifier. It is defined by a separating hyperplane, which is obtained given labeled training 

data, and this hyperplane categorizes new examples. Among the parameters to compute the optimal hyperplane, the kernel 
plays a role to transform the problem into separable states. As a kernel trick for radial basis functions, Gaussian function is 
mostly used. While its popularity and analytical conciseness, it is not able to capture the heavy-tailed behavior. We apply 

Gram-Charlier A series to describe the heavy-tailed distribution of the given dataset. As an example, we perform simulations 
to classify various options with the stock underlying, which are characterized by the strike price and maturity, in Korean option 
market according to their underlying industries such as manufacturing business and finance industry, demonstrating the 

versatile applicability of our scheme.   

  
Keywords: Support Vector Machine (SVM), Kernel trick, Heavy-tailed distribution, Classification, Outliers.  
 

 

1. Introduction 

 
Support Vector Machine (SVM) has been widely 

used for data classification as a supervised machine 

learning. It is fed by a set of labeled training data, then 

an optimal separating hyperplane is computed based 

on this dataset.   

Each training data point, which is already marked 

as belonging to one or the other of two categories, is 

added to an SVM training algorithm to build a 

classifier model. It assigns new example data to one or 

the other category, making itself a non-probabilistic 

binary classifier.   

More analytically, an SVM training algorithm finds 

and improves a hyperplane or set of hyperplanes in a 

high- or infinite-dimensional space. This ‘separating’ 

hyperplane then performs classification or outlier 

detection. The hyperplane in the relatively better 

separator has the largest distance to the nearest training 

datasets of any (given) classes. In other words, the 

larger the margin around a hyperplane, the lower the 

error of the SVM.  

Originally this maximum-margin hyperplane 

algorithm is proposed by Vapnik in 1963 to construct 

a linear classifier [6, 7]. However, Aizerman et al. [1] 

proposed so-called kernel trick, in which nonlinear 

functions are applied to the maximum-margin 

hyperplanes [2], to build a nonlinear classifiers. 

Especially, in this scheme, every dot product is 

replaced by a nonlinear kernel function, then the 

(nonlinear) feature space of the given dataset is 

transformed into a hyperplane. One of the common 

kernels is the Gaussian radial basis function 

 

 
 

(1) 

 

While its popularity and analytical conciseness, 

this Gaussian type kernel function is not able to capture 

the heavy-tailed behavior of the given dataset.  
 

  
 

Fig. 1. Failure of Gaussian (Normal) Probability Density 

Function (PDF). Density distribution of the log-return  

of KOSPI (Korea Composite Stock Price Index) is plotted  

in histogram, and the Normal fit is drawn in red solid line.   
  

Fig. 1 shows the distribution of the log-return of 

KOSPI (Korea Composite Stock Price Index) and its 

Gaussian fit. One can clearly observe that the Gaussian 

distribution fails to fit the KOSPI log-return. This 

result implicates the characteristics of outliers cannot 

be well captured by the SVM with Gaussian kernel.  

We, in this research, suggest a modified SVM with 

the heavy-tailed distribution function form. Then, as an 

example, we perform simulations to classify various 

(financial) stock options in Korean option market 

according to their underlying industries. They are 

characterized by the strike price 𝑆 and the time to 

maturity 𝜏. And the underlying industries are 

manufacturing industry and finance, insurance,  

real-estate (FIRE) businesses. The result may well 

demonstrates the versatile applicability of our scheme.   
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2. A Modified Support Vector Machine  

    with Heavy-Tailed Distribution Function  

    Form  

  
Generally, we have a SVM learn a nonlinear 

classification rule, then it applies the linear one for the 

transformed datasets, ( ix ) . In kernel trick, we 

provide a kernel function, which should satisfies,  

 

  (2) 

 

If we apply Gaussian-type kernel function, Eq. (1) 

is utilized to construct Eq. (2) with the strong normality 

(Gaussian property). Regardless of the specific kernel 

function, Eq. (2) is used to derive the classification 

vector w ,   

 

  (3) 

 

In the above equation, the coefficients 𝑐i are 

computed from the optimization problem in Eq. (4).  

 

 = 

 

(4) 

 

which is subject to  for 

all data points.  

To capture the outlier behavior, we consider the 

Gram-Chalier series A expansion of the Gaussian 

kernel function. A modified kernel function, which can 

incorporate the heavy-tailed distribution, is then 

written with polynormials,   

 

 
–  

(5) 

 

 

 
 

Fig. 2. Parameter region ℜ to have positivity  

of the GramCharlier-type function. One can choose  

a parameter set of (𝛽,) from this region ℜ.  

 

The expression in Eq. (5) is not guaranteed to be 

positive, therefore we need to consider a specific 

region, which make it a valid probability distributional 

form. According to our researches [3, 5], we are able 

to find a parameter sets of in the region Fig. 2.  

We choose parameters (𝛽,) from the positivity 

region as drawn in Fig. 2. Then it enables us to apply 

the modified kernel function into the kernel trick  

of an SVM.  

This makes us to improve the SVM better with 

outlier dataset. According to Corrado & Su [4], we can 

model the distribution, which has fat-tail 

characteristic, using Gram-Charlier A series with 

kurtosis. Also it allows the SVM to be applied to 

heavy-tailed or outlier dataset such as Fig. 1, which are 

originally failed in being described under the SVM 

with Gaussian kernel trick. 

 

 

3. Concluding Remark: Simulation Result  

  
As an example, we perform simulations to classify 

various options based the stock underlying according 

to their industries. Those options are two dimensional 

data, which are strike price 𝑆 and the time to maturity 

𝜏. And the industry of specific options works as its 

label (‘correct answer’ of the supervised learning): 

manufacturing and FIRE.  

A set of simulations are under the process, and 

results are updated upon at being public in an oral or 

poster session. This result clearly demonstrates the 

versatile applicability of our scheme due to intrinsic 

data feature.  

This makes us to build a better classifier. Our 

contribution is directly related to the improvement of 

SVM. Particularly it includes heavy-tailed features 

such as outliers and kurtosis, which are ignored before.  
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Summary: The gated convolutional recurrent neural network (GCRNN) is a state-of-the-art model for offline handwriting 

recognition. GCRNNs follow the encoder-decoder architectural pattern. Features obtained from the convolutional encoder are 

passed to the recurrent decoder. Our examination reveals an implicit language model in the decoder. Based on this knowledge, 

we apply decoder pretraining in order to explicitly train the implicit language model. We also examine the structure of the 

model output, which reveals sparsity in the encoder features – character related information is duplicated and interleaved with 

uninformative noise. In order to circumvent such failures and aid the usage of the implicit language model, we propose several 

methods of information compression, one of them being a novel technique we call ``grouping''. Results show WER  

13.4 improvements over our GCRNN implementation. 

 

Keywords: Handwriting recognition, Encoder-decoder, Information compression, Gated convolutional recurrent neural 

network, Implicit language model. 
 

 

1. Introduction 
 

Offline handwriting text recognition is the task of 

extracting text from images containing this text written 

by hand. Currently, text recognition is done mainly by 

neural networks on the line level. We follow this trend 

by adopting the Gated Convolutional Recurrent Neural 

Network (GCRNN) [1] that is a state-of-the-art 

solution for offline handwriting recognition. 

The contribution of our work includes the 

following: we investigate the GCRNN model and find 

evidence of an implicit language model in the decoder, 

we also identify data specific patterns degrading the 

model performance. We develop several techniques of 

information compression in order to aid the implicit 

language model by battling the identified patterns. 
 

 

2. Related Work 
 

Multi-dimensional recurrent neural networks 

(MDRNN) [2] are one of the most widely used 

architectures for handwriting recognition. MDRNNs 

are a generalization of recurrent neural networks 

(RNN) to a multidimensional case. The sequential 

nature of RNNs makes MDRNNs quite slow to train 

and to infer. 

To overcome the limitations of MDRNN based 

techniques, Bluche and Messina introduced gated 

convolutional recurrent neural networks (GCRNN) 

[1]. The proposed model is an enriched variant of a 

CNN-LSTM architecture composed of a convolutional 

encoder, a pooling layer, and a recurrent decoder. The 

pooling is performed with a kernel of 1×H, where H is 

the height of the encoder feature. The pooling layer 

serves as a layer that maps a 2-D image representation 

to 1-D. Such configuration allows for capturing 

handwritten letters features. 

3. GCRNN Exploration 

 
3.1. Exploration by Dataset Generation. 

 

GCRNN uses a recurrent neural network as a 

decoder. In order to explore what is being modeled by 

the decoder, we generated synthetic datasets. Our 

methodology was as follows: 1) We synthesized a 

dataset lacking a certain property; 2) We trained the 

model on the synthetic dataset; 3) We tested the model 

on the reference and synthetic datasets. If the model 

scores remained the same then we conclude that the 

tested property is not modeled. 

We generated 3 datasets apart from the reference 

one. In the semantic dataset, we tested whether the 

text semantics is modeled, we removed it by randomly 

swapping words. In the n-gram dataset we tested 

whether n-grams are modeled, we removed them by 

substituting the words with random strings. In the 

random dataset we tested whether the word lengths 

matter. The dataset was created by sampling uniformly 

distributed strings of random characters. We also 

tested the models on the IAM dataset for reference. 

The results of the experiments may be found  

in Table 1. 

 

 
Table 1. The results of the model testing. 

 

Training ds.→ 

Test ds. ↓ 
IAM 

Ref. 

ds. 

Sem. 

ds. 

N-g. 

ds. 

Rnd. 

ds. 

Reference ds 96.0 7.9 8.4 85.8 96.0 

Semantic ds 94.8 7.9 7.7 86.0 96.7 

n-gram ds 97.8 52.3 51.7 50.6 79.0 

Random ds 100 61.4 62.9 64.0 75.8 
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From the results, we see that semantics is not 

modeled since the semantic model performs equally 

well on the reference dataset and the reference model 

experienced no problem with the semantic dataset. In 

contrast, n-grams and word length play quite a big role. 

Both the n-gram and the random model score poorly 

on the semantic and reference datasets. We may 

conclude that the decoder contains an implicit 

language model that models n-grams. The decreasing 

of IAM scores also supports our findings. 
 

 

3.2. Exploration by Model Output Analysis 
 

We analyzed the outputs of the GCRNN model 

trained on IAM. We counted the number of 

consecutive duplications and single occurrences of the 

blank symbol. It was duplicated 552,934 and appeared 

just once 1,593 times. Long strings of blank characters 

hurt the implicit language model since the decoder 

should also learn to ignore such sequences. 
 

 

4. Proposed Approach 
 

4.1. Grouping 
 

As we just noted, the data fed to the decoder 

contains a lot of duplication and non-informative 

noise. The decoder input is a tensor that has a width 

and channel dimensions, the height dimension is 

removed by pooling. In order to increase the 

informativeness of the encoder output, we split the 

decoder input tensor into equal chunks across the width 

dimension, then we rearrange the elements of each 

chunk across the channel dimension. We call this 

grouping. We also tweak the pooling layer between the 

encoder and decoder as an alternative to grouping. 

Such methods decrease dimensionality and increase 

information density in the features fed to the decoder 

thus aiding the implicit language model. 
 

 

4.2. Decoder Pretraining 
 

As another way to aid the implicit language model 

we pretrain the decoder on the synthetic data as a 

language model in a way proposed by Dai [3]. In order 

to match the dimensionality of the input, we use a 

vector embedding for the characters. We also apply 

augmentations form [5]: we randomly shuffle letters in 

source embedding leaving the target embedding 

untouched. 
 

 

5. Experimental Evaluation 
 

We use Word Error Rate (WER) as a metric. We 

use our implementation of GCRNN as a baseline. 

Because of lack of the data we failed to achieve results 

described in [1], but our best model performs on par 

with the state-of-the-art models described in [4]. 

5.1. Pooling and Grouping Evaluation 

 

The baseline model performed at 50.79 WER 

increasing the pooling window allowed us to get to 

43.41 WER. Adding grouping allowed us to achieve 

39.34 WER. A combination on both the techniques 

gave 37.34 WER. 

 

 

5.2. Decoder Pretraining Evaluation 

 

Pretraining of the decoder allowed us to achieve 

43.52 WER. Adding noise or grouping degraded the 

result but still resulted in improvements above the 

baseline model. The results were namely 45.51 and 

45.76 WER. 

 

 

6. Conclusions 

 
In this paper, we study the possibilities of the 

GCRNN model [1]. We find out that the model does 

not capture any high-level notion of the language and 

only models the language of n-grams. We also note the 

fact that informative signal appears in small clusters 

padded on both sides with blank characters. In order to 

improve the results, we develop several techniques: a 

technique we call grouping, tuning the pooling layer, 

and applying decoder pretraining. All the introduced 

techniques result in loss improvements. 
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Summary: Complex industrial systems are increasingly software driven, rapidly evolving into autonomous, self-adaptive 

processing at industrial field. Artificial intelligence technologies are spreading fast at industrial Edge, improving the industrial 

operations efficiency. However Edge computing systems involving artificial intelligence must also continuously ensure the 

safe operations. This paper assesses the state of the art of cognitive technologies with their relevance for artificial intelligence 

implementation at industrial safety critical systems. It introduces then a state of the art for artificial intelligence safety assurance 

practices. Implementation at the industrial application stack is illustrated with the edge virtual operating system that operates 

the industrial fog. Edge operating system is evolving fast as kind of an AI intensive software. Industrial developments are 

illustrated with Slap OS, real case examples of swarm computing and advanced robotic. 

 

Keywords: Artificial intelligence, Industrial edge computing, State of the art, Cyber-physical system, Edge virtual operating 

system, Safety, Assurance engineering, Industry cases, Swarm processing. 

 

 
Complex industrial systems are increasingly 

software driven, rapidly evolving into autonomous and 

to some extent, self-adaptive processing at field. Edge 

computing applied in industrial context is embedding 

cognitive algorithms. This edge embedded artificial 

intelligence supports local decisions and actions which 

often influence safety critical operations at field level. 

The industrial internet of things composes a virtual 

platform at field. It interacts with business 

orchestration, such as the manufacturing execution 

system in the production context, the signalling 

systems in the transport mobility context, etc. 

Cognitive technologies are spreading fast at industrial 

Edge. Such digitized industrial platform brings more 

automatic decisions locally and actions. 

This paper assesses the state of the art of cognitive 

technologies with their relevance for artificial 

intelligence implementation at industrial safety critical 

systems. Distinguishing from genetic algorithms and 

robotized process automation, also briefly introduced, 

we structure four families of techniques: machine 

learning, hybrid neural networks, deep neural 

networks, and generative adversarial networks. 

Cognitive technologies are presented with illustration 

of their purpose at the industrial application stack. The 

industrial cloud is beyond the field digital fog, which 

capacity is increasing fast. Edge Computing moves the 

industrial internet of thinks as virtually distributed 

swarm computing in near proximity. Fig. 1 illustrates 

possible placements of cognitive technologies closer to 

the industrial field. 

While edge processing and storage capacities are 

increasing at fog, this one can also provide available 

resources opportunistically. Assisted with artificial 

intelligence, the edge virtual operating system 

organizes dynamically the sharing at fog, of pseudo 

available resources for virtual functions or services at 

the cyber physical system. That raises cybersecurity 

issues which need to be well addressed in order to 

partition securely the devices architecture. Meanwhile, 

the primary function of the installation is to run a 

mission critical process, which shall comply with 

safety requirements. This paper assesses state of the art 

of safety assurance for artificial intelligence to be 

embedded into safety critical cyber-physical systems. 

We illustrate with three actual cases of industrial 

applications based on SlapOS, an open source edge 

computing framework in the context of artificial 

intelligence-assisted control. First case demonstrates 

the use of GPUs at edge to support real-time anomaly 

detection of the structural health of wind turbines 

based on models calculated on a cloud-hosted data lake 

using Keras deep learning. The second case 

demonstrates industrial control implementation based 

on virtualised PLCs' interconnected with IoTs at field 

and business orchestration in the cloud. The third case 

demonstrates a drone guidance implementation based 

on artificial intelligence deployed locally at IoT, with 

navigation at Edge and path planning in the cloud. 

We conclude with summarizing challenges for the 

implementation of auto-adaptive autonomous 

industrial systems in safety critical applications, and 

future work. 
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Fig. 1. IIoT and Cognitive technologies over the edge and the cloud in Future Smart Secure and Safe (3S)  

Industry 4.0 systems. 
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Summary: We present VALIS (Vote-Allocating Immune System), a supervised learning algorithm based on the principles of 

the immune system. Classification is performed by a population of artificial antibodies that can bind to the input data and vote 

for their classes. The training is performed in evolutionary manner, with new antibodies being created by means of crossover 

and mutation. Tests on multiple problems demonstrate that VALIS is competitive with established classification methods. 

Based on VALIS, a system protecting the wireless sensor networks from attacks by mutating viruses can be developed. To this 

end, intelligent (soft) sensors which can be trained by the evolutionary algorithm to determine the type of attack and neutralize 

it are employed. The machine learning technology considered belongs to the area of soft measurement methods. 

 

Keywords: Artificial immune systems, Bioinspired computations, Machine learning, Supervised learning, Soft measurements. 

 

 

1. Introduction 
 

Artificial immune systems (AIS) are a class of 

algorithms based on principles found in the immune 

system. Depending on which features of the natural 

system are modelled, they fall into one of the four 

categories: negative selection [1], clonal selection  

[2, 3], immune networks [4, 5] and danger theory [6]. 

Various types of AIS perform different tasks such as 

supervised learning, unsupervised learning or 

optimization. We propose a new supervised learning 

algorithm called VALIS, which stands for 

VoteAllocating Immune System. The algorithm uses a 

population of artificial antibodies that can bind to the 

input data and vote for their classes, with votes of 

bound antibodies determining the classification result. 

The training process resembles a genetic algorithm 

with niching. New antibodies are created by means of 

crossover and mutation, and fitness sharing ensures 

that the antigen space is covered evenly. However, in 

contrast to the traditional evolutionary algorithms, the 

end result is a population that acts as a whole, 

collectively solving the classification problem. 
 

 

2. Proposed Approach 
 

Following the immunological metaphor, VALIS 

maintains a population of antibodies, and the data 

samples represent antigens. Both the antigens and 

antibodies (referred to as the molecules) are specified 

by a number of parameters called their generalized 

shapes. The degree of antibody-antigen interaction is 

quantified by the distance function defined over the 

space of generalized shapes. The exact molecule 

representation and the distance function depend on a 

particular problem. However, in many practical cases 

involving continuous variables, the antibodies can be 

represented as spheres and the distances can be 

measured with the usual Euclidean metric. 

The classification process is analogous to the 

immune response of a real immune system. Depending 

on its distance to a particular antigen, an antibody can 

bind to it. Each antibody bound to the input antigen 

votes with its class distribution and the total votes are 

used to determine the classification result. Fig. 1 

depicts the population trained on a test problem. 

 

 

 
 

Fig. 1. Visualization of antibody population trained  

on a synthetic 2D dataset with three classes. Training data 

samples are marked in black, with class indicated by shape. 

Antibodies are shown as circles with colors determined  

by class distributions. 

 

 

The training is performed in steps called 

generations. During each generation, new antibodies 

are created by means of crossover and mutation and 

replace the worst performing fraction of the 

population. An antibody’s fitness is calculated based 

on its local classification accuracy and a sharing factor 

which quantifies its degree of overlap with other 

antibodies. When a large number of antibodies starts to 
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accumulate in a particular area, their sharing factors 

drop and make other regions of the search space more 

attractive. This mechanism maintains the population 

diversity and drives the exploration, resulting in 

emergent training dynamics. 

VALIS was compared to 9 popular classification 

algorithm implemented in the scikit-learn Python 

package [7]: k nearest neighbours (kNN), logistic 

regression (LR), linear and quadratic discriminant 

analysis (LDA, QDA), naive Bayes (NB), AdaBoost 

(AB), decision trees (CART), random forests (RF) and 

support vector machines (SVM). The algorithms were 

tested on six datasets from UCI repository and MASS 

package. The performance of each algorithm was 

measured using 6 repetitions of a 10-fold cross 

validation. The results are summarized in Table 1. 
 

 

Table 1. Geometric means and minimums of relative 

classification accuracies. 

 

Algorithm  
Geometric 

mean  
Minimum  

VALIS  0.956  0.926  

SVM  0.956  0.855  

kNN (k = 1)  0.953  0.918  

RF  0.940  0.817  

kNN (k = 3)  0.938  0.870  

LDA  0.933  0.838  

LR  0.922  0.832  

kNN (k = 5)  0.920  0.863  

kNN (k = 7)  0.907  0.831  

CART  0.883  0.778  

AB  0.820  0.600  

NB  0.747  0.394  

QDA  0.722  0.174  

 

3. Conclusions 
 

We have presented VALIS, a novel immune 

inspired supervised learning algorithm. Compared to 

other AIS, VALIS is different in terms of population 

structure and learning dynamics. The training 

procedure resembles a genetic algorithm with niching, 

with fitness sharing ensuring antibody diversity. The 

system exhibits global emergent behavior as the result 

of local interactions, with population as a whole 

converging towards higher collective classification 

accuracy. Experiments demonstrate that VALIS is 

competitive with other established classification 

methods.  
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Summary: The near future of Industry 4.0 will be related on making these components both cognitive and collaborative and 

situation aware («understanding») agents. In this case shown the problems of developing hybrid knowledge formation system. 

A crucial role of measurement in acquiring and discovering knowledge for intelligent systems is shown. The Russian scientific 

tradition of considering measurement as a cognitive process is discussed. The architecture of hybrid knowledge formation 

system is presented. The paper consider the operation principle and structure of cognitive measurement information device. 

 

Keywords: Intelligent system, Intelligent agents, Knowledge-based systems, Cognitive measurements, Industry 4.0. 

 

 

1. Introduction 

 
Nowadays the world-wide initiative called Industry 

4.0 [1-3] becomes a main challenge for developing 

advanced technologies in modern Artificial 

Intelligence. The most important idea of Industry 4.0 

is the fusion of the physical and virtual worlds [1] 

provided by Cyberphysical Systems (CPS). The 

emergence of CPS supposes the inclusion of 

computational resources into physical-technical 

processes. 

Basic platforms for Industry 4.0 are Smart 

Factories viewed as systems of CPS. Within modular 

smart factories, physical processes are monitored, 

virtual copy of physical world is created, and well-

timed decentralized decisions are made. So their basic 

components are advanced sensors and sensor 

networks, robots, instruments, monitoring tools, 

control systems, human-machine interface. The near 

future of Industry 4.0 will be related on making these 

components both cognitive and collaborative and 

situation aware («understanding») agents. 

Moreover, the problems of growing both mixed 

human-robot societies and societies of artificial 

cognitive agents and smart objects will be of special 

concern [4]. 

 

2. Hybrid Knowledge Formation System 

 
In this context we face the problem of constructing 

hybrid knowledge formation system (3rd generation 

knowledge acquisition system) to develop intelligent 

systems for Industry 4.0. First generation knowledge 

acquisition systems were focused on acquiring 

knowledge from unique human expert during his/her 

communication with knowledge engineer and 

provided the development of expert system shells. 

Second generation knowledge acquisition and 

management systems are based on a hierarchy of 

ontologies and ontological engineering techniques and 

tools. They are mainly oriented to achieving mutual 

understanding in a community of artificial agents (or 

both human and artificial agents) and enabling their 

joint work. Finally, third generation knowledge 

systems are hybrid: they suppose the joint use of 

various explicit and implicit knowledge sources, in 

particular, expert estimation and measurement 

techniques. For such systems, we propose to use the 

term hybrid system of knowledge formation, as 

combining the processes of knowledge acquisition and 

knowledge discovery. A possible architecture of 

hybrid knowledge formation system is presented in 

Fig. 1. 

 

 
 

Fig. 1. Architecture of hybrid knowledge formation system. 
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Fig. 2. Representation of transitions «Data–Information– Knowledge–Meta-Knowledge»  

in «Understanding – Activities» coordinates. 

 

 

Conventional knowledge extensive technologies 

based on ready expert knowledge elicitation and 

transfer have to be completed by knowledge intensive 

technologies supposing sensor mining, i.e. the 

transitions «data-information-knowledge» (Fig. 2) [5]. 
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Summary: Summary: Digital revolution dramatically affects different spheres of human life, creating opportunities and risks. 

New technologies can contribute to realizing the Sustainable Development Goals, hence the effective application of relevant 

technological developments for evaluating the effectiveness of various systems is important. Contemporary systems are quite 

complex and operate under conditions of uncertainty. This article presents the methods of monitoring and controlling of 

industrial systems under conditions of uncertainty on the example of petroleum industry. The methods mentioned are based 

on the methodology of Bayesian intelligent technologies that refers to the Bayesian intelligent measurements. Such methods 

allow to implement soft measurements and use soft modelling, audit and control technologies accompanied by uncertainty 

conditions. Number of indicators has been compiled based on foreign and domestic experience. A conceptual model has been 

developed for monitoring and controlling indicators of petroleum industry. Such model takes into account uncertainty and 

instability of internal and external factors, although it produces relevant results for making management decisions.   

  

Keywords: soft measurements in economy, Bayesian intelligent technologies (BITs), Bayesian intelligent measurements 

(BIMs), complex systems, industrial systems, petroleum industry. 

 

 

1. Introduction 
 

Nowadays global economy is developing in terms 

of growing digital data influence. Digital information 

is spreading with unprecedented speed and scale and 

affects our lives dramatically. For example, global 

Internet Protocol (IP) traffic grew from about 100 

gigabytes (GB) per day in 1992 to more than 45,000 

GB per second in 2017. However, the world is only in 

the early days of the data-driven economy. Global IP 

traffic is projected to reach 150,700 GB per second by 

2022 (Fig. 01) [1].  

  

 

 
 

Fig. 1. Evolution of global IP [1]. 

  

 

In particular, information pressure has an influence 

on economic systems that makes them more complex. 

On the one hand, abundance of various information 

allows to study such systems more thoroughly. On the 

other hand, it is difficult to reveal whether such 

information is reliable, accurate and complete [2]. 

Hence, there is a need in special instruments to study 

complex economic systems under conditions of 

uncertainty but despite this fact relevant management 

decisions are generated.  

  

  

2. Bayesian Intelligent Technologies  
  

The role of intelligent measurements is increasing 

in real practice due to the informatisation of society 

activity. However such measurements cannot be 

applicable on the basis of current technological 

decisions.   

First of all, modern complex systems contain 

different types and kinds of information as big data. 

Secondly, applicable measurements have to produce 

reliable results. Thirdly, the indicators observed are 

exposed to the environment and are under conditions 

of uncertainty [3].   

Precisely, the methodology of Bayesian intelligent 

technologies (BITs) meets the specified requirements. 

BITs are based on Artificial Intelligence (AI) concepts, 

a system approach and the common theory of Bayesian 

intelligent measurements (BIMs). The theoretical basis 

of BITs refers to the regularized Bayesian approach 

(RBA) [4]. BITs are designed to measure complex 

systems and determine their properties, dynamics and 

trends in terms of their continuous development and 

active interaction with environment to generate 

management decisions. In practice almost all modern 

systems can be attributed to complex objects, therefore 

BITs are applicable to their measurements [5].   
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3. Monitoring and Controlling of Petroleum 

Industry  
  

Uncertainty is an important parameter in making 

measurement decision [6]. Simultaneously monitoring 

and controlling of complex systems is being carried out 

under conditions of uncertainty [7]. For this reason, 

BITs are applicable for monitoring and controlling of 

such systems.  

On the basis of the methodology of BITs a system 

of dynamic model has been developed and adapted for 

monitoring and controlling of petroleum industry:   

  

            (1)  

  

where 𝐺𝑡(𝑀𝑃𝐼) is the dynamic general model of 

petroleum industry, 𝐺𝑡(𝐼𝐹) is internal factors of 

petroleum industry, 𝐺𝑡(𝑀𝑖𝐸) is micro-environment of 

petroleum industry, 𝐺𝑡(𝑀𝑎𝐸) is macro-environment of 

petroleum industry.  

All the indicators mentioned take into account 

internal and external factors that affect the petroleum 

industry such as oil prices, oil extraction, production, 

consumption, input-output indicators, international 

trade, different sanctions and barriers, Organization of 

the Petroleum Exporting Countries (OPEC) 

agreements, intergovernmental policy, etc.  

The purpose for choosing this economic sphere of 

activity was its prevalence in the world and continuing 

development [8]. Petroleum industry is also the leading 

industrial system in the Russian economy and is 

gradually influenced by environment, viz. its internal 

and external factors (Fig. 2).   

 

 

 
 

Fig. 2. Petroleum industry system [compiled by the author]. 
 

 

The basic indicators for calculations have been 

taken from open information resources, e.g. 

international organisations and national statistical 

databases [8-10].  

  

  

4. Conclusions  
  

Digital data and intelligent technologies are 

strongly incorporated in everyday activity as well as in 

economic sphere. Their influence will continue to 

increase, signifying new risks and opportunities. Thus, 

management is in search of new methods of 

measurements for developing suitable solutions.  

The presented model allows monitoring and 

controlling of petroleum industry in complexity under 

conditions of uncertainty. The interpretation of 

generated indicators may be used in practice in order 

to make relevant decisions in management. 
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Summary: An urgent task of conducting modern business is to improve the production and financial and economic activities 

of organizations in order to ensure their harmonious and sustainable development. The concept of cost as an economic category 

is the most important in the management accounting system, since cost has a direct impact on the profit of an organization. 

Information about the cost price is necessary for making management decisions, as well as for choosing ways and methods to 

reduce it. Currently, organizations experience the strongest influence of the external environment, so the formation of the cost 

price is not limited only to the calculation of costs, but also includes continuous control and monitoring of factors that affect 

its formation. The specificity of the modern economy is the complexity and uncertainty of production environment. This is 

due to both rapidly changing factors of production itself, and actively influencing environmental factors, such as market 

changes, economic sanctions, which determine the appearance of numerous and diverse risks of production. Therefore, 

currently in demand are methods and tools that are focused on working in such situations. One of them is Bayesian intelligent 

technologies. They allow you to modernize the management accounting system, and are focused on the conditions of 

uncertainty and instability of factors determined in the course of the organization's activities.  
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1. Introduction 
 

The cost of products (works, services) is a complex 

object that actively interacts with the external 

environment. Environmental factors cause uncertainty, 

characterized by vagueness, inaccuracy, and lack of 

information, which hinders effective solving financial 

and management problems [1]. Hence, it is necessary 

to use methods that obtain sustainable solutions as 

analytical assessments, recommendations, 

conclusions, and flexible management strategies [2]. 

One of them is the regularizing Bayesian approach, 

which has integrating and regularizing properties, 

based on the methodology of which, calculated data 

about an object can be integrated with expert estimates, 

by multidimensional convolution of information. 

Information technologies based on the regularizing 

Bayesian approach are called the Bayesian intelligent 

technologies.  

  

  

2. Model for Evaluating and Monitoring the 

State of the Management Accounting 

System  
  

The properties of a complex object and its relations 

to the environment are constantly changing. In this 

connection, it is necessary to amend the model 

representations of the object, evaluate its properties 

and criteria, as well as restrictions, assumptions, and 

requirements for setting the task. Depending on the 

information received, the target functions and criteria 

of the problem to be solved, the conceptual model of a 

complex object and its environment will change [3]:  

G(O)(t) → G(M)(t),                           (1)  

 

where G(O)(t) is the system of a dynamic object, G(M)(t) 

is a system of a dynamic model.  

G(O)(t) is the Bayesian convolution of properties 

and relations that change with time t [3]:  

 

G(O)(t) = Q(O)(t) ∗ R(O)(t),                   (2)  

 

where Q(O)(t) is the properties of a dynamic object, 

R(O)(t) is the relations of a dynamic object to 

environment, “*” is the Bayesian convolution symbol.  

The convolution of component properties in the 

model is calculated using the Bayes formula [3]:  

 

 
k i-1 i k i

k i i

j i-1 i j i1

P(h |Y )(x |h |Y )
P(h |x |Y )=

P(h |Y )l(x |h |Y )
K

j
,        (3) 

 

where hk is the estimation of a parameter, xi is the data 

set, Yi is the conditions for determining the score.  

The system of the dynamic model G(M)(t) is the 

Bayesian convolution of properties and relations, as 

well as restrictions, assumptions, and requirements of 

the problem statement, also changing over time t [3]:  

  

G(M)(t) = Q(M)(t) ∗ R(M)(t) ∗ L(M)(t),           (4)  

 

where Q(M)(t) is the properties of a dynamic model, 

R(M)(t) is the relations of a dynamic model, L(M)(t) is 

the constraints, assumptions, and requirements of a 

dynamic model, * is the Bayesian convolution symbol.  

Based on the above basic formula the system model 

of the costs of services of the project organization can 
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be represented as a set of the following interrelated 

systems:  

 

GPC = GDC ∗ GIC ∗ GOC ∗ GE,                  (5) 

 

where GCP is the prime cost (works, services), GDE is 

the direct costs, GIC is indirect costs, GOE is the other 

costs, GEF is the environment, “*” is the Bayesian 

convolution symbol.  

The above model in practice can be implemented 

by using the “Infoanalyst” software tool [4].  

  

  

3. Methodology for Evaluating Cost 

Indicators in the Management Accounting 

System  
  

To implement this task, it is necessary to build a 

tree of factors in the “Infoanalyst” program and enter 

the values of actual costs and their planned indicators 

to build the tree of factors (see Fig. 1). In fact, the tree 

of factors is the specialist’s knowledge base and can be 

supplemented and detailed in the course of work.  

  

 
 

Fig. 1. Factor Tree. 

  

Let’s consider the indicator “expenses of 

construction contracts” for a specified date. The 

assessment of the state of this factor is on the 

corresponding scale (see Fig. 2).  

  

   

 
 

Fig. 2. Hypotheses about the state of the “expenses of 

construction contracts” factor. 

Fig. 2 illustrates the fact that the estimate is 

obtained as a fuzzy set. The highest probability 

(0.717), has an alternative “Extremely above the 

norm”, a possible alternative is also a score “Critically 

above the norm” (probability 0.271). Although each of 

the alternatives to this estimate has a low probability, 

in general, this estimate has a sufficiently high 

confidence approaching 1, which allows it to be used 

for practical purposes (see Fig. 3).  

  

 

 
 

Fig. 3. Metrological characteristics and risk assessment of 

models based on the “expenses of construction contracts”. 

  

 

The results obtained on the scale indicate that the 

factor “expenses of construction contracts”exceeded 

the cost rate, which requires further detailed 

information on it.  

The results obtained on the scale indicate that the 

factor “expenses of construction contracts” exceeded 

the cost rate, which requires further detailed 

information on it. The system has determined that this 

factor is in an extremely dangerous state and tends to 

increase significantly. In this case, a detailed study of 

the documentation and a comprehensive analysis 

revealed that one of the subcontractors unreasonably 

exceeded the cost of work under the contract.  

  

  

4. Conclusions  
  

Based on the research, the following results and 

conclusions were obtained.  

– An analytical decision support system based 

on the regularizing Bayesian approach can serve as an 

effective tool in the organization of cost management 

in conditions of significant information uncertainty;  

– A working model based on the “Infoanalyst” 

computer platform was developed for the assessment 

and formation of costs, and the organization of 

management accounting under conditions of 

uncertainty, instability and significant influence of 

environment;  

– The author’s model can be successfully 

adapted to certain conditions and demands, used in 

practice as it meets the requirements of successful 

solving of the main tasks of digitalization influence of 

management accounting decisions.  
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Summary: This paper proposes an improved feature modeling of Completed Local Binary Pattern (CLBP) combined with an 

effective image pre-processing technique for extracting features in facial expression recognition. The method has experimented 

on two typical kinds of dataset: medium (2040 images) and large (5130 images). Experimental results show recognition rate 

of the proposed method better in comparison with common modeling of Completed Local Binary Pattern feature and the Local 

Binary Pattern feature as well. Experiments performed on medium and large facial expression datasets obtained recognition 

rates are 99.95 % and 99.14 % respectively. 

 

Keywords: Computer vision, Emotion detection, Facial expression recognition, Advanced completed local binary pattern. 

 

 

1. Introduction 

There are commonly two main methods to enhance 

the accuracy of an automatic facial expression 

recognition system. The first is discovering suitable 

features that more efficiently characterize different 

facial expressions, and the second is finding classifiers 

that better classifying facial expressions. In addition, 

determining a method of face image pre-process for 

extracting feature that is most appropriate for the kind 

of feature and classifier used is very useful for 

improving the recognition rate. 

This work proposes a novel modeling of feature 

called the advanced modeling of completed local 

binary pattern or Combined Gray Local Binary Pattern 

(CGLBP). The feature combines the Local Binary 

Pattern (LBP) and Local Gray Level Difference 

(LGLD) of face images. This feature is extracted based 

on an effective method of face acquisition employed as 

in [1]. For emotion classification, Support Vector 

Machine (SVM) has been used. 

 

2. Previous Related Works 
 

2.1. Face acquisition 

 

This process can be divided into two steps: basic step 

and enhancement step. The basic step is to detect the 

face region of an input face image and eliminate 

redundant regions. This step can carry out by manual 

or a real-time face detector …, and enhancement step 

is to optimize the face region for extracting facial 

expression features. This step can be made by cropping 

methods, image normalization or image filter 

processes. Then the face images are rescaled and used 

for feature extraction. Fig. 1 shows the process of face 

image preprocess. 

 
 

Fig. 1. The process of face image preprocess 
 

In this work, the robust real-time face detector 

proposed by Viola and Jones [2] is employed to detect 

the face region of an input face image then a technique 

presented in [1] is used for cropping face images 

obtained from the robust real-time face detector to 

retain essential information and eliminate unnecessary 

information or pixels with little information. Fig. 2 

illustrates steps for face acquisition of a face image 

from MUG dataset. 

 

 
 (a) Face image from image dataset 

(b) Part of face image obtained from the robust real-time face 

detector (the red square) 

(c) Part of face image obtained from the cropping technique 

(the yellow square or small square)  

(d) Face image for extracting feature with a cropping 

percentage of w2 to w1 as in [1]. 
 

Fig. 2. The process of face acquisition. 
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2.2. Face Feature Extraction 
 

Generally, there are two approaches for facial 

representation: geometric features as in Ref. [3] and 

appearance features, for example in Ref. [1]. This work 

uses an approach of dividing face images into non-

overlap regions for extracting LBP features. Then each 

region is calculated LBP histogram or LBP feature. 

The LBP features extracted from each region are 

concatenated from left to right and up to down into a 

single feature vector of the face image as in Fig. 3. 

 

 

 
 

Fig. 3. Image LBP histogram or image LBP feature vector. 

 

 

3. Advanced Modeling of Completed Local 

Binary Pattern 
 

3.1. Local Binary Pattern (LBP) 
 

The LBP operator was introduced as a 

complementary measure for local image contrast as in 

Ref. [4]. A local binary pattern code is computed for a 

pixel in an image by comparing it with its neighbors as 

in (3.1): 

 

𝐿𝐵𝑃𝑃,𝑅 = ∑ 𝑠(𝑔𝑝 − 𝑔𝑐)2
𝑝, 𝑠(𝑥) =  {

1, 𝑥 ≥ 0
0, 𝑥 < 0

𝑃−1
𝑝=0      (3.1) 

 

with gc is the gray value of the central pixel, gp is the 

gray value of its neighbors, P is the total number of 

involved neighbors, and R is the radius of the 

neighborhood. A histogram of a labeled image fk(x, y) 

can be defined as following: 

 
𝐻𝑖 = ∑ 𝐼(𝑓𝑘(𝑥, 𝑦) = 𝑖),      𝑖 = 0, … , 𝑛 − 1  𝑥,𝑦      (3.2) 

 

where n is the number of different labels produced by 

the LBP operator and 

 

𝐼(𝐴) = {
   1 ,    𝐴 𝑖𝑠 𝑡𝑟𝑢𝑒
    0 ,    𝐴 𝑖𝑠 𝑓𝑎𝑙𝑠𝑒

                  (3.3) 

 

This histogram contains information about the 

distribution of the local micro-patterns, e.g. spots, 

edges, corners or flat areas etc., over the whole image. 

To represent the face efficiently, features extracted 

should retain spatial information. For this reason, the 

face image can be divided into m small regions R0, 

R1…, Rm as shown in Fig. 3. So a spatially enhanced 

histogram is expressed as: 

𝐻𝑖,𝑗 = ∑ 𝐼(𝑓𝑘(𝑥, 𝑦) = 𝑖)     𝐼 ((𝑥, 𝑦) ∈ 𝑅𝑗)𝑥,𝑦      (3.4) 

 

where i = 0,…, n-1, j = 0,…, m-1. 

The feature has been applied for facial expression 

recognition in [1] 

 

 

3.2 Completed Local Binary Pattern 

 

Local binary pattern has been used as an effective 

feature for facial expression recognition. But the local 

binary pattern only uses conventional sign component 

and ignores the magnitude component. However, it is 

also discovered that the information contained in 

magnitude difference or local gray level difference can 

provide a significant improvement to performance. 

According to [5], based on a central pixel gc and its 

P circularly and evenly spaced neighbors gp, p = 0, 1, 

…, P-1, the difference between gc and gp can be 

calculated as dp = gp – gc. 

The local difference vector [d0,…, dP-1] describes 

the image local structure at gc and can be decomposed 

into two components: 

 

𝑑𝑝 = 𝑠𝑝 ∗ 𝑚𝑝    𝑤𝑖𝑡ℎ {
𝑠𝑝 = 𝑠𝑖𝑔𝑛(𝑑𝑝)

𝑚𝑝 = |𝑑𝑝|
           (3.5) 

 

where 𝑠𝑝 = {
1, 𝑑𝑝 ≥ 0

0, 𝑑𝑝 < 0
 is sign of dp and mp is the 

magnitude of dp. Equation (3.5) is called the local 

difference sign-magnitude transform and it transforms 

the local difference vector [d0,…, dP-1] into a sign 

vector [s0,…, sP-1] and a magnitude vector  

[m0,…, mP-1] 

The model of completed local binary pattern 

included CLBP_S (sp) and CLBP_M (mp) operators. 

Two CLBP_S and CLBP_M operators have same 

binary string format, so they can be used together for 

pattern recognition. To form a CLBP descriptor, 

histograms of CLBP_S and CLBP_M codes of the 

image are made then they can be combined by two 

ways: in concatenation or jointly. In the first way, the 

histograms of the CLBP_S and CLBP_M codes are 

calculated separately, and then concatenate the two 

histograms together. This CLBP scheme can be 

represented as “CLBP_S_M”. In the second way, a 

joint 2D histogram of the CLBP_S and CLBP_M 

codes are calculated. This CLBP scheme is represented 

as “CLBP_S/M”. The feature has been research for 

facial expression recognition and presented in [6]. 
 

 

3.3. An Advanced Modeling of Completed Local 

Binary Pattern 

 

The approach using CLBP_S_M in 3.2. takes much 

time to calculate mp = dp. In this work, an improved 

approach of modeling of completed local binary 

pattern is proposed called CLBP_S_G for brief. This 

modeling is based on the CLBP_S operator and image 

local gray level difference called CLBP_G for brief. 
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Fig. 4 shows an example of the transformation of 

CLBP_S and CLBP_G from a 3x3 sample block. 

The sign component of CLBP_S_G is the same 

with the sign component of CLBP_S_M, where the 

CLBP_G operator is defined as in (3.6). 

 

 

 

Fig. 4. The transformation of sign and magnitude 

components of the improved modeling of CLBP: (a) A 3x3 

sample block, (b) local difference, (c) sign component and 

(d) gray level component. 

 

𝐶𝐿𝐵𝑃_𝐺𝑃,𝑅 = ∑ 𝑡(𝑔𝑝, 𝑐)𝑃−1
𝑝=0 2𝑝, 𝑡(𝑥, 𝑐) = {

1, 𝑥 ≥ 𝑐
0, 𝑥 < 𝑐

  (3.6) 

 

where, the threshold c is to be determined adaptively. 

Here, c is taken to be the mean value of gp over the 

CLBP_G operator. 

Based on the idea of choosing effective threshold for 

CLBP_M, in order to choose an effective threshold for 

CLBP_G, some different thresholds were tested as 

following: 

 The mean value of gp from the whole image 

 The mean value of gp from the region 

 The mean value of gp from the CLBP_G  

operator. 

Experiment results on the two datasets show that 

choosing the threshold as in the last case obtain the best 

accurate in facial expression recognition. It can be 

explained as following: 

 One weak point of LBP operator is that it is very 

sensitive to noise. The label of patterns will be 

changed even just only one noise pixel 

occurred. 

 So choosing threshold is the mean value of gp 

from the CLBP_G operator can not only make 

CLBP operator more tolerant of noise, but also 

combines the difference of magnitude 

component. 

Two CLBP_S and CLBP_G operators also have 

same binary string format, so they can be used together 

for pattern recognition like CLBP_S and CLBP_M 

operators. 
 

 

4. Experiments and Results 
 

The work experimented on two typical image 

datasets based on the proposed method. First is Cohn-

Kanade (CK) dataset including 2040 images and 

second is MUG dataset including 5130 images. 

Resolution of images is 64x64 pixels. Each region is 

8x8 pixels. The 3-fold cross-validation technique has 

been used for estimating the performance.  
 

 

4.1. The Cohn-Kanade (CK) Dataset 
 

The Cohn-Kanade dataset is one of the most 

comprehensive datasets in the current facial expression 

research community [7]. The CK dataset consists of 

100 university students aged from 18 to 30 years, of 

which 65 % were female, 15 % were African-

American, and 3 % were Asian or Latino. Subjects 

were instructed to perform a series of 23 facial 

displays, six of which were based on description of 

basic emotions (i.e., anger, disgust, fear, joy, sadness, 

and surprise). Image sequences from neutral to target 

display were digitized into 640×490 pixel arrays with 

8-bit precision for grayscale values. 

Fig. 5 shows that accuracy rates of non-cropped 

images (full images obtained from the robust real-time 

face detection algorithm or percentage 100% of w2/w1) 

for all three kinds of feature (LBP, CLBP_S_M, 

CLBP_S_G) almost less than the accuracy rates of 

cropped images (from 80 % to 90 % of w2/w1) on CK 

dataset. The CLBP_S_G feature obtains highest 

accuracy at 99.95 % with cropping percentage of w2 to 

w1 being 85 % and almost better than LBP and 

CLBP_S_M features in remain percentages of w2  

to w1. 

 

 
 

Fig. 5. Comparison of experimental results of LBP, 

CLBP_S_M and CLBP_S_G for CK dataset. 
 

 

Table 1 shows the confusion matrix of CK dataset 

based on CLBP_S_G feature with cropping percentage 

of w2 to w1 being 85 %. 

 

 

 

80% 81% 82% 83% 84% 85% 86% 87% 88% 89% 90%
100

%

LBP 99,71 99,85 99,75 99,75 99,75 99,8 99,85 99,75 99,75 99,66 99,71 99,61

CLBP_S_M 99,8 99,8 99,85 99,85 99,85 99,8 99,85 99,75 99,85 99,75 99,75 99,41

CLBP_S_G 99,8 99,9 99,8 99,8 99,9 99,95 99,8 99,8 99,85 99,8 99,75 99,66

99,1
99,2
99,3
99,4
99,5
99,6
99,7
99,8
99,9
100

LBP vs. CLBP_S_M vs. CLBP_S_G - CK Dataset 

LBP CLBP_S_M CLBP_S_G
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Table 1. Confusion matrix of CK dataset. 

 

(%) Anger Disgust Fear Joy Neutral Sadness Surprise 

Anger 100 0.00 0.00 0.00 0.00 0.00 0.00 

Disgust 0.00 100 0.00 0.00 0.00 0.00 0.00 

Fear 0.00 0.00 100 0.00 0.00 0.00 0.00 

Joy 0.00 0.00 0.00 100 0.00 0.00 0.00 

Neutral 0.00  0.00 0.00 0.00 100 0.00 0.00 

Sadness 0.00 0.00 0.00 0.00 0.00 100 0.00 

Surprise 0.00 0.00 0.00 0.00 0.28 0.00 99.72 

 

 

4.2. The MUG Dataset 

 

The MUG database was created by the Multimedia 

Understanding Group [8]. It was created to overcome 

some limitations of the other similar databases that 

preexisted at that time, such as low resolution, uniform 

lighting, many subjects and many takes per subject. 

The aim is to help the research on the field of 

expression recognition. The images of 52 subjects are 

available to authorized internet users. This part of 

database includes 52 Caucasian subjects, 22 females 

and 30 males (with or without beards), in the 20 to 35 

age range. Each image was saved with a jpeg format, 

896x896 pixels and a size ranging from 240 to 340 KB. 

In this work, 50 subjects (22 females and 28 males) 

are selected. Each expression includes 15 face images 

with facial expressions from less to more. Because 

some subjects are not enough seven facial expressions, 

totally 5130 human face images are selected including 

750 images of anger, 735 images of disgust, 705 image 

of fear, 735 images of joy, 750 images of neutral,  

705 images of sadness and 750 images of surprise. 

Fig. 6 shows that accuracy rates of non-cropped 

images for all three kinds of feature (LBP, 

CLBP_S_M, CLBP_S_G) almost less than the 

accuracy rates of cropped images (from 80 % to 90 % 

of w2/w1) on MUG dataset. The CLBP_S_G feature 

obtains highest accuracy at 99.14 % with cropping 

percentage of w2 to w1 being 90 % and almost better 

than LBP and CLBP_S_M features in remain 

percentages of w2 to w1. 

 

 
 

Fig. 6. Comparison of experimental results of LBP, 

CLBP_S_M and CLBP_S_G for MUG dataset. 

 

 

Table 2 shows the confusion matrix of MUG dataset 

based on CLBP_S_G feature with cropping percentage 

of w2 to w1 being 90%. 

 

 
Table 2. The confusion matrix of MUG dataset. 

 

(%) Anger Disgust Fear Joy Neutral Sadness Surprise 

Anger  99.07 0.13 0.00 0.00 0.80 0.00 0.00 

Disgust  0.14 99.73 0.00 0.00 0.14 0.00 0.00 

Fear  0.00 0.00 99.01 0.00 0.71 0.00 0.28 

Joy  0.00 0.14 0.14 99.73 0.00 0.00 0.00 

Neutral  0.13 0.00 0.00 0.00 99.87 0.00 0.00 

Sadness  1.13 0.00 0.28 0.00 0.14 98.44 0.00 

Surprise  0.00 0.00 1.87 0.00 0.00 0.00 98.13 

 

 
5. Conclusions 
 

The research presents the facial expression 

recognition using an advanced modeling of completed 

local binary pattern with combination of face image 

cropping technique in preprocessing stage and the 

method of dividing face images into non-overlap 

square regions for stage of extracting features. The 

experimental results on CK and MUG typical datasets 

show that the accuracy rate of the feature based on the 

proposed modeling of completed local binary pattern 

are better than that of LBP and CLBP features. In 

addition, the calculating time of the proposed CLBP is 

better than that of original CLBP. 

80% 81% 82% 83% 84% 85% 86% 87% 88% 89% 90%
100

%

LBP 98,87 98,93 98,87 98,97 98,96 98,97 98,85 98,87 98,87 98,91 98,91 99,03

CLBP_S_M 98,79 98,79 98,85 98,89 98,87 98,91 98,79 98,83 99,04 98,89 98,93 98,85

CLBP_S_G 98,95 98,97 99 99,01 99,01 99,08 99,01 99,06 98,99 99,12 99,14 99,12

98,6

98,7

98,8

98,9

99,0

99,1

99,2

LBP vs CLBP_S_M vs CLBP_S_G - MUG Dataset

LBP CLBP_S_M CLBP_S_G
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Abstract: Thermographic Imaging is a method for the detection of material defects inside the inspected specimen in a non-

destructive manner. U-net was recently proposed to be used for thermographic imaging, and represents the new state-of-the-

art in the field. In this paper, we propose two computationally very cheap methods to estimate the uncertainty of such u-net 

predictions. We demonstrate the efficacy of our method through the utilization as a loss proxy for rejection above a specific 

loss. For this, we use two models that differ in training data and compare with an ensemble based method. 

 

Keywords: U-net, Uncertainty estimation, Thermographic imaging. 

 

 

1. Introduction 
 

In [5], a hybrid method for thermographic image 

reconstruction was proposed. Virtual wave images [1] 

were used as a mid-level representation and fed to very 

compact u-net models, significantly outperforming 

model based numerical methods. However, it was also 

shown that the reconstruction results deteriorate under 

low SNR conditions, and it would be useful to have an 

uncertainty estimate along with the output. In this 

paper, we propose two methods for such an estimate, 

which are both computationally very light-weight. 

Additionally, we directly infer the uncertainty by 

analyzing the predicted image containing the defects in 

a single forward pass. This is another advantage over 

methods that require a multitude of forward 

propagations in order to derive an uncertainty estimate, 

like e.g. dropout-based uncertainty estimation [2] or 

Bayesian ensembling [7]. 

 
2. Method 

 
In this Section, we propose two methods for 

uncertainty estimation, and we start by describing the 

neural network architecture and the data that we use 

throughout our experiments. 

 
2.1. Network 
 

The u-net architecture was initially proposed for 

various medical image segmentation tasks [8, 3], and 

won the ISBI cell tracking challenge in 2015. It is 

basically an autoencoder with skipconnections from 

the contracting path to the expansive path, enabling the 

network to localize. For a more detailed description we 

refer to the original paper [8]. 

In this paper, we focus on the architecture from [5] 

with just 16 filters in the first (single channel) layer, 

resulting in about 1.8 million weights. 

2.2. Data 
 

We demonstrate our uncertainty estimate by the 

application of thermographic imaging for non-

destructive material testing presented in [5] where the 

task is to detect material defects by reconstructing the 

temperature evaluation of a previously heated up 

specimen. 

We use surface temperature profiles fed in as 

virtual waves [1] (as input) and target masks 

(representing the defects) as single channel images, 

both having a dimensionality of 256 by 64 pixels. An 

example can be seen in the 1st row of Fig. 1.  

 

 
 

Fig. 1. Loss and uncertainty of the ensemble approach. Full 

Range: trained with all SNR conditions from [-20 to 70] dB; 

High Range: trained only with a subset ranging from  

[10 to 70] dB. This method reflects the decreased loss 

corresponding to increased SNRs only for the high range 

model. 

 

For a more detailed description of the data we like 

to refer to [5]. For training and validating the full SNR 

range model, we use ten different versions of each 

sample, representing SNRs from -20 dB to 70 dB in  

10 dB steps. All in all, we use 27,000 and  

10,000 samples for training and validation of the full 

range model, respectively. For training and validating 

the high SNR range model, we use just seven SNRs, 

ranging from 10 dB to 70 dB in 10 dB steps. All in all, 

we use 18,900 and 7,000 samples for training and 
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validation of the high range model, respectively. We 

evaluate both models on a separate, unseen test data set 

which is normalized according to the training data 

respectively. It consists of 1,000 samples in versions 

for ten different SNRs, resulting in 10,000 examples in 

total. 

 

 

2.3. Uncertainty Estimation 
 

First, we define a mask operator 𝐠𝜃 ∶ 𝐗 ∊ ℝ𝑀×𝑁 →
{0,1}𝑀×𝑁 where 

 

[𝐠𝜃(𝐗)]𝑖𝑗 = {
1 𝐗𝑖𝑗 > 𝜃, 0 < 𝜃 ≤ 1

0 else
         (1) 

 

We then generate the binarized predictions  

�̂�sens = 𝐠𝛼(�̂�) and �̂�conf = 𝐠𝛽(�̂�), where 𝛼 and 𝛽 are 

set to 0.01 and 0.95, respectively. This leads to �̂�sens 

being highly sensitive with respect to the predictions, 

while �̂�conf involves only highly confident pixels. In 

Figure 1, we can see some examples of this 

binarization step. These two binarized masks serve 

then as the basis for our uncertainty estimates. 

For our 1st method, we first evaluate the mean 

squared error (mse) of the predicted image �̂� on only 

the non-zero pixels of a binarized version of �̂�. We 

additionally scale this by the ratio of the number of 

non-zero pixels of the confident to the sensitive 

binarized masks. Finally, we define the uncertainty 

estimate as 

 

𝑈𝐶𝑅𝑇1 =
mse(�̂�∘�̂�sens,�̂�sens)

1 + 
||�̂�conf||0
||�̂�sens||0

,                   (2) 

 

where ∘ defines the Hadamard product and the  

𝐿0-norm is used to denote the number of non-zero 

pixels of the corresponding mask. 

For our 2nd method, we take the relative estimated 

area of the defects into account as follows 

 

𝑈𝐶𝑅𝑇2 = (1 −
||�̂�sens||0

𝑛
)

||�̂�conf||0

||�̂�sens||0
,            (3) 

 

where n denotes the number of pixels of the output 

image. 

 

 

3. Setup of Experiment 
 

We train two u-nets, a full SNR range model and a 

high SNR range model, as described in Section 2.2. 

However, we use the full validation set comprising 

10.000 samples for both models for the development 

of our uncertainty estimates. The high SNR range 

model is expected to perform worse on data 

corresponding to untrained SNR conditions, and will 

be helpful to determine the capabilities of the methods. 

First, we give an overview by computing the 

average loss and uncertainties for all SNR conditions 

(1,000 samples each). The monotonic decrease of the 

loss corresponding to increased SNRs should be 

reflected by the uncertainty estimates. 

Second, we utilize the uncertainty estimates to 

implement a reject option that is supposed to reject 

samples with an expected loss above a specific 

threshold. That is, we formulate a 2-class classification 

problem to distinguish reject and no reject categories. 

The threshold for the loss is fixed so that 30 % of the 

validation data results fall into the category reject and 

shared between all methods. The corresponding 

uncertainty threshold is then fixed for each method and 

each model separately to fulfill several requirements as 

follows. The uncertainty is thresholded to give 

maximum accuracy, equal error rate, a false positive 

rate of 5 %, and a false positive rate of 1 %. These four 

requirements lead to four different uncertainty 

thresholds, and four evaluation results. 

Finally, we take the loss and uncertainty 

thresholds, and evaluate on the unseen test data set. 

 

 

3.1. Baseline 
 

We compare our method with an ensemble based 

approach similar to the one presented by [6], 

comprising five models. For regression they model the 

prediction by means of a Gaussian mixture model and 

thus derive an uncertainty measure by calculating the 

mean of the Kullback-Leibler divergence of the 

individual mixture components with respect to the 

ensemble distribution. However, since thermographic 

imaging differs significantly from the proposed 

regression setting we do not explicitly model the 

predictions to be Gaussian. Instead, we derive the 

uncertainty measure rather from an empirical estimate 

of the ensemble variance instead of explicitly 

calculating the Kullback-Leibler divergence. That is, 

we take the mean of the pixelwise variances as our 

uncertainty baseline, and refer to it as UCRT_ENS for 

the remainder of this paper. The loss is computed on 

the averaged predictions of the ensemble.  

Notice, that the probabilistic u-net presented by [4] 

is not suitable for our scenario, since our target is 

deterministic. 

 

 

4. Results 
 

After having described the exact setup of 

experiment in the previous Section, we now report on 

the results. 

 

4.1. Validation Data Results 
 

In this section we present the results on the 

validation data. We start by showing a weakness of the 

ensemble based approach in Fig. 2, where we plot the 

loss and uncertainty of the high SNR and the full SNR 

range models. For better comparison, we normalize the 

loss and uncertainty each to be between 0 and 1. As 

can be seen, the decreased loss corresponding to 

increased SNRs is well reflected for the high range 
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model, but not for the full range model. This indicates, 

that even though the predictions are more corrupted 

under very low SNRs, they are getting more similar 

within the ensemble. 

In Fig. 3, we can see that contrary to the ensemble 

approach, both our uncertainty methods yield results 

that better reflect the actual loss curves. 

 

 
 

Fig. 2. The 1st row: target and input (virtual waves) to the u-net under several SNR conditions. The 2nd row: raw output of 

the unet. It can be seen how the quality of the output suffers as the SNR decreases. The 3rd row: the highly sensitive 

binarized mask used to compute the MSE. The 4th row: another binarized mask based on high confident pixles. 

 

 

 
 

Fig. 3. Loss and uncertainty of our approaches. Compared to 

the ensemble approach in Figure 2, both methods better 

reflect the decreased loss corresponding to increased SNRs. 

 

 

Next, we present the results where we use 

uncertainty estimates to implement a reject option as 

described in Section 3. In Table 1, the results of the 

different scenarios on the validation data are listed for 

all three methods. For each metric (precision, recall, 

f1-measure, and accuracy), the results on the full range 

model and the high range model are listed on the left 

and right column, respectively. 

In general, the full SNR range model seems to be 

more challenging for all uncertainty based rejection 

methods. This makes sense, since the high SNR range 

models produce higher losses under the unseen, low 

SNR conditions (-20, -10, and 0 dB). Therefore, the 

average of the actual loss of the 30% that we categorize 

as reject is higher compared to the full range model, 

and therefore easier to be identified as such. The 

rejection based on method UCRT_2 from Equation 3 

is the least affected by this phenomenon. 

Additionally, the rejection based on UCRT_2 

consistently outperforms the other methods in all 

regards, and on both the full and high range models. 

This suggests that for our specific task at hand, there is 

a correlation between the area of defects and the loss, 

since UCRT_2 factors this in. 

The rejection based on method UCRT_1 from 

Equation 2 gives results that are comparable to the 

baseline method UCRT_ENS when evaluated at 

maximum accuracy and equal error rate. When 

evaluated at a limited false positive rate, UCRT_1 

gives inferior results compared to UCRT_ENS, 

especially for the high range model. 

 

 
Table 1. Results of the uncertainty based rejection on the 

validation set. UCRT_2 consistently outperforms the other 

methods. 

 

 
 

 
4.2. Test Data Results 

 

In this section we present the results on the unseen 

test data, where we use uncertainty estimates to 

implement a reject option as described in Section 3. 

Notice, that since we took the loss thresholds for the 

reject categorization from the validation data, the 

relative size of the class of interest reject is not exactly 

30 %, but very close with 31.5 % and 30.6 % for the 

full and high SNR range models, respectively. 

In Table 2, the results of the different scenarios are 

listed for all three methods. In general, the results are 

very similar to the validation data results, and the 

rejection based on UCRT_2 consistently outperforms 

the other methods again. 
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Table 2. Results of the uncertainty based rejection on the 

unseen test set. In general, the results are very similar to the 

validation data results, and UCRT_2 consistently 

outperforms the other methods. 

 

 
 

 

5. Discussion 
 

The consistency of the results even on unseen data 

suggests good generalization capabilities, but might be 

to a large degree due to the specific task at hand. The 

mid-level representation that we use as input (virtual 

waves) is designed to remove information like thermal 

diffusion property of the material under test. This form 

of data preprocessing reduces the risk of internal 

covariate shift, and supports generalization. However, 

the proposed uncertainty estimation methods could 

still be useful for tasks where the output can be 

converted into one or several binary masks as well, e.g. 

semantic or instance segmentation, and we intend to 

assess this in upcoming experiments. 

Applying our approaches to other domains most 

likely requires the calibration of α and β 

hyperparameters in order to get the desired behaviour. 

Even so, this is just a matter of a simple grid search, or 

a histogram analysis of the predictions of the u-net.  

Another scenario that would require the calibration 

of α and β is dynamic model selection, where for 

instance the better of two models is dynamically 

selected based on their uncertainty estimates. First 

experiments in that direction suggest that with shared 

α and β the difference in model performance needs to 

be substantial in order to reliably select the better 

model for each sample. 

 

 

6. Conclusion 
 

In this paper, we present two light-weight methods 

for uncertainty estimation of u-net predictions, and 

report on two experiments. First, we demonstrated the 

high correlation of the uncertainty with the actual loss 

under different SNR conditions. Second, we showed 

how to use uncertainty to reject predictions that exceed 

a specific loss. In both experiments, we managed to 

outperform the ensemble based baseline with one 

approach (UCRT_2), even though it is just based on 

the result of a single forward pass and computationally 

less expensive.  

Being computationally so extremely cheap, our 

uncertainty estimates are best suited for applications at 

the edge, even in real-time scenarios. 
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Summary: Reliable identification of skin lesions is an important pre-requisite for diagnosing melanoma and other skin 

diseases. Established models of melanoma assessment suggest either methods of pattern analysis or seven-point checklist 

criteria for examining skin lesion. Automated and correct skin lesion identification and subsequent diagnosis of melanoma 

remain an unresolved challenge. In addition, the two evaluation methods have drawbacks and a trade-off. This paper proposes 

a method of pattern analysis combining 7-point checklist with convolution neural network for melanoma diagnosis, where the 

lesion features are automatically extracted. Both clinical and dermoscopic images were considered input into the established 

multi-input convolution neural networks (CNNs) where a separate feature extraction model was implemented from each image 

type. The performance of the developed algorithm is assessed using a 2000 dermoscopic image dataset. The results obtained 

from the proposed system show promising and competitive performance for detection of lesions and the automated diagnosis 

of melanoma from dermoscopic images. 

 

Keywords: Skin lesion, Convolutional neural networks, Melanoma, Deep Learning, Dermoscopic images. 

 

 

1. Introduction 

The most common form of cancer is skin cancer, 

which can be particularly truculent. Over 100,000 new 

cases of skin cancer are reported in the UK annually 

[1]. Malignant melanoma is a minor type of skin cancer 

but a fetal and highly aggressive melanoma that 

threatens to spread to the other parts of the body 

causing death if not diagnosed early. 

Dermatologists generally evaluate skin lesions 

using the seven-point checklist method [2] or the 

ABCD method, most widely suggested and approved 

skin evaluation techniques. Suspicion is stronger in the 

seven-point checklist rule for lesions scoring 3 points 

or more than 3 while low suspicion lesions should be 

cautiously screened and tracked for eight weeks for 

changes. 

Argenziano et al. [2] developed a seven-point 

checklist for the dermoscopic distinction between 

benign and malignant lesions. Atypical Pigment 

Network (PN), Blue Whitish Veil (BWV), Vascular 

Structure (VS), Irregular Pigmentation (PIG), Irregular 

Streaks (STR), Irregular Dots and Globules (Dag), 

Regression Structures (RS) are the seven-point 

checklist lesions. 

This research work is extended work of the system 

developed and presented in [3] by authors. Here, we 

present and explore the development and 

improvements carried out on the proposed lesion 

detection and melanoma diagnosis system. 

 

 

2. Methodology 

The proposed lesion detection and melanoma 

diagnosis comprises seven models (M1, M2, …, M7). 

Each model purposes to detect a lesion from the seven-

point checklist. Along with the other labels, the 

predicated lesion attribute label (P1, P2, …, P7) is 

taken into consideration and their weights are summed 

to generate the diagnosis score according to the criteria 

of the 7-point checklist. If the score obtained is equal 

to or greater than three, the decision taken by the 

network will result in class 1 indicating the case of 

melanoma, otherwise it will result in class 0 indicating 

non-melanoma.  

Fig. 1 shows the abstract level block diagram of 

proposed system.  

 

 
 

Fig. 1. Block diagram of proposed melanoma diagnosis 

system. 

 

 

We build our system using five backbone network 

architectures models pretrained over ImageNet 

dataset. Five convolutional neural network models 
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including AlexNet, VGG16, ResNet101, 

DenseNet201, Inception V3.  We retrain the models on 

the dermoscopic and clinical images where the weights 

are fine-tuned. We adopt Alexnet architecture as 

baseline model. We apply augmentation on the training 

images in real-time with horizontal and vertical 

flipping, rotations, zooms, and random translations. As 

the data has imbalanced distribution of positive and 

negative labels, we address this issue by oversampling 

the minority classes in each batch of training data. We 

further penalised the classification by imposing an 

additional cost and upweighting on the minority class 

during model training. 
 

 

3. Results and Discussions  

In the experiments, a publicly accessible dataset [4] 

was used to test computerized image-based prediction 

of the 7-point skin lesion malignancy checklist. The 

dataset comprises over 2000 clinical and dermoscopic 

color images for computer-aided diagnostic system 

training and evaluation. The data was split randomly 

into 60% training and the rest for evaluation. All 

images were resized to 256 × 256 × 3. 

Table 1 and Table 2 show the performance of our 

proposed pipeline system for skin lesion and 

melanoma detection in terms of accuracy, sensitivity 

and specificity. Best results are obtained from 

Inception v3 backbone producing average accuracy, 

sensitivity and specificity of 0.7250, 0.6576, 0.7705; 

respectively, for lesion detection and 0.7253, 0.6023, 

0.9071; respectively, for melanoma diagnosis.  
 

Table 1. Lesion detection performance. 

 

No. Acc. Sen. Spe. 

Baseline 0.6701 0.6387 0.7023 

VGG19 0.6931 0.6473 0.7324 

ResNet101 0.7067 0.6519 0.7469 

DenseNet201 0.717 0.6566 0.7616 

Inception V3 0.725 0.6576 0.7705 
 

Table 2. Melanoma diagnsosis performance. 

. 

No. Acc. Sen. Spe. 

Baseline 0.643 0.5537 0.8926 

VGG19 0.6722 0.5696 0.8978 

ResNet101 0.6989 0.582 0.9003 

DenseNet201 0.7121 0.5914 0.9055 

Inception V3 0.7253 0.6023 0.9071 
 

Kawahara et al. [4] presented a multi-task system 

for lesion detection and melanoma diagnosis achieving 

average accuracy of 0.7370, sensitivity of 0.6620 and 

specificity of 0.8060 for lesion detection and average 

accuracy, sensitivity and specificity of 0.7420, 0.6040, 

0.9100; respectively for melanoma diagnosis on the 

same dataset we used to carry out the evaluation of our 

proposed system. 

The performance of the developed separate 

pipelines for predicting eight different categories 

(melanoma diagnosis and seven-point checklist) 

reveals close and comparable results with the multi-

task system proposed in [4]. However, the authors 

explained that the labels of eight categories are not 

mutually exclusive yet defined a multi-task loss 

function with eight terms for eight tasks without 

considering the dissimilarity among tasks. The 

dissimilar tasks could affect badly on the 

generalisation performance of the multi-task system if 

tested on further unseen datasets. Their method treats 

all eight tasks with equivalent importance and 

therefore it becomes crucial to find a robust strategy to 

choose the weighting scheme for each task in the loss 

function. 

In future work, we aim to extend our experiments 

by developing a network architecture composing of a 

common feature pool providing task-shared features 

for eight tasks, along with task-specific attention 

modules for each task, which allows for automatic 

learning of both features (shared and specific) and 

finding the correct and suitable balance between those 

tasks. 

 

 

4. Conclusions 

A new technique for skin lesion identification and 

the diagnosis of melanoma from dermoscopy images 

was introduced and successfully implemented by 

integrating seven-point checklist criteria with 

convolution neural networks. Our approach is proven 

to work well and deliver favorable results. 
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Summary: Gesture recognition has become pervasive in most interactive environments. Neural Networks often allow reaching 

higher recognition rates than competing methods at a cost of a higher computational complexity that becomes very challenging 

in low resource computing platforms such as microcontrollers. New optimization methodologies, such as quantization and 

Neural Architecture Search are steps forward for the development of embeddable networks. In addition, as neural networks 

are commonly used in a supervised fashion, labeling tends to include bias in the model. Unsupervised methods allow for 

performing tasks as classification without depending on labeling. In this work, we present an embedded and unsupervised 

gesture recognition system, composed of a neural network autoencoder and K-Means clustering algorithm and optimized 

through a state-of-the-art multi-objective NAS. 

 
Keywords: Unsupervised Learning, Neural Networks, Neural Architecture Search, Capacitive Sensing, Embedded 

Electronics. 

 

 
1. Introduction 

 

Hand gestures are an efficient way of 

communicating. During the last two decades, with new 

sensors such as KinectTM, its usage has become 

pervasive in technology, especially in Human-

Machine Interaction (HMI). Among the different 

sensing types, capacitive sensing stands out for its low 

power, highly sensitive but reliable solution for gesture 

recognition [1]. 

In parallel, Neural Networks (NNs) have achieved 

outstanding performance in tasks such as image 

classification or speech translation. In the supervised 

case, however, their usage is linked to the labeling, 

which can induce, among other factors, bias in the 

model and undermine its real-world use [2]. To 

partially solve this issue (the data collected can still be 

biased), unsupervised methods focus only on the 

information proportioned by the data to perform the 

task.  

As an added problem, neural networks have 

required a certain level of computing resources 

preventing its deployment in low resource platforms 

like microcontrollers. Lately, this problem has been 

addressed through both optimization techniques, such 

as quantization and pruning. However, with the use of 

such techniques, the network still has to be built 

manually. In the case of low resource platforms, this 

fact imposes severe difficulties to develop NNs which 

are well-performing and compliant with the different 

memory and latency requirements of the deployment 

platform. To address this problem, Neural Architecture 

Search (NAS) [3] was developed, allowing for the 

automatic building of neural networks. Later, this 

method was extended to a multi-objective setting [4], 

to account for the requirements of low resource 

platforms and deliver functional but also minimal 

neural networks. 

In this work, we present an autoencoder neural 

network that, in junction with K-Means (KM) and 

optimized through NAS, can perform unsupervised 

classification in a low resource microcontroller for 

recognizing gestures. Although there have been similar 

works with other models [5] or with other topics [6], 

this is the first work, as far as the authors are aware, to 

present a fully embedded and unsupervised solution 

for gesture recognition using neural networks. 

 

2. Sensing Method and Data 
 

2.1. Capacitive Sensing Platform 
 

The overall sensing platform consists of a surface 

touch module. It has three elements: the plastic cover, 

the capacitive foil, and the embedded board. The touch 

interface is the upper part of the plastic cover, which is 

immediately after the capacitive foil and glued to it. 

The embedded board is in the lower part and connected 

to the capacitive foil. The sensing component, which 

is the capacitive foil, consists of a central sensitive 

surface and 24 electrodes which run through it: 9 

horizontally and 13 vertically, plus a global shield 

electrode. 

The sensing mechanism is based on the 

transference of charge between two capacitors: 

integration and measurement condensers. More details 

of the sensing methodology can be found at [7]. The 

final result of a measurement is a set of voltages sensed 

at the measurement capacitor, one for each electrode. 

Each voltage is then converted through a 10-bit ADC 

to obtain a final raw value for each electrode at a 

predefined sampling rate (in the present case, 500 Hz). 
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Fig. 1. Examples of numbers drawn at the sensitive surface. From left to right: a one, a five, a six and a three. The black 

points correspond to the electrode pairs through which the finger has passed. In an image configuration they correspond  

to 1s while the background is set to 0. 

 

2.2. Data Collection and Preparation  

 

The user enters the gestures by touching the sensing 

surface and, without withdrawing the finger, draws the 

gesture on it. We detect the touch by the method 

described in [8], and then we begin to collect the raw 

values of the electrodes as described in the previous 

section. By examining which electrodes, horizontally 

and vertically, have the highest value we can determine 

in which spatial coordinates the finger is placed. When 

the user withdraws the finger, we stop collecting data.  

By collapsing all the coordinates through which the 

finger has passed we construct a greyscale image of the 

figure drawn. That is, we mark the points through 

which the user has passed with a 1, while the rest of the 

untouched points remain as background with value 0. 

An example of such a method can be seen in Fig. 1, 

where different numbers drawn on the sensitive surface 

can be visualized as the points through which the finger 

has passed. 

To collect the dataset, numbers from 1 to 9 were 

drawn a total of 100 times per number on the sensing 

surface. The dataset is divided in a stratified manner in 

training, validation, and test, with 720, 90, and  

90 samples respectively. 

 

3. Models and NAS framework 
 

3.1. Models 

 

We consider two autoencoder (AE) model types, 

that is, networks that are trained to replicate the input. 

The first a Convolutional Autoencoder (CAE) and the 

second a Dense Autoencoder (DAE), made only of 

fully connected layers.   

In general, the architecture consists of two 

differentiated parts: the first, the encoder, is in charge 

of extracting the information and compress it in a 

central vector, and the second, to reconstruct the input. 

In the CAE case compression is performed by a 

succession of convolutional or pooling layers followed 

by ReLU activations, while the input reconstruction is 

performed by deconvolution layers and final 

                                                           

 
20 https://github.com/BCJuan/SpArSeMod 

upsampling. In the DE case, all the layers are fully 

connected followed by ReLU activations, except for 

the final layer which reconstructs the input by 

reordering the output of the network. In both cases, 

there is a central fully connected layer that produces 

the latent feature vector. An important note is that to 

reconstruct the input, as it is made of 0s and 1s, we 

have used a Binary Crossentropy Loss for training the 

AEs. 

To provide unsupervised classification, a KM 

algorithm is in charge of grouping the compressed 

feature vectors into clusters. The choice of KM is 

central since it needs the number of clusters to be 

specified. In our case, this is precisely the number of 

classes. 

 

3.1. Training and Model Optimization 

 

To train the whole unsupervised method we divide 

the training into three separate steps. First, we train the 

AE to replicate the input. Second, once it has stopped 

training, we forward the entire training dataset through 

it and collect the latent feature vector for each input. 

Third, we train the KM algorithm with all the feature 

vectors collected. Finally, to obtain test or validation 

results, we forward the test or validation sets through 

the AE, obtain the feature vectors, and predict to which 

cluster they pertain.  

Regarding the performance measure, we have 

selected a clustering supervised measure, V-Measure, 

for checking the actual classification capabilities of the 

framework. Choosing an actual unsupervised 

clustering metric, such as Silhouette Score would not 

provide direct insight into the accuracy of the 

predictions. The training, however, remains fully 

unsupervised.  

As detailed as the first step, we have to build and 

train the network. However, building and tuning neural 

networks to be well-performing but also to comply 

with hardware requirements is a difficult task. Hence, 

we employ an extended implementation20 of a NAS 

framework [4] oriented towards optimizing accuracy, 

model size, maximum feature map (working memory), 

https://github.com/BCJuan/SpArSeMod
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and latency. An important note is that, as the search 

space is composed of conditional variables, we use an 

implementation21 of the Arc Kernel [9], which is 

especially suited for conditional spaces. 

The framework works, in each architecture case, 

CA or DE, with a configuration space composed of 

both training hyperparameters and architectural 

parameters, including post-training linear static 

quantization and L1-Norm based pruning. Once the 

search space has been defined, the framework 

sequentially searches for solutions which minimize the 

following objectives 

 
𝐸𝑟𝑟𝑜𝑟 (Ω𝑖) = 1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛(Ω𝑖) 

𝑀𝑜𝑑𝑒𝑙𝑆𝑖𝑧𝑒(Ω𝑖) =  ∑ ‖𝑤𝑙‖0
𝑙

 

𝑊𝑜𝑟𝑘𝑖𝑛𝑔𝑀𝑒𝑚𝑜𝑟𝑦(Ω𝑖) = max
𝑙

(‖𝑥𝑙‖0 + ‖𝑤𝑙‖0 + ‖𝑦𝑙‖0 

𝐿𝑎𝑡𝑒𝑛𝑐𝑦(Ω𝑖) =
𝐼𝑛𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝐹𝐿𝑂𝑃𝑆

𝑃𝑙𝑎𝑡𝑓𝑜𝑟𝑚 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
 

 

where Ω𝑖 is a specific configuration of the search 

space, l is a specific layer of the network, 𝑤𝑙 the 

weights of layer l, 𝑦𝑙 the output of that layer and 𝑥𝑙 the 

input.  In our present case, the accuracy corresponds to 

the correct classification of each pixel of the output 

with regards to the input.  

Once we have the best model found and trained by 

our NAS framework, we can proceed with the next 

steps of training the KM model and obtaining test 

results. 

 

 

4. Results 

 
The models established, CAE and DAE, are both 

developed in PyTorch and the NAS procedure is 

developed under Ax [10] and BoTorch [11].  

First, we present the optimization results for the 

AEs, which correspond to the results for model size, 

maximum feature map, and latency, and detailed in 
Table 1. As seen, the CAE outperforms the DAE in 

almost all metrics, except for latency where DAE is a 

little bit faster. The results for the model size and 

maximum feature map sizes are low enough to be able 

to embed the model in a low resource microcontroller. 

 

 
Table 1. Results for the optimization procedure with 

SpArSeMod. MF corresponds to maximum feature map size, 

MS to model size, L to latency, and V-M to the V-Measure. 

 

Model MF (kB) MS (kB) L (ms) V-M(%) 

CNN  2.69 6.13 5.53 87.18 

FC 18.32 39.67 4.08 58.63 

 

After the optimization result and after training the 

KM model with the feature maps obtained, we obtain 

the test results for the unsupervised classification. In 

                                                           

 
21 https://github.com/cornellius-gp/gpytorch/pull/1027 

this case, the CAE model performs much better than 

the DAE, achieving a good result regarding the V-

Measure. This indicates the feasibility of this method 

to provide unsupervised classification. 

As the final step of our development, we further 

embed the best model with CMSIS-NN in an NXP-

S32K142 microcontroller to perform inference. To 

perform inference and obtain test results in the 

embedded implementation, we only need the encoder 

part of the CAE model and the centroids of KM. We 

proceed in the following manner: first and for each 

input, we obtain the feature vector by forwarding the 

input through the encoder, and second, we measure the 

distance to all the centroids and choose the nearest one 

to assign a class.  

It is important to note that, in CMSIS-NN legacy 

API, the quantization used is the power of two based 

and in the case of PyTorch is linear, enforcing thus a 

loss of precision. This changes the accuracy of the 

model but not the size since in both cases we use 8-bit 

integers. We obtain a V-Measure of 84.08 %, hence 

resulting in a loss of around 3.10 % in the V-measure, 

but also validating our embedded deployment. 

    Finally, to have a visual representation of the 

clusters, we embed with t-SNE [12] all the obtain all 

the encoded features from the training set and also the 

centroids. As can be seen, the clusters are well 

separated identifying each one a group of gestures 

corresponding to a specific number. 

 

 
 

Fig. 2. Cluster visualization of the different gesture 

numbers through t-SNE. 
 

 

5. Conclusions 
 

We have shown a full pipeline of work for 

unsupervised classification of gestures. We have 

employed a CAE plus KM as model, and a multi-

objective NAS to find a proper embeddable model. 

Finally, we have been able to embed that model 

into an embedded platform with CMSIS-NN, 

obtaining good performance results, and thus 
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validating our approach. There are two next important 

steps to be able to improve the gesture recognition 

system. First, to change the quantization to linear 

instead of power of two based to reduce the drop in 

performance and also to improve. Second, to improve 

the clustering by adding a Kullback-Leibler divergence 

component in the loss, hence separating more the 

feature vectors corresponding to different numbers 

[13]. 
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Summary: In this talk, we introduce VPNet, a novel model-driven neural network architecture based on variable projections 

(VP). The application of VP operators in neural networks implies learnable features, interpretable parameters, and compact 

network structures. This talk discusses the motivation and mathematical background of VPNet as well as experiments. The 

concept was evaluated in the context of signal processing. We performed classification tasks on a synthetic dataset, and real 

electrocardiogram (ECG) signals. Compared to fully-connected and 1D convolutional networks, VPNet features fast learning 

ability and good accuracy at a low computational cost in both of the training and inference. Based on the promising results and 

mentioned advantages, we expect broader impact in signal processing, including classification, regression, and even clustering 

problems. 

 

Keywords: Variable projection, Signal processing, Electrocardiogram, Model-driven neural network, Hermite functions. 

 

 

1. Introduction 

Despite the popularity of deep learning and the 

advances of model-driven neural networks (NNs), 

traditional ML algorithms still dominate in many 1D 

signal processing tasks [1], especially in biomedical 

signal classifications such as electroencephalogram 

(EEG), electromyogram (EMG), and 

electrocardiogram (ECG) classification. The main 

reason behind that lies in the nature of clinical 

applications, where both accuracy and explainability 

are important. This is where the VPNet comes into 

picture. The theory of variable projection (VP) 

provides a framework to solve nonlinear least squares 

problems, whose parameters can be separated into 

linear and nonlinear ones. In many fields of signal 

processing, there is a large number of linear 

parameters, which are driven by a smaller number of 

nonlinear variables (see Eq. (3)). The corresponding 

nonlinear parameters have a physical meaning, e.g. 

they can be described by frequencies, properties of the 

window function, free parameters of the wavelets, and 

so on [2]. The VPNet was designed to merge the expert 

knowledge used by traditional model-based 

approaches with the learning abilities of NNs. 

 

2. Variable Projections 
 

Variable Projection (VP) [3] provides a framework 

to address nonlinear modeling problems of the form 

 

 

𝑥 ≈ �̂� = ∑ 𝑐𝑘Φ𝑘(𝜃)

𝑛−1

𝑘=0

= Φ(𝜃)c (1) 

 

where 𝑥 ∈ ℝ𝑚 and Φ𝑘 ∈ ℝ𝑚 denote the input data to 

be approximated, and a parametric function system, 

respectively. The symbol Φ(𝜃) will refer to both the 

function system itself, and to a matrix of size ℝ𝑚×𝑛. 

The linear parameters 𝑐 ∈ ℝ𝑛 and the nonlinear 

parameters 𝜃 ∈ ℝ𝑝 of function system Φ are separated 

as above. The least squares fit of this problem means 

the minimization of the nonlinear functional 

 

 𝑟(𝑐, 𝜃) ≔ ‖𝑥 − Φ(𝜃)𝑐‖2
2 (2) 

 

Without nonlinear parameters (i.e. if 𝜃 is fixed), the 

model is linear in the coefficients 𝑐. The minimization 

of 𝑟 with respect to 𝑐 leads to the well-known linear 

least squares approximation. In the general case, the 

minimization of 𝑟 can be decomposed into the 

minimization by the nonlinear parameters 𝜃, while the 

linear parameters 𝑐 are computed by the orthogonal 

projection. Thus, the minimization of 𝑟 is equivalent to 

the minimization of the following VP functional: 

 

 𝑟2(𝜃) ≔ ‖𝑥 − Φ(𝜃)Φ
+(𝜃)𝑥‖

2

2
 (3) 

 

In [3], formulae and a gradient iteration is provided 

for the numerical optimization of 𝑟2. Mathematically, 

VP is a formalization for adaptive orthogonal 

transformations that allows filtering and feature 

extraction by means of parametric function systems. 

On the other hand, if a nonlinear optimization problem 

can be separated to linear and nonlinear parameters, 

VP may act as a solver, leading to several other 

applications [3]. 

 

3. Variable Projection Networks 
 

The key idea is to create a Variable Projection 

Network (VPNet) that combines the representation 

abilities of VP and the prediction abilities of NNs in 

form of a joint model. The basic VPNet architecture is 

a feedforward NN, where the first layer(s) applies a VP 
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operator that is forwarded to a fully-connected, 

potentially deep NN. The construction is similar to the 

CNNs in the sense that the first layer(s) of the network 

can be interpreted as a built-in feature extraction 

method. Here we note, that more complex VPNet 

architectures are also possible, e.g. similar to U-Net 

and AutoEncoder, which will be investigated in our 

future work.  

The VP layer we propose has two possible 

behaviors, depending on its target application. It either 

performs a filtering of the form 

 

 𝑓(vp)(𝑥) ≔ Φ(𝜃)Φ+(𝜃)𝑥 = �̂�  (𝑥 ∈ ℝ𝑚) (4) 

 

or a feature extraction of the form 

 

 𝑓(vp)(𝑥) ≔ Φ+(𝜃)𝑥 = 𝑐  (𝑥 ∈ ℝ𝑚) (5) 

 

where 𝜃 ∈ ℝ𝑝 denotes the nonlinear system 

parameters of the given function system 𝜃, as defined 

above. These VP operators refer to the orthogonal 

projection and the general Fourier coefficients of the 

input 𝑥 by means of the parametric system Φ(𝜃). The 

filter method may fit better for regression problems, 

while the feature extraction is suitable for classification 

problems. The nonlinear system parameter vector 𝜃 

comprises the learnable parameters of the VP layer. 

According to [3], the gradients of the VP operators can 

be directly calculated, and thus the backpropagation of 

the VP layer can be done in a natural way. The 

properties and advantages of VPNet are the following: 

 Role: A novel model-driven network architecture 

for 1D signal processing problems. 

 Generality: VPNet can be built by arbitrary 

parameterized function systems, allowing the 

direct incorporation of the domain knowledge into 

the network. 

 Interpretability: The VP layer can be explained as 

a built-in feature extraction method. Moreover, the 

layer parameters are the nonlinear VP system 

parameters that provide an interpretable meaning to 

them. They are usually directly connected to 

morphological properties of the input data. 

 Simplicity: The VP layer is usually driven by a few 

system parameters only, thus VPNet may provide a 

compact alternative to CNNs and DNNs. Actually, 

the VP layer can significantly decrease the number 

of parameters in a DNN. 

 

 

4. Experiments 
 

VPNet is evaluated and compared to fully-

connected and 1D convolutional networks in 

supervised classification problems, motivated by 

particular biomedical signal processing applications. 

In order to investigate the numerical and 

computational properties of the proposed VPNet 

architecture, we generated a synthetic dataset that 

contains multiple signals based on the Hermite 

function system Φ with a random system parameter 

𝜃 ∈ ℝ³, and class-specific coefficients 𝑐 ∈ ℝ3. In this 

setting we compared the three architectures increasing 

numbers of neurons in the hidden layers. 

In this talk, an ECG heartbeat classification 

problem was chosen for demonstrating the efficiency 

of VPNet on real data using the benchmark MIT-BIH 

Arrhythmia Database [4]. We show that the VPNet 

performs comparable to the fully-connected and 1D 

convolutional networks with VPNet having 

significantly fewer learnable parameters. 

 

5. Conclusions 
 

We developed a novel model-driven NN which 

incorporates expert knowledge via variable 

projections. The VP layer is a generic, learnable 

feature extractor or filtering method that can be 

adjusted to several 1D signal processing problems by 

choosing an application specific function system. The 

proposed architecture is simple, i.e. it has only a few 

parameters, which are interpretable. Based on the 

results of our experiments, we believe that VPNet can 

be effectively used for various problems in 1D signal 

processing including classification, regression, and 

even clustering problems. This will be part of future 

work. Finally, we note that the construction of VPNet 

is general in nature, since the prior knowledge is 

incorporated via the basis functions Φ𝑘’s and their 

parameterization 𝜃. Indeed, several applications can be 

reformulated as a VP problem [3]. 
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Abstract: We present a novel radio-signal based, short-range object detection system for controlled environments, which 

substitutes complex signal processing and expensive hardware with deep learning networks to detect patterns from low- 

quality, inexpensive sensors. The models are trained on forms of I/Q data, sampled via software defined radios. Our 

system operates in the less crowded low-frequency range of 433MHz in contrast to existing RF-based sensing methods, 

allowing us to use cheap, off-the-shelf hardware. We demonstrate a proof-of-concept prototype, in a controlled 

environment, which can be scaled to build more complex detection systems relying on higher frequencies. Our system can 

handle occlusions, and, since it does not use visual data, is not hampered by bad lighting. The core of our system is a 

VGG-16 based CNN architecture trained on spectrograms, obtained by transforming I/Q data via Fourier methods. We 

achieve an accuracy of 0.96 on a binary classification task of detecting the presence or absence of an object in an enclosed 

space. Our prototype demonstrates that convolutional networks can learn features important enough from spectrograms 

that enable it to distinguish the presence of objects, thereby eliminating the need of sophisticated signal processing 

methods to do the same. 

 

Keywords: Deep learning, CNN, Object detection, Software defined radio (SDR). 

 

 

1. Introduction 
 

Over the past decade, deep learning has fuelled 

advances in the domain of object and human-body 

detection, aiding applications as diverse as healthcare, 

emergency handling, and industrial monitoring [6, 19]. 

Their ability to extract temporal and spatial features 

from visual data has revolutionised the field of 

computer vision. Images of an area can now be used to 

detect and localise humans [14]. This has several useful 

applications – e.g. virtual reality experiences can be 

improved without additional hardware for tracking 

body parts [8]; smart buildings and cities can optimise 

energy consumption based on the number of people in 

specific regions; estimation of the number of people 

can help ensure practice of social distancing norms 

amid the current coronavirus pandemic1. 

However, most of these detection and monitoring 

approaches have several inherent limitations. They: (1) 

require multiple cameras to be installed in an area to 

achieve an adequate performance and coverage which 

results in high deployment cost, (2) suffer from the 

same limitations as humans suffer from, i.e., both the 

human eyes and cameras cannot perceive visual 

information in the dark or see through walls and 

occlusions. Additionally, comprehensive facial recog- 

nition technology compromises the right to privacy of 

the public. 

Fortunately, visible light is just one end of the 

frequency spectrum. Recent advances in wireless 

                                                           

 
1https://www.who.int/emergencies/diseases/novel-

coronavirus-2019/advice-for-public 

research have shown that certain radio frequency 

signals can traverse through walls/occlusions and span 

across dark and smoky environments which are 

difficult to monitor [2].  Radio waves are also reflected 

off of the human body [17] (and any other conducting 

material). Furthermore, since typical WiFi systems 

operate in the radio wave channel, their ubiquity is an 

added advantage for building RF-based detection 

systems. These properties together make radio waves a 

better alternative to visible light for human-body 

detection. 

Unfortunately, most existing research projects 

utilising RF-waves for human body detection focus on 

device-based active methods that require significant 

instrumentation of the person/object and the 

environment. This limits their scalability and 

robustness. Furthermore, such design also impinges on 

the privacy of the users. Thus, there has been a push in 

research to build device-free methods that can 

overcome these restrictions. Recent advances in 

device-free methods have been promising. Although 

they rely on using expensive, state-of-the-art hardware 

operating in the overcrowded high frequency WiFi 

channel [1, 9, 18]. Here, we present a Deep Learning-

based portable object-detection system, which uses 

low-frequency radio waves (433 MHz, via inexpensive 

software radios), designed to operate through 

occlusions [5]. Our experiments suggest that deep 

neural networks can be successfully used to carry out 

the otherwise intractable task of object detection even 



 

231 

with low-frequency radio waves. Our approach is 

partly inspired by the mechanisms used by certain owls 

who can use very low frequency waves (around 20 

kHz) to localise their prey during night-time and 

through occlusions. Due to its portability and cheap 

deployment costs, our system has the potential to be 

scaled to detect and track multiple objects and can be 

developed to perform well in different day-to-day 

environments. 

 
2. Related Work 

 

Recent applications of ANNs to signal processing 

show that CNNs are able to outperform decade old 

feature search algorithms in radio modulation 

recognition. Timothy et al.[10] achieve state of the art 

accuracy for radio modulation recognition by training 

a  CNN on raw I/Q samples (WiFi enabled SDR 

operating at 900 MHz) collected across 11 different 

modulations (8 digital and 3 analog), and normalised 

to unit variance. Even for high signal to noise ratio, the 

CNN achieved a better accuracy over a large coverage 

area. They were able to improve the accuracy by 

leveraging deep residual networks and LSTM [7] 

which performed better on visual and time-series data 

[11]. 

Zhao et. al. [18] introduced RF-pose3D which pro- 

vides a significant improvement in RF-based sensing 

by incorporating ANNs. RF-pose3D takes the 4D RF 

signal captured by an FMCW radio (window of 3 

seconds) as input, similar to the radio used by RF-

capture and WiTrack (5.4-7.2 GHz) [3, 4]. The model 

operates using a regular softmax loss and is able to 

predict the location of each key point in space as the 

voxel with the highest score. The model is able to 

accurately track the motion and presence of a single 

person. To scale this to multiple people, the authors 

operate on the output of the CNN (in the horizontal 

plane) from an intermediate layer (feature map). The 

resulting network is able to accurately detect the 3D 

skeleton of multiple people and simple actions 

(walking, sitting, standing) over a range of 40 feet in 

multiple environments. 

Li et al. [9] further augmented this system to detect 

multiple actions by performing multimodal training 

using the obtained 3D skeleton from RF-pose3D and 

existing vision based action recognition data sets. The 

spatial-temporal attention module trained on the 

multimodal data is able to perform action recognition 

on visual and RF based data. Further, they found that 

transferring knowledge related to action recognition 

across modalities is able to empirically improve 

performance regardless of whether the skeletons are 

generated from RF or vision based data. This system, 

called RF-action is able to accurately recognise actions 

and interactions (29 single actions and 6 interactions) 

of multiple humans through walls and in the dark (up 

to 40 feet) and represents a significant improvement in 

action recognition capabilities. 

Although above systems show promising results, 

they use expensive hardware which operate on high 

frequency radio waves (2.0 GHz  ≤  f  ≤  7.2 GHz). In 

the following sections we explain our approach 

presenting relevant differences since we deploy a low- 

cost, low-frequency setup which is capable of high 

accuracy detection. 
 

 

3. System Setup and Data Collection 
 

Our system uses a Transmitter (Tx) made out of a 

Raspberry Pi 3 and a receiver (Rx) based on a Realtek 

RTL-SDR along with an off-the-shelf dipole antenna. 

We use the rtlsdr and scipy Python libraries for 

interfacing and transmitting narrowband FM waves at 

433 MHz. 

Two sets of data, DA and DB, are collected in a 

closed room (8.5 m×5.5 m). For DA, Tx and Rx are 
placed 1m apart; the distance is doubled for DB. In 

both cases the object (a 1 L water bottle) is placed 

exactly midway. We sample the received signal in raw 

I/Q form, with each recorded sample being 0.5 s. DA is 

sampled at 2.6 MS/s, whereas DB is recorded at a 

reduced 2 MS/s to decrease computational overhead. 

2000 samples are collected in DA, and 6000 in DB. 

 
 

4. Preprocessing and Model 
 

After the two sets of data are collected, the data is 

operated on, in three different representations. The first 

is a raw time series radio signal, and the second is a 

power spectral density function generated for our 

samples as in [12]. For the final representation we 

apply Short-Time Fourier Transform (STFT) to each 

sample to convert it into a spectrogram representation 

in the frequency- time domain (50% overlap in each 

chunk) [9, 18]. We obtain 1,000 and 3,000 samples for 

each case (object, no object) in DA and DB 
respectively: 

We start with a baseline architecture consisting of 

two convolution layers and two dense layers, then 

progressively vary the hyperparameters to analyze their 

effect on performance and arrive at the final model(s). 

The selected CNN model is based on the VGG-16 

[15] architecture which has shown remarkable success 

in image recognition. It contains four convolutional 

layers, each followed by a pooling layer using SAME 

padding. ReLU activation functions are used in the 

convolutional layers to introduce non-linearity and a  

Glorot uniform kernel initializer is used to initialise the 

convolution layers. Two fully connected layers follow 

the stack of convolutional layers. The final dense layer 

uses a softmax activation function and the model is 

trained using binary cross-entropy loss via Stochastic 

Gradient Descent. For the model used on DA, Batch 

Normalisation is done before the inputs are fed into the 

second convolutional layer and 40 % of the neurons are 

dropped after the final convolutional block to prevent 

overfitting. In contrast, for DB, Batch normalisation is 

done after every convolutional layer and the first dense 

layer, and 50 % of the neurons are dropped after the 

second and fourth convolutional layer. We evaluate the 
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performance of our CNN classifiers using 5-fold Cross 

Validation technique1. 

 

 
Table 1. Comparison of performance of CNN as the 

distance between Tx and Rx is double from 1m to 2 m. 

 

Dataset Validation Accuracy Testing Accuracy 

DA 0.94 0.96 

DB 0.91 0.87 

 

 

5. Observations  
 

Training a three layered shallow network using the 

raw I/Q data and PSD data did not yield useful results 

as the classifier was unable to generalise well on the 

test set. This suggests that the input data was not an 

adequate feature for detecting the object (or was too 

noisy). However, we observed that training the CNN 

described above using the heatmaps of the reflected 

signals as input yielded a high accuracy on the test set. 

After training the CNN on DA for 10 epochs, the net- 

work is able to achieve a test accuracy of 0.96 (average 

over 10 runs). Furthermore, an accuracy of 0.87 was 

observed on the test set after training and evaluating the 

CNN on DB for 20 epochs; there is a decrease in 

accuracy as the distance between Tx and Rx (and the 

distance of the object from Tx and Rx) is doubled. Still, 

our system is able to perform high-accuracy object 

detection even after the range is increased. The 

accuracy results are recorded in Table 1 and the 

confusion matrix for DB is shown in Fig. 1. 

Furthermore, loss and accuracy with respect to DA are 

plotted against the epochs and shown in Fig. 2. 

This demonstrates that CNNs are an effective 

model for identifying and extracting relevant features 

to carry out such classification tasks link 2.  

 

 

 
 

Fig. 1. Confusion Matrix for DB. 

 

                                                           

 
1 Our models are built using Tensorflow and trained on an 

NVIDIA RTX 2070. 

 
 

Fig. 2. Accuracy/Loss vs Epochs for DA. 

 

 

6. Conclusions 
 

This paper proposes that it is possible to perform 

simple object detection with high accuracy using 

extremely cheap radio hardware by leveraging CNNs. 

We demonstrate this by developing a proof-of-concept 

system to detect the presence of a water bottle based 

on spectrograms of the received signal. Critically, we 

do almost no explicit signal processing or feature 

engineering, relying on the neural network to do the 

heavy lifting. This indicates the possibility of doing 

complex, customised object detection without expense 

on human capital or old-school signal processing. 

In future work, we plan to scale the current system 

by using multiple SDRs to emit an FMCW wave, and 

observe how the system works in terms of detecting 

multiple objects (and human bodies) when it is fed 

more information about the surroundings. We also 

want to perform far more complex classifications, 

including locating the object, calibrating item sizes, 

handling more noise, and retraining or re-calibrating 

the system quickly for a new environment. 
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Summary: This paper presents an effective Handwriting Text Recognizer for historical documents. The recognizer relies upon 

a recognition module based on a convolutional recurrent neural network architecture and on an advanced spelling correction 

module aiming to further reduce the transcription errors. The employed architecture comprises a Convolutional Neural 

Network serving as an encoder and several Bidirectional Long Short-Term Memory (BLSTM) modules for the decoding. The 

output of the network is further processed for spelling correction using a finite-state machine for the tasks of detecting spelling 

errors and generating candidate corrections along with a language model for the task of ranking the candidate corrections. The 

proposed architecture is applied to the transcription of historical Greek manuscripts that present challenging technical 

problems. Finally, EPARCHOS, a newly created dataset, has been made publicly available. 

 

Keywords: Handwriting text recognition, Recurrent neural networks (RNN), BLSTMs, Spelling detection, Isolated-word error 

correction, Minimum edit distance, n-gram model. 

 

 

1. Introduction 
 

The potential to access our written past, which 

stimulates the interest of both the research community 

and the general public, makes Handwriting Text 

Recognition (HTR) a highly appealing technology, 

among the ones appearing in the research area of 

document image analysis. We propose an HTR system 

for offline text recognition where the input image is a 

textline and the key components are convolutional 

recurrent neural networks and a spell checking 

mechanism.  

We work with historical texts from the Greek 

Byzantine literature tradition that roughly extends from 

the mid of 4th century to the mid of 15th century, a period 

that stretches between the foundation of Constantinople 

as the ‘New Rome’ and the establishment of the Ottoman 

Empire in Europe. Some texts of the 3rd century have 

been used as well as they are considered to belong to this 

literary tradition. In these texts a language heavily 

influenced by classical Greek is used that does not 

correspond to the spoken language at the time of the 

authors (neither does it correspond to the modern version 

of Greek). In fact, the language of these texts is not 

homogeneous across the centuries although a common 

denominator exists, namely an intended adherence to 

classical Greek. Consequently, our knowledge of the 

language used in the particular historical documents is 

restricted to the linguistic information contained in these 

texts that define the size and the contents of our, 

inevitably limited, corpora and lexicons. 

Spell checking is the process of detecting misspelled 

words in a text. It provides possible corrections to these 

errors in order to enhance the results that are produced 

with the HTR model. Spelling errors can be classified as 

non-word errors (a non-existent word, e.g. wrod instead 

of word) or real-word errors (I will meat John instead of 

I will meet John). To this end, most techniques use a 

dictionary to locate non-word errors and provide 

candidate corrections based on a similarity metric (i.e. 

minimum edit distance), or a statistical language model. 

In this paper we address the problem of text 

recognition by using a convolutional recurrent neural 

network architecture producing transcribed scripts that 

feed a second system for spelling correction. The spelling 

correction system uses a finite-state machine for the tasks 

of detecting spelling errors and generating candidate 

corrections along with a language model for the task of 

ranking the candidate corrections. 

 

 

2. Methodology for the Initial Text Recognition  
 

In this section, we present the methodology we 

adopted for the HTR of historical manuscripts. The 

CRNN-FCNN neural network architecture is motivated 

by the work presented in Puigcerver [1] and Sainath et al. 

[2] (see Fig. 1).  

In the remainder of this paper we will provide a fully 

detailed description of the convolutional and recurrent 

stages, as well as of the training method.  

 

2.1. Proposed Architecture: CRNN-FCNN Network 

 

Three stages are implemented as explained below: 

1) Convolutional stage: The first stage consists of a 

typical feed-forward convolutional network consisting of 

5 consecutive blocks. Each block has a convolutional 
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layer with kernel size 3 x 3 and stride equal to 1 and a 

batch normalization layer. The leaky rectified linear 

function is used for neuron activation (LeakyReLU) that 

allows for a small, non-zero gradient when the unit is 

saturated and not active [4]. The first three blocks 

additionally incorporate a Maximum Pooling layer (with 

non-overlapping kernels of size 2 x 2) to reduce the 

dimensionality of the input image. A dropout layer (with 

probability 0.2) is included in the last three blocks, to 

improve the generalization ability of high-level features. 

Finally, a number of feature maps are extracted from 

each textline image. For the subsequent processing, the 

average of each column of the feature maps is calculated 

in order to acquire a feature vector for each time step.  

2) Recurrent stage: A stack of recurrent blocks is 

applied as a decoder formed by 1-D Bidirectional LSTM 

(BLSTM) layers that sequentially process the extracted 

feature vectors corresponding to columns of the feature 

maps. The BLSTM layers process the information 

bidirectionally and lead to a separate feature vector for 

each direction (two in total). The feature vectors of each 

direction are then concatenated to form a unified 

representation. In each recurrent block a dropout layer is 

incorporated, with probability 0.5. 

3) Fully connected layers: After the recurrent stage, 

two fully-connected layers are added. To deal with 

datasets which have a relatively large character set, we 

used two fully connected hidden layers with 512 hidden 

units each.  

 

 
 

Fig. 1. Proposed RCNN-FCNN architecture. 

 

 
2.3 Training  

 

For the training of the proposed system, we used the 

Connectionist Temporal Classification (CTC) loss 

function [5], minimized by the RmsProp optimizer [6]. 

We used a learning rate of 0.003 and early stopping when 

validation loss does not improve after 20 consecutive 

epochs. 

 
3. Methodology Adopted for Spelling Correction 

 

According to Kukich [6], the isolated-word error 

correction can be divided into three sub-problems: 

detection of an error, generation of candidate corrections 

and ranking of candidate corrections. 

 

3.1. Error Detection 

 

Given a dictionary and a word, the first step is to 

determine whether the word exists in the dictionary. If 

this is not the case then the word is marked as incorrect. 

For efficient dictionary lookups we store the dictionary 

as a deterministic finite automaton (FSA). The most 

common types of FSA for dictionary storage are the trie 

and the deterministic acyclic finite state automaton 

(DAFSA) (see Fig. 2). Both types have the same lookup 

time complexity, but we opted for the latter approach 

because, although the creation of a DAFSA is a more 

complex process, a DAFSA has a smaller memory 

footprint. Our FSA is constructed with the algorithm 

presented in [11]. The worst case complexity of checking 

if a word of length n is accepted by the FSA (i.e. the word 

has been found in the dictionary) is O(n); this means that 

the processing time is in linear relation to the size of the 

word while the size of the dictionary has no effect. 

 

 
 

Fig. 2. A deterministic acyclic finite state automaton for 

the word list {cat, cats, cog, dog, dogs, dot, dots}. 

 

3.2. Spelling Suggestion 
 

If a word is marked as incorrect, we produce a list of 

suggestions similar to the word. One way to quantify the 

similarity of two words is to count the minimum number 

of editing operations that we need in order to transform 

the one word into the other one. Some common edit 

operations are: 
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 insertion of a character, e.g. wor → word 

(inserted at position 3) 

 deletion of a character, e.g. worrd → word (delete 

r at position 2) 

 substitution of a character, e.g. wopd → word 

(substitute p with r at position 2) 

 transposition of two adjacent characters, e.g. 

wrod → word (exchange r at position 1 with o at 

position 2) 

Levenstein [7] proposed a distance (Levenstein 

distance) that considers insertion, deletion and 

substitution as an edit operation while Damerau [12] 

presented a distance (Damerau–Levenshtein distance) 

that includes insertion, deletion, substitution and 

transposition. 

Our system uses the Levenstein distance [7] to 

calculate the minimum edit distance between the input 

word and the words that exist in the dictionary. The 

reason why we didn’t use the Damerau–Levenshtein 

distance is that the transposition of two adjacent 

characters is a common mistake when the user types a 

word on a keyboard, but it is unlikely to happen in 

OCRed input. 

Although there are efficient algorithms to calculate 

the Levenshtein distance between two strings, their 

exhaustive application on every entry in a dictionary can 

be computationally expensive. Various techniques have 

been proposed to speed up this process. We draw on the 

algorithm proposed by Oflazer [8]. This algorithm, given 

an FSA, a fixed bound t and an input string w, enables 

the retrieval of every string s that is accepted by the FSA 

and the distance D(s,w) is between 0 and the fixed  

bound t. 

 

3.3. Ranking Candidate Corrections 

 

Next, the candidate corrections are ranked and the 

best one is selected from the set of the candidates with 

the help of both the correction distance and of a statistical 

model.  

First, we constructed a corpus of historical texts, 

mainly belonging to the Byzantine literature tradition, 

that contains 769895 words (99931 unique). Then we 

collected all the trigrams from the corpus. For each 

trigram we counted their frequency, i.e. the number of 

occurences in the corpus. The result is a word-level 

trigram model that can be used to assign a conditional 

probability to a word given previous words. 

For each possible correction c of a misspelled word 

wi we use the two words wi-2, wi-1 preceding wi in the 

context where the misspelled word appeared in order to 

estimate the probability of occurrence P of c after the 

bigram wi-2wi-1. As a measure of the probability of 

occurrence P we use the maximum likelihood estimation 

(MLE) that is given in (1): 

 

 
𝑃(𝑐|𝑤𝑖−2𝑤𝑖−1) =

𝐶(𝑤𝑖−2𝑤𝑖−1𝑐)

𝐶(𝑤𝑖−2𝑤𝑖−1)
 (1) 

 

In (1), C is the number of occurrences of an n-gram 

in our corpus. If no occurrences of the trigram wi-2wi-1c 

exist, i.e. the observed frequency of the trigram is 0, we 

estimate the probability P of c occurring after the 

unigram wi-1 with the equation (2). 

 

 
𝑃(𝑐|𝑤𝑖−1) =

𝐶(𝑤𝑖−1𝑐)

𝐶(𝑤𝑖−1)
 (2) 

Finally, if no occurences of the bigram wi-1c exist, we 

estimate the probability P of the unigram c with the 

equation (3): 

 

 
𝑃(𝑐) =

𝐶(𝑐)

𝑁
 (3) 

 

In (3), N is the size of the training corpus (in words). 

The score S of the candidate c is estimated with the 

equation (4): 

 

 𝑆(𝑐|𝑤𝑖−2𝑤𝑖−1) = 𝑎(1/𝐷(𝑐,𝑤𝑖))

+ 𝑏𝑃(𝑐|𝑤𝑖−2𝑤𝑖−1) 
(4) 

 

In (4), 𝑎 is a weight for the edit distance and 𝑏 is the 

weight for the n-gram probability. 

 

 

4. Experimental Results 

 
4.1. Dataset 
 

For our experimental work we used the Historical 

Greek “EPARCHOS” Dataset [9] that is publicly 

available. This dataset originates from a Greek 

handwritten codex by 2 writers, namely Antonius 

Eparchos and Camillos Zanettus. The codex dates from 

around 1500-1530. It consists of 9285 textlines 

containing 18809 words (6787 unique words) distributed 

over 120 scanned handwritten text pages. The dataset is 

separated into training, validation and testing partitions 

consisting of 1435 (63 %), 381 (17 %) and 456 (20 %) 

text lines respectively. Τhe writing that appears in the 

dataset delivers the most important abbreviations, 

logograms and conjunctions cited in virtually every 

Greek minuscule handwritten codex from the years of the 

manuscript transliteration and the prevalence of the 

minuscule script (9th century) to the post-Byzantine 

years. All these particularities, as well as the ‘polytonic’ 

orthography (see below) of the miniscule writing, 

constitute a challenging HTR task. A page of the dataset 

is shown in Fig. 3. 

Miniscule writing is a type of script where only 

lower-case characters are used. It was developed and 

established as a more efficient type of writing, as 

compared to the upper-cased script used before, because 

it enabled writers to inscribe multiple characters without 

lifting the pen from the paper, while it occupied less 

space. However, upper-case letters were also known and 

were used interchangeably with their lower-cased 

version, in particular when the distinction between 

characters was difficult. Another attribute of miniscule 

writing was that it followed the so-called ‘polytonic 

orthography’ in which various symbols indicated 



 

237 

whether a change of pitch stress on the vowels occurred 

in classical Greek. This feature increases the number of 

target character classes for the HTR problem. However, 

particularly for the characters ϋ and ϊ, the specific 

diacritic marks (‘diaeresis’) may also be used to 

distinguish them from a diphthong. As a result, the 

transcription may vary to either solution, namely with or 

without the diacritic mark, depending on the word. 

Abbreviations are a common attribute of miniscule 

writing of that era. They were used by the writers in order 

to increase efficiency regarding the space and time 

needed to write a word. Typically, multiple characters 

(usually two) were replaced by a special symbol while 

the rest of the word was kept intact. Abbreviations may 

appear in different positions in a word, i.e. in the 

beginning, middle or end of a word. A list of the most 

common abbreviations that appear in the dataset is given 

in Fig. 4 along with their corresponding translation.  

Fig. 5 shows two text lines and the respective 

transcription; the use of abbreviations is highlighted on 

the text lines.  
 

 
 

Fig. 3. A document image from the EPARCHOS dataset.  
 

 

 
 

Fig. 4. List of abbreviations and their transcription. 

 
 

Fig. 5. Textline images and corresponding transcription text 

with highlighted abbreviations. 

 

 
To further increase space efficiency, the use of 

superscripts has been observed by the writers. 

Superscripts may appear in a variety of grammatical 

contexts including those related to the endings of 

inflected and uninflected words, usually at the end of a 

word. Often, multiple ending characters of the word 

appear in superscripts; these characters may also be 

replaced by special abbreviations in the place of the 

actual characters, as shown in Fig. 6. 

 

 

 
 

Fig. 6. Textline images and corresponding transcription 

text with highlighted superscripts 

 

 
4.2 CRNN-FCNN Performance 
 

Table 1 presents the performance obtained with the 

proposed neural network architecture (CRNN-FCNN). 

For comparison purposes, the performance of the 

architecture of Puigcerver [1], trained and evaluated on 

the same dataset, is reported as well. The best-path 

decoder was used for CTC decoding, which is the 

simplest case. For each configuration, the character error 

rate (CER) and word error rate (WER) are reported, for 

both the validation and the test dataset of the 

“EPARCHOS” dataset. As it is shown, the proposed 

architecture outperforms the architecture of Puigcerver 

[1]. This result is attributed to the addition of the fully-

connected layers that are better suited for the larger 

character set of the miniscule script (318 characters 

including all the versions of the vowels resulting from the 

use of pitch accent symbols). 
 

Table 1. Text recognition performance of the proposed 

CRNN-FCNN architecture. 

 Puigcerver [1] Proposed 

CER 

(%) 

Val. 6.81 6.52 

Test 10.37 10.10 

WER 

(%) 

Val. 22.06 21.51 

Test 28.51 27.85 
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4.3. Performance of Spelling Correction  

 
For the evaluation of the spelling correction 

component, we used the transcribed outcome of a 

manuscript containing 4203 tokens of which 3752 were 

words. We compared the transcribed text with the 

original (ground truth) and identified 1053 differences: 

494 non-word errors, 248 real word errors and 311 other 

errors (e.g. missing or split words). Then we checked the 

non-word errors with our system and recorded the cases 

where the correct word was the first item in the list of the 

candidate corrections. 

Our results show that the system successfully 

predicted the correct word as the best candidate 95 times 

(19.2%) when we used the distance metric combined 

with the statistical model (𝑎 = 0.5, 𝑏 = 17) for the 

ranking of the candidate corrections. When we used only 

the edit distance for the ranking (𝑎 = 1, 𝑏 = 0) the 

system predicted the correct word as the best candidate 

65 times (13.2  %) and when we used only the language 

model (𝑎 = 0, 𝑏 = 1) the system predicted the correct 

word as the best candidate 63 times (12.8 %). These 

results clearly show that the combined information of the 

distance metric and the occurrence probability improves 

the ranking of the candidate corrections because both 

lexical and contextual information is taken into account. 

In future work, we plan to improve our n-gram model 

with smoothing and by feeding it with more data. 
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Summary: In this paper, we present experimental analysis of Transformers and Reformers for text classification applications 

in natural language processing. Transformers and Reformers yield the state of the art performance and use attention scores for 

capturing the relationships between words in the sentences which can be computed in parallel on GPU clusters. Reformers 

improve Transformers to lower time and memory complexity. We will present our evaluation and analysis of applicable 

architectures for such improved performances. The experiments in this paper are done in Trax on Mind in a Box with  three 

different datasets and under different hyperparameter tuning. We observe that Transformers achieve better performance than 

Reformer in terms of accuracy and training speed for text classification. However, Reformers allow to train bigger models 

which cause memory failure for Transformers.  

 

Keywords: Natural language processing, Text classification, Transformers, Reformers, Trax, Mind in a box. 

 

 

1. Introduction 
 

Text classification is one of the important natural 

language processing (NLP) tasks that is applicable in 

real-world problems such as topic tagging, question 

answering, spam detection, sentiment analysis, news 

categorization, etc. Text classification or tagging can 

be used in the Fog layer computions to make text data 

deep [1] or enrich data. This task includes an NLP step 

immediately after data acquisition, in Fog layer or in 

the cloud to organize and structure data. This strategy 

makes organizing, accessing, transmitting and 

processing the data more efficient. 

 Designing text classification models with classical 

machine learning methods follows a two-step process: 

feature extraction and classification. Feature extraction 

consists of defining some hand-crafted feature vectors 

and designing high quality features require strong 

domain knowledge, tedious feature engineering and 

analysis, and may not be transferable between different 

applications.  

Since 2012, deep learning models are being applied 

to different tasks in the world of machine learning and 

therefore in NLP.  Neural network architectures used 

for text classification include recurrent neural 

networks (RNNs), convolutional neural networks 

(CNNs), Capsule Nets, Transformers, Reformers, and 

more (see the review by [2]). Most of these models 

learn feature representations automatically with less 

hand-engineering and allow for knowledge transfer 

between different applications of NLP. 

In this paper, we focus on Transformers, and 

Reformers that rely on attention mechanism for 

relating different positions of a single sequence in 

parallel and yield state-of-the-art results on many NLP 

tasks [2-4]. Attention mechanism allows sequential 

processing of text to compute a representation of the 

sequence and capture meaningful relationships 

between words in a corpus. Transformers allow for 

much more parallelization than CNNs and RNNs, and 

make it possible to efficiently train very big models on 

large amounts of data on GPU clusters [2]. Reformers 

improve the efficiency of Transformers to train larger 

models on larger corpus [4]. 

The experiments presented in the original 

Reformer paper [4] are performed only on generative 

and language model training tasks including 

imagenet64, enwik8-64K, and WMT 2014 English-to-

German translation task.  In this paper, we experiment 

on text classification problems including News 

Classification, and Sentiment Classification. We carry 

out the experiments on three datasets and use different 

settings to compare the models in terms of 

performance over training and inference time. The 

experiments are done using Trax library, an end-to-end 

library for deep learning by Google Brain team with 

JAX backend [5]. 

We use for this study the integrated solution Mind 

in a Box Catalyst™, an On Premise and Fog 

computing device that features up to 4 GeForce RTX 

2080 Ti for accelerated AI training and inference in its 

legacy version, and now up to 4 Nvidia Tesla V100 

Cards. 

 

 

2. Background 
 

Transformers originally proposed by Vaswani et al. 

[3] are used for building language models to learn 

contextual text representations. These language 

models can then be used for text generation and 

classification. Each Transformer block consists of a 

masked multi-head attention module, followed by a 

layer normalization and a position-wise feed forward 

layer (see [3] and Fig. 1). The attention module 

estimate how much each word/character correlates 
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with the other elements using an attention vector and 

then takes the weighted sum of the elements in this 

vector as the prediction of the target.  
 

 

 
 

Fig. 1. The Transformer - model architecture [3]. 
 

 

Transformers are more efficient than RNNs for 

sequential processing of text in parallel, however they 

are memory-inefficient to train on long sequences and 

large models. Attempts to achieve more efficient 

versions of the Transformer model’s self-attention 

mechanism include augmenting self-attention with 

persistent memory, adaptive attention span, factorized 

sparse representation of attention, and product-key 

attention [2]. The latest state of the art attempt is 

reported as Reformer model [4]. 

Reformer model [4] was proposed to solve the 

memory problem with Transformer models training 

using approximate attention computation based on 

locality-sensitive hashing and reversible layers [4]. 

With Locality Sensitive Hashing (LSH), nearby word 

embedding vectors get the same hash with high 

probability and the vectors that have the same hash are 

assigned to the same LSH bucket.  Then LSH buckets 

are converted to sorted chunks (batches) to allow 

parallel processing. However, LSH buckets may be 

uneven in size which makes batching difficult. To 

tackle this, the batch size is set such that they may 

contain nearby hashes. Then attention is applied only 

to these batches and neighbor hash vectors rather than 

the whole input vector as being done with 

Transformers (see Fig. 2 and [4] for further details). In 

addition to LSH, Reformers use reversible layers 

mechanism, meaning instead of storing all the 

activations in memory, it recomputes the input of each 

layer on demand during the back propagation process. 

Two sets of activations are stored for each layer, one 

captures changes to the first layer and the other 

captures the last layer and then they are substracted 

(see [4] and [6] for further details). This model has 

been reported to be memory and time efficient to train 

on long sequences and large models.  

 

 
 

Fig. 2. Simplified depiction of LSH Attention showing the hash-bucketing, sorting, and chunking steps and the resulting 

causal attentions. (a-d) Attention matrices for these varieties of attention. [4]. 

 

 

3. Applicable Architectures 
 

The experimental results in this paper rely on the 

integrated solution, Mind in a Box Catalyst™ with 4 

GPU units, for balanced and accelerated training and 

inference capabilities in various text classification 

models (see Fig. 3). 

The objective sought through this experimental 

protocol and its underlying architecture is to assess the 

optimization and acceleration potential of the various 

models and libraries, in order to seek real time and / or 

high performance computing capabilities. The 

technical common denominator here is an integration 

with the Python scripting language, which is currently 

extensively used to operate many Edge and Fog AI 

architectures, including the Fog AI appliance used for 

this experiment.  

The applicable architectures for the performance 

considerations supported in our results are many.  But 

the prime objective is to assess Hybrid Computing 

Deep Data generation strategies and in particular 

optimization of the choice of libraries and models 

depending on the data to be analyzed. Thus relevant 

architecture would be Cloud, Edge and Fog AI 
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architectures applying NLP techniques to generated 

Deep text Data and / or Enriched Big text Data, as 

illustrated in Fig. 4 and Fig. 5. 

 

 
 

Fig. 3. On Premise/Fog AI functional architecture diagram. 

 

 
 

Fig. 4. Using NLP (text classification) in the cloud level to 

enrich big data. 

 

 
 

Fig. 5. Using NLP (text classification) on the edge level after 

data acquisition and before sending it to the fog layer. The 

data can be further analyzed with NLP (text classification) 

on the fog level before being sent to the cloud. 

 

 

Fig. 4 shows a protocol to apply NLP algorithms to 

large amount of data (Big data) to obtain Deep data. 

This means that irrelevant information is removed and 

data is stored in a structured and organized manner. In 

addition, NLP text classification algorithms can be 

applied to add labels or tags to the stored data in order 

to en rich it and improve its quality for the analysis 

applied in the next steps of processing the data.  

If data is not yet stored as Big data in the cloud, a 

more efficient protocol can be used for its acquisition 

and storage. In Fig. 5, such protocol is presented 

where, data is processed with NLP in the edge device 

immediately after acquisition, and then sent to the fog 

layer. In Fog layer, further text processing and 

classification is performed on the data and when it’s 

sent to the cloud for storage, it is structured and 

organized and only the relevant information is being 

transmitted and stored. With this architecture, the 

computation is distributed over all three layers of the 

network and the computation load is reduced in cloud 

level which in turn reuses the transmition load and 

latency. 

 

4. Experiments and Results 
 

The experiments presented in the original 

Reformer paper [4] are performed only on generative 

tasks and no results of experiments have been 

presented for comparing Reformers with Transformers 

on text classification task. In this paper, three datasets 

are used for the experiments: IMDB and Yelp binary 

sentiment classification and AG News four-class topic 

classification dataset. 

Different settings are used to tune the 

hyperparameters of Transformers (TR) and Reformers 

(RF) including: number of layers,  number of attention 

heads, training steps, drop-out rate, learning rate, 

optimizers (Adam and AdaFactor [7]), and scheduled 

learning rate factors. Another factor is the length of 

attention key and value vectors that exists only for 

Reformer. Throughout the experiments of this paper, 

this length is set to 64. For all the experiments, Trax 

“en_8k.subword” (with 8192 vocabulary size) is used 

for tokenizing the texts. Final dimension of tensors at 

most points in the model, including the initial 

embedding output is 512 units and size of dense layer 

in the feed-forward part of each encoder block is 2048 

(default setting in Trax library). 

In experiments of this paper, the performance is 

compared in terms of average training cross entropy 

(train CE), testing cross entropy (test CE), test 

accuracy (per batch of text) and inference time (per 

single text) in seconds.  

In Table 1, results are shown for comparing Adam 

and Ad factor optimizers for 2 layers of TR/FR blocks 

and 32 attention heads ended with a dense layer and a 

softmax layer.  

The results show that Adafactor performs than 

Adam optimizer for both Transformer and Reformers. 

Therefore, all the results presented in Tables 2 and 3 

are obtained using AdaFactor optimizer.  

Comparing the results of Transformers versus 

Reformers in Table 2 show that Transformers 

outperform Reformers in terms of both accuracy and 

time complexity. However, further experimentation 

shows that in the case of Transformers, the processors 

run out of memory when we try to train on larger 

models (e.g. 3 layers and 128 heads). 

In Table 1 we analyse the performance of the 

Transformers and reformers when changing the 

number of attention heads. For all cases in this table,  

2 layers of TR/FR blocks are used and as shown the 

number of attention heads is changed from 16 to 32. 

These results show that increasing the number of 

attention heads improved the performance of these 

classifiers because it allows for better capturing the 

underlying context of the text. However, increasing the 

number of heads from 32 to 128 does not improve the 

performance. 
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Table 1. Results of experiments with Transformers (TR) and Reformers (RF) (2 layers of TR/FR blocks and 32 attention 

heads, a dense layer and a softmax layer) to compare Adam and AdaFactor optimization algorithms. 

 

Dataset Optimiser 

Train 

Steps 

Dropout 

 rate 
Train CE Test  CE 

Test 

  Accuracy 

Train 

 Time (sec) 

Inference 

  time(sec) 

TR RF TR RF TR RF TR RF TR RF TR RF TR RF 

IMDB Adam 3000 5000 0.3 0.3 0.308 0.377 0.347 0.395 0.833 0.868 1491.872 1084.734 2.42 3.84 

IMDB AdaFactor 3000 5000 0.3 0.3 0.246 0.321 0.324 0.362 0.90 0.885 1540.54 1068.767 2.726 3.853 

Yelp Adam 5000 10000 0.2 0.2 0.323 0.271 0.308 0.276 0.871 0.886 558.18 2684.084 2.329 3.711 

Yelp AdaFactor 5000 10000 0.2 0.3 0.212 0.277 0.202 0.219 0.920 0.910 533.50 2158.91 2.405 3.792 

AGNews Adam 10000 10000 0.2 0.2 0.271 0.245 0.245 0.234 0.893 0.918 1201.45 2192.94 2.454 4.087 

AGNews AdaFactor 10000 10000 0.2 0.2 0.209 0.251 0.219 0.203 0.910 0.935 1146.337 2307.161 2.569 3.912 

 

 

Table 2. Results of experiments with Transformers (TR) and Reformers (RF) to compare their performance in terms of 

accuracy and time complexity. 

 

Dataset 

Train 

Steps 

Number 

 of 

layers 

Number  

of heads 

Dropout 

 rate 
Train CE Test  CE 

Test 

  Accuracy 

Train 

 Time (sec) 

Inference 

  time(sec) 

TR RF 
TR 

RF 

TR 

 RF 
TR RF TR RF TR RF TR RF TR RF TR RF 

IMDB 3000 5000 8 | 2 32 0.3 0.3 0.246 0.321 0.324 0.362 0.90 0.885 1540.54 1068.767 2.726 3.853 

IMDB 1500 10000 1 128 0.4 0.2 0.291 0.286 0.303 0.330 0.873 0.865 101.08 4407.8 2.21 3.76 

IMDB 5000 5000 2 128 0.5 0.3 0.204 0.327 0.280 0.380 0.883 0.854 1216.198 2723.7 2.422 3.882 

Yelp 5000 10000 2 32 0.2 0.3 0.212 0.277 0.202 0.219 0.920 0.910 533.50 2158.91 2.405 3.792 

Yelp 10000 10000 1 128 0.2 0.2 0.211 0.265 0.194 0.232 0.923 0.914 1363.19 2984.084 2.361 3.750 

Yelp 5000 10000 2 128 0.2 0.2 0.210 0.261 0.196 0.248 0.924 0.895 1191.155 4346.708 2.608 4.137 

AGNews 10000 10000 2 32 0.2 0.2 0.209 0.251 0.219 0.203 0.910 0.935 1146.337 2307.161 2.569 3.912 

AGNews 5000 10000 1 128 0.2 0.2 0.209 0.231 0.193 0.232 0.924 0.917 573.168 2944.045 2.366 3.577 

AGNews 5000 10000 2 128 0.2 0.1 0.233 0.298 0.189 0.231 0.938 0.911 1129.52 5374.905 2.514 4.0103 

 

 

Table 3. Results of experiments with Transformers (TR) and Reformers (RF) to compare the effect of the number of 

attention heads in performance. 

 

Dataset 
Number  

of heads 

Train 

Steps 

Dropout 

 rate 
Train CE Test  CE 

Test 

  Accuracy 

Train 

 Time (sec) 

Inference 

  time(sec) 

TR RF TR RF TR RF TR RF TR RF TR RF TR RF 

IMDB 16 3000 5000 0.3 0.3 0.381 0.317 0.366 0.399 0.847 0.864 360.82 521.36 2.57 3.212 

IMDB 32 10000 10000 0.3 0.3 0.246 0.321 0.324 0.362 0.90 0.885 1540.54 1068.767 2.726 3.853 

IMDB 128 5000 5000 0.5 0.3 0.204 0.327 0.280 0.380 0.883 0.854 1216.198 2723.7 2.822 3.882 

Yelp 16 10000 10000 03 0.3 0.212 0.271 0.193 0.240 0.916 0.908 425.42 1173.176 2.318 3.286 

Yelp 32 5000 10000 0.2 0.3 0.212 0.277 0.202 0.219 0.920 0.910 533.50 2158.91 2.405 3.792 

Yelp 128 5000 10000 0.2 0.2 0.210 0.261 0.196 0.248 0.924 0.895 1191.155 4346.708 2.608 4.137 

AGNews 16 5000 10000 0.2 0.1 0..284 0.252 0.263 0.228 0.902 0.912 614.89 1699.03 2.129 3.931 

AGNews 32 5000 10000 0.2 0.2 0.209 0.251 0.219 0.203 0.910 0.935 1146.337 2307.161 2.569 3.912 

AGNews 128 5000 10000 0.2 0.1 0.233 0.298 0.189 0.231 0.938 0.911 1129.52 5374.905 2.514 4.010 

 

 

5. Conclusions 
 

In this abstract, we compared Transformers and 

Reformers for text classification application. In 

literature, Reformers have shown to outperform 

Transformers in terms of memory and time efficiency 

at the similar level of accuracy on language model 

training and text generative tasks. However, the 

experiments in this paper showed that Transformers 

are preferred to Reformers for Text classification 

application. The benefit of Reformers versus 

Transformers was observed to be the possibility of 

training larger models.  
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Abstract: Deep neural networks (DNNs) are extensively used in many complex artificial intelligence (AI) applications despite 

of being compute-intensive and hence causing substantial energy consumption. Nowadays, with the ramping up of Internet of 

Things (IoT) devices, emerging Edge Computing and Edge AI practices; diverse types of embedded accelerators have 

appeared. These equipment come armed with multi-processor system-on-chip (MP-SoC) such as graphics processing units 

(GPU) and tensor processing units (TPU) accommodating requirements for different applications. However, to the wide 

deployment of DNNs in these constrained hardware platforms, power management needs to be improved without sacrificing 

application performance. This article will evaluate Google's Coral dev board and Nvidia's Jetson TX2 with benchmarks and 

comparison metrics from the standpoint of the process to create a model that is compatible with each edge accelerator to the 

thermal regulation of power through dynamic voltage and frequency scaling (DVFS). 

 

Keywords: Convolutional neural networks, GPU, TPU, Embedded system, Hardware architecture, Edge. 

 

 

1. Introduction 

 
Neural nets were proposed in 1940 but they have 

seen a breakthrough in the field of computer vision in 

2012, when the AlexNet system won the ImageNet 

challenge in image recognition [1][2]. Since then, deep 

neural networks (DNNs) have been successfully used 

in multiple applications because of its ability to extract 

high level features from huge amounts of raw data and 

state-of-the-art accuracy. Many DNNs models with 

different network architectures (number of layers, 

layer types, layer shapes, etc) have been developed. 

The tendency is that in order to achieve higher 

accuracy, the depth in number of convolutional layers 

must increase accordingly [3]. However, this comes at 

the cost of high computational complexity and hence 

more energy consumption [4], 

DNNs processing has different computational 

needs. For example, training is usually done in the 

cloud meanwhile inference can occur in the cloud or in 

the edge. In applications such as industrial processes 

and drone navigation, real-time inference near the 

sensor is longed [5]. Accordingly, embedded 

accelerators are mainly deployed to reduce 

connectivity dependency, latency and security risks. 

Thus, they have limited energy consumption, compute 

and memory [5, 6]. Although these accelerators are 

equipped with highly-parallel compute paradigms, 

including both temporal (CPU, GPU) and spatial 

architectures (TPU) to address this issue, thermal 

management also has to be taken into consideration.  

Dynamic voltage and frequency scaling (DVFS) 

is a technique which dynamically varies frequency and 

voltage based on the present thermal constraints on the 

processors, and thus optimizes energy conservation  

[7, 8]. 

This article will focus in the task of image 

classification, specifically in the multiple versions of 

GoogleNet (also known as Inception). To the best of 

our knowledge, this is the first work addressing DVFS 

to evaluate the devboards Google's Coral [9] and 

Nvidia's Jetson TX2 [10] (see Fig. 1) for the case of 

real-time applications (batching is not allowed) in low 

precision inference (16 bits and 8 bits). Furthermore, it 

will be discussed the workflow and frameworks to 

create a compatible model for each one. 

The remainder of this article is organized as 

follows: 

 Section 2 provides background and reviews 

previous works.  

 Section 3 introduces the characterization 

methodology and discusses its results. 

 Section 4 depicts the protocol adopted to this 

study, according to the research program 

overseeing it, and the hardware architectures 

applicable for such results.  

 Section 5 presents the key insights from this work 

and possible future research directions. 

 

 
 

Fig. 1. Google’s Coral (left) and Nvidia’s Jetson TX2 

(right) devboards. 
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2. Background and Related Work 
 

Temporal and spatial Architectures 

These are highly-parallel compute paradigms to 

achieve performance. Temporal architectures, can be 

found in CPU and GPU. Some techniques are SIMD 

(Single Instruction Multiple Data) which uses vectors, 

and SIMT (Single Instruction Multiple Thread) which 

employs parallel threads. The main characteristic is 

that the ALUs (Arithmetic Logic Units) cannot 

communicate directly, depend on a centralized control 

and can only fetch data from a memory hierarchy. In 

contrast, spatial architectures found in ASIC 

(Application Specific Integrated Circuit) and FPGA 

(Field Programmable Gate Array), use dataflow 

processing. Here, the ALUs can communicate directly 

and sometimes have their own control logic and local 

memory [3]. 

 

Dynamic Voltage and Frequency Scaling (DVFS) 

It is an energy conservation technique that aims to 

optimize performance and power consumption (which 

retrospectively affects temperature) of processors 

during runtime. The notion behind it is to transition 

between different system clocks whenever needed. 

But, the dilemma lies in finding the right time to 

change frequency and the right value of the frequency 

itself. [8] 

The manner in which the processor's frequency is 

scaled is determined by the scaling algorithm and the 

current processor's load. These algorithms can be part 

of the kernel code or of a specialized firmware and can 

be classified as proactive and reactive. 

 Reactive: actions are taken when a certain state is 

reached.  

 Proactive: actions are taken when a certain state is 

determined to happen in the future.  

The state could be temperature (a trip_point) or 

workload. And the actions could be voltage and 

frequency control. 

 

Optimization techniques 

These aim to reduce the storage, memory requirement 

and computational cost by compressing the model size. 

And thus decrease bandwidth requirements and energy 

consumption, which are important in edge devices. 

 Quantization: It reduces the size of weights and 

activation functions by converting all the 32-bit 

floating point (FP32) numbers to the nearest lower 

precision number. For example 16-bit floating 

point (FP16) or 8-bit fixed point (INT8). Although 

these representations can be less precise, the 

inference accuracy of DNNs is not significantly 

affected.  

 Pruning: This technique eliminates low-weight 

connections between the layers by setting them to 

zero. 

 Layer fusion: Consists in combining layers, which 

have similar operations and parameters, in a single 

one. This reduces the number of transfers from 

memory to registers and vice versa. 

GoogleNet models  

These models were heavily engineered to force 

performance in terms of speed and accuracy, as prior 

to their launch, most DNNs will just pile up many 

convolutional layers hoping to get better performance. 

Each version is a refinement over the previous one: 

Inception_v1 (I_v1), Inception_v2 (I_v2), 

Inception_v3 (I_v3) and Inception_v4 (I_v4). 

The authors in [7] have investigated the impact and 

energy conservation of DVFS but on datacenter’s 

GPUs. A similar analysis has been done in [11] with 

edge accelerators, but thermal management has been 

studied using a thermal camera. Finally, the 

investigation in [12] profiled the DVFS mechanism but 

only on a high-end embedded CPU (ARM Cortex-A15 

available in an Odroid-XU4 board). Unlike those 

works, this investigation targets embedded GPU and 

TPU.  

 

 

3. Experimental Setup and Results 
 

The objectives are the following: (i) understand 

when successive inference induces temperature 

violations (trip points); (ii) quantify the performance 

(latency, inference time, memory usage) of each 

embedded accelerator under thermal management by 

DVFS and different artificial intelligence (AI) models. 

For this experiment, the 4 versions of the Inception 

model were used. All the evaluation metrics were 

collected after classifying the same image (187KB) 

70000 times with both devboards operating headless 

(no mouse, keyboard, screen, Wi-Fi were present 

during the inference execution).  

 

 

3.1. Software Setup - Creating a Compatible Model 

 

Both devboards are hardware-constrained. So, the 

models need to be compressed to run inference. Fig. 2 

shows the process used to create a compatible model. 

 Zoo: It depicts a repository were the state-of-the-

art models are stored in different format: frozen 

(.pb), saved (.saved), checkpoint (.ckpt), etc. All 

the Inception models were downloaded from the 

official TensorFlow repository. [13] 

 Model format: For both devboards, frozen models 

have been used.  

 Network definition: Here, models are serialized, 

for efficient reading, using parsers like TFLite 

(Coral) and onnx (TX2).  

 Optimization: Models are tuned up to increase 

performance and reduce memory usage. Each 

devboard has their own method. On one hand, the 

TX2 uses TensorRT, an algorithm optimizer, 

which will benchmark different techniques and 

pick the most suitable for the target GPU, batch 

size and other parameters (it is important to do this 

step within the devboard) and lower precision to 

FP16. On the other hand, a requirement to use 

Coral’s TPU is to have a model with precision 
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INT8. Other available techniques are pruning and 

weight clustering. 

 Save file: Models are transformed into a format to 

store and use at a later time for inference.  

 

 

 
 

Fig. 2. Process to create a compatible model 

 

 

3.2 Hardware Setup 

 

In Table 1, each multi-processor system-on-chip 

(MP-SoC) is described.  

 

3.3 Results 
 

In Fig. 3, it is observed Coral's temperature, used 

memory and inference time. In Iv_1, Coral never 

throttles. Meanwhile in I_v4, it has throttled 10 times 

reaching 65.55 °C as maximum temperature. This 

amount of throttling is correlated to the model's size. 

I_v1 is the smallest one and I_v4 is the biggest one, as 

can be seen in Table 2. But there is a chance of 

throttling in I_v1 if repeating this experiment after 

Coral has reached its idle temperature of 59.5 C.  

The biggest amount in memory usage is once again 

with the biggest model (I_v4 = 741.12MB). Also, all 

models show the highest usage at the end of the 

experiment. 

The first inference time in all models is the slowest 

one because the time includes loading the model into 

the TPU and initializing it. Additionally, as in the other 

figures, it is always the biggest model (I_v4) that is 

more computationally expensive with 121.83ms. 

Finally, it seems that I_v3 and I_v4 have more 

fluctuations in the inference timing than the other 2 

models. 

In Fig. 4, it is observed that the maximum 

temperature reached is 63°C in I_v4. But unlike Coral 

it has throttled only once in this model. So, it seems 

that there is a type of control because temperature does 

not descend and ascend abruptly, which explains why 

the inferences are faster in TX2 than Coral. 

Additionally, TX2 can maintain a lower idle 

temperature (31.5 °C) than Coral (59.5 °C). 

In term of memory usage, the TX2 uses more than 

Coral. It has used approximatively 3200MB in the 4 

models, but this is related to the type of optimization 

applied to the models. TensorRT, optimizes by 

benchmarking different techniques and to do this it has 

to execute inference. When configuring TensorRT, the 

amount of memory to use has been set to 4096 MB. 

This can be reduced but it will affect to certain amount 

the accuracy of the model as less techniques can be 

benchmarked. 
 

 
Table 1. Specifications of MP-SoC. 

 

 Coral devboard Jetson TX2 

MP-SoC 

CPU: Cortex-M4F, Quad Cortex-A53  

GPU: GC7000 Lite   

TPU: edge coprocessor 

CPU: Dual Denver2, Quad Cortex-A57 

GPU: 256-core Nvidia Pascal 

DRAM 1GB LPDDR4  8GB LPDDR4 

Architecture Spatial: ASIC Temporal: SIMT 

Frequency (MHhz) MAX: 500 
MAX-Q: 854 

MAX-N: 1302 

Trip_points (°C) 
CPU: 65, 75, 80, 85, 90 

TPU: 84.8, 89.8, 94.8 

CPU: 95.5, 99.5, 100.5 

GPU: -40, -5, 30, 65, 95.5, 100, 100.5, 101 

FAN: 0, 51, 61, 71, 82, 140, 150, 160, 170, 180 

Power (W) 10 -> 15 7.5 -> 15 

Frameworks 
a) TensorFlow 

b) TensorFlow Lite (optimization) 

a) TensorFlow  

b) TensorRT (optimization) 

Precision INT8 FP32, FP16 

Optimization tools Quantization, pruning, weight clustering 
Layer&Tensor fusion, quantization, kernel 

autotuning, dynamic tensor memory 
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Fig. 3. Coral’s evaluation metrics. 

 

 
 

Fig. 4. TX2’s evaluation metrics. 

 

 

Likewise Coral, in the inference figures, it is 

observed that in all models the first inference is the 

slowest one. Also, Coral's first inference is by far faster 

than TX2. A possible explanation for this is that it is an 

ASIC and therefore it has a favorable memory 

hierarchy. Meanwhile, the TX2 has more data 

movement to do. But there is chance to reduce this 

timing because this devboard has a shared memory 
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between the CPU and GPU which has not been used in 

this experiment because of some software limitations.  

Finally, when comparing MAXN and MAXQ, it is 

observed that in general the former is faster because of 

the clock's frequency. Also I_v3 and I_v4 display less 

inference peaks and this is related to having a stable 

temperature which can be seen in these 2 models.  
 

Table 2. Metrics. 

 

 
 

 

Fig. 5 displays the total amount of time for 

executing the 70000 inferences. It is observed that both 

devboards have used more time in I_v4 which 

effectively is the biggest model. But it is interesting to 

see that Coral, which has more compression (INT8) 

and is an spatial architecture, takes more time to finish 

the whole round of inferences than the TX2 (MAXQ 

and MAXN) in all models except for I_v1. This is 

because it uses a reactive control. By default Coral is 

at maximum performance all the time (500MHz) and 

whenever the TPU's temperature reaches the fan trip 

point (65°C), its clock frequency will decrease. This 

temperature fluctuation around the trip point affects the 

voltage-frequency operating point and over a sustained 

period of time has a negative impact on each inference 

as it makes their execution time more unpredictable. 

This can also be confirmed in Fig. 6, as once again it is 

seen that each inference of Coral takes more time than 

the TX2 in all models except for I_v1 which is the 

smallest one. 

 

 

 
 

Fig. 5. Total time for 70000 inferences – TX2, Coral. 

 
 

Fig. 6. Median inference time – TX2, Coral. 

 

Coral only performs better than TX2 (MAXQ and 

MAXN) in Iv1 because it is the only model where it 

never throttles. And this proves the importance of 

optimizing DVFS control. Also, in both figures it is 

observed that the mode MAXQ takes more time than 

MAXN in all models. This is because it uses a lower 

frequency clock (from 114 MHz to 850MHZ).  

 

 

4. Experimental Protocol 
 

The experimental setup, shown in Fig. 7, includes 

an integrated solution, Mind in a Box (M/B), to support 

real time collection of the sensing data (thermal, 

cooling system, …) and the computational load in 

Edge devices such as the two target architectures, the 

Google Coral (TPU) and Nvidia Jetson (GPU). This 

architecture, processing this information, can then 

prescribe load balancing and computational resources 

tuning. Thus optimizing the global performance of 

hybrid architectures leveraging Cloud, Edge and Fog 

Computing capabilities. 

 

 
 

Fig. 7. Edge Computing Setup, Experimental Protocol. 

 

This setup is typical of new Hybrid Analytics and 

Hybrid AI applications where Edge devices take 

charge of a sizeable workload in terms of local 

automatic processing and classification on the field, 

whether it is to process local information or to propose 

additional processing capabilities available to the 

architecture as a whole.  

Models (KB) Metrics Coral 

Score

Latency (ms)

Score

Latency (ms)

Score

Latency (ms)

Score

I_v1 ( 7.037)

I_v2 (12.165)

I_v4 (43.865)

I_v3 (24.401)

Latency (ms)

1

0.99

0.92

0.97 0.97

20.7 805.13 552.89

0.991

18.98 71.36 77.55

17.33 354.5 270.02

0.920.96

17.97 81.58

TX2

53.11

0.650.64 0.65

MAX MAXQ MAXN
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In this context, since the cost of ownership of such 

devices is relatively limited and their numbers can 

become massive, the question of optimizing 

performances and balancing workloads becomes an 

essential component which requires both current work 

load, multisensing consumption, and control over each 

Edge device computational load and hardware 

parametrization (such as a process unit’s frequency, for 

instance). This experimental protocol aims at 

producing results which would be applicable in 

comparable Hybrid & Edge Computing architectures. 
 

 

5. Conclusions 
 

In this abstract, Google’s Coral (TPU) and Nvidia’s 

Jetson TX2 (GPU) edge accelerators have been 

compared from the angle of hardware architecture 

(processors, thermal regulation, etc) and software 

architecture (frameworks, workflow, etc) employing 

the multiple versions of GoogleNet (image 

classification) and assessing the quality of DVFS.   

Results suggest a great potential for further 

improvement in thermal regulation for the TPU. Even 

though it has an advantage in hardware architecture 

and model compression over the GPU, its performance 

is dismissed because of the reactive control which 

degrades the inference time.  
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Abstract. This paper is devoted to description of new concept, mathematical and information-technical basis for Bayesian 

Intelligent Measurement and Soft Measurement. The main methodological platform is Regularizating Bayesian Approach and 

IT-platform is Bayesian Intelligent Technologies. As the result of these means the IT and strategy for estimation, prediction, 
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are considered. The concept equations for intelligent and soft measurement, soft audit and soft management IT are given. The 

flexibility strategies for Bayesian Intelligent Audit and Management are suggested. 
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1. Introduction 
 

The formation of new technological trends in the 

modern it industry, such as IoT, BIG DATA, DATA 

SCIENCE, and BI, is associated with receiving and 

processing different types of information flows. The 

distinctive properties of this information are its 

diversity, distribution in space and time, different 

physical nature, complexity of interpretability, 

uniqueness, which makes it difficult to process in the 

above technologies. One of the main types of such 

information is measurement information. However, 

most often the sources of such information are 

complex anthropogenic or natural objects and systems. 

The specificity of complex objects and systems is 

their fundamental unknowability, unpredictability and 

unavailability for direct observations to the extent 

necessary for a reliable assessment of their state 

properties. Therefore, there is a situation of 

information uncertainty in which accurate values or 

conclusions cannot be obtained as a result of 

measuring parameters, evaluating properties, or 

auditing the States of an object or system. In such 

situations, the accuracy of measurements is achieved 

by attracting additional information in the form of 

knowledge about the measurement object and the 

factors affecting it. In this case, we use approaches that 

allow us to obtain not one, but a number of alternative 

solutions that are included in a certain interval (space) 

of solutions. This makes it possible to reduce the 

uncertainty of the result by attracting additional 

information from alternative solutions. The receipt of 

such alternatives is only possible with the use of 

specially tailored methods. 

Taking into account the above requirements and 

focusing on the properties of integration, metrological 

and self-development of the methodological basis of 

the regularizing Bayesian approach (RBА) and 

intelligent technologies based on it (Bayesian 

intelligent technologies – BIT) particular Soft 

Bayesian measurements (SM), it seems appropriate to 

use them to create developing monitoring systems, 

polysystem audit and management under the "soft 

management" scheme. 

 

2. Methodological Aspects of Bayesian 

Intelligent Technologies and Soft 

Measurements 
 

RBA is based on the synthesis of the principles of 

three fundamental approaches: system, measurement 

and Bayesian and is intended for solving measurement 

problems: monitoring, rationing, auditing, and 

management under conditions of significant 

uncertainty. 

To solve these problems in conditions of 

considerable uncertainty, the author developed the 

mathematical apparatus of BIT and soft measurement 

in the 90 - ies of the last century, which was widely 

used for solving applied problems. Definition of the 

term ‘soft measurement’, methodological principles of 

creating information technologies based on the theory 

of soft measurements, as well as conceptual 

foundations and practical applications are given in the 

author's works, for example, in [2-5]. 

So, in these works, the main provisions and 

definitions of new types of measurements are 

formulated. 

Smart measurements are measurements based on 

the use of knowledge in the form of additional 

information about the measured properties and 

influencing factors of the environment in changing 

processes. 

Bayesian intelligent measurements (BIM) are 

measurements based on probabilistic logic and a 

regularizing Bayesian hike as the main rule for 

obtaining measurement results. 

Soft measurements (SM) are referred to as 

advanced metering, where the measurement results are 

obtained on the basis of the parametric logics. 
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System measurements are measurements of the 

emergent properties of complex objects that are 

inherent in a complex object as a complete system of 

interrelated properties. 

If a measuring subject is included in the contour of 

any measurement technology, including intelligent 

measurement technology, as a source or receiver of 

information, such measurements are called cognitive 

measurements (CM). 

For conditions of significant information 

uncertainty caused by inaccuracy, incompleteness, and 

vagueness of knowledge and data about the properties 

of an object, its functioning environment, relationships 

between them, goals, and task criteria, a new type of 

information technology for implementing 

measurements based on RBA was proposed. 

In this approach, each solution is obtained on the 

corresponding measurement scale with a certain 

degree of probability (reliability) of solutions. For 

numerical data, the reliability of the solution is defined 

as the frequency probability, and for qualitative 

information, the frequency probability of the solution 

is replaced by a subjective, "fiducial" probability, 

which, unlike the frequency one, does not require long 

samples, stable experimental conditions, and other 

requirements and limitations of the postulates of 

probability theory and mathematical statistics. The 

measurement results are generated based on the 

principles of pattern recognition, where the images are 

the scale reference points. In RBA, the Bayesian 

decision rule is chosen as the decisive rule. The 

measurement problem under these conditions is solved 

as an inverse problem. Reference points are considered 

as random variables, according to the principles of the 

Bayesian approach. When forming a measurement 

solution, several scale reference points may be 

possible, which will form a number of alternatives to 

the measurement result. 

Linguistic variables can be used to measure quality 

indicators. Weak scales are used as scales: nominal 

scales and order scales, that do not have computational 

capabilities, but have a strong semantic content that 

makes it possible to interpret solutions according to the 

goals of the measurement problem. In soft 

measurements, parametric logics can be implemented 

(the logic of Zadeh, Lukasevich, and others). 

 

 

3. Basic properties of BIM and SM 
 

The distinctive properties of BIT and SM can be 

summarized as follows: 

1. Measurement is implemented as a decision-

making process about the value of the measured 

object. 

2. In the field of decision enter the metric space of 

possibilities or subjective probabilities, the 

values of which accompany the measurement 

result. 

3. The measurement result can be presented in 

linguistic form. 

4. When implementing BIM and SM, 

computationally weak, semantically rich scales 

(nominal and ordinal) are used. 

5. The results of BIM and SM are a set of 

alternatives with metrological justification and 

can be interpreted as ‘fuzzy’ measurements. 

6. The results of BIM and SM are accompanied by 

special complexes of metrological characteristics 

of accuracy, reliability, reliability, risk, entropy, 

amount of information on Fischer, and others. 

7. The results of BIM and SM are characterized by 

activity, interpretability, motivating the 

implementation of measures 

8. The results are implemented on special scales 

(for example, scales with dynamic restrictions of 

the SDR), the reference points of which are 

hypotheses about possible values (gradations) of 

the measured property. 

9. The criteria of logic and inference rules are 

defined based on the type of the measurement 

task and measurement conditions 

10. Scales and models of BIM and SM are dynamic 

objects and can be reformed during the 

measurement process. 

11. BIM and SM are used when there is no 

repeatability of the conditions for the 

implementation of a measurement experiment, 

there are only individual facts, small samples of 

experimental data. 

 

 

4. Application of BIM and SI Methodology 

and Technologies for Control and 

Management Tasks under Uncertainty 
 

The definition of "soft rationing", "soft audit", "soft 

management" and formal models based on self-

development schemes were given in the author's works 

[3-5]. Based on these formal models, information 

technologies and algorithms for "soft control" of 

complex dynamic systems of technogenic and socio-

economic types were developed. 

Audit and management processes for distributed 

technogenic systems, such as fuel and energy 

complexes, transport highways, or territories, are 

typical examples of multi-system audit and 

management of complex dynamic systems with 

properties that change over time and space. When such 

objects actively interact with the environment in 

conditions of significant information uncertainty, 

situations, changing restrictions (for example, 

according to regulatory and methodological or legal 

bases), criteria and requirements, the task arises of 

reconfiguring the models, structure and functions of 

monitoring, listening, and object management systems 

in the mode of operation of the objects themselves. 

During the operation of these information systems, this 

ensures that the models used in them are always 

adequate to the objects in order to ensure the 

effectiveness of the audit and management decisions 

obtained with changing properties and characteristics 
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of both the managed systems themselves and the 

business landscape or natural and economic 

environment. 

The difference from the concept of a managed 

system in the classical control scheme "managed 

object-control object" consists in the complexity of 

interaction and mutual influence of systems both 

included in the managed polysystem and in the 

polysystem itself. So, in the proposed concept of 

polysystem management, conflict situations are quite 

acceptable both between the systems of the control and 

controlled polysystems, and in these systems 

themselves, leading to braking and complication of 

management. 

Management practice puts forward new tasks of 

polysystem management. So in the process of 

managing enterprises according to incomplete and 

inaccurate information collected by the monitoring 

system, it is necessary to assess and adjust in a given 

direction, technical condition of managed systems, 

sustainability of production and its impact on the 

environment, industrial policy , personnel, financial 

and market conditions and other processes of the 

company and the environment. It is obvious that in 

order to develop an effective strategy for managing 

such an object, it is necessary to have in the system 

tools for reconfiguring the object model with a 

sufficient degree of reliability and control over the risk 

of making decisions at the rate of new information 

about the object and the environment. 

Taking into account the above requirements and 

focusing on the properties of integration, metrological 

and self-development of the methodological basis of 

the regularizing Bayesian approach (RBA) and 

information technologies based on it (Bayesian 

intelligent technologies - BIT), it seems appropriate to 

use them to create developing monitoring, audit and 

management systems according to the "soft control" 

scheme for polysystem arrows. 

Obviously, all these tasks can be divided into three 

main groups: 

 Measurement, evaluation of properties and 

characteristics of the control system and the controlled 

polysubject environment, as well as modeling their 

evolution, restoring the development retrospective and 

predicting States and situations;  

 Multi-criteria control (listening) and 

normalization of the state of systems or their 

characteristics; this stage includes all tasks of various 

audits (product and production quality, environmental 

friendliness of production, personnel, energy 

indicators, etc.); 

 Generation of optimal management decisions 

and management recommendations and their 

implementation in practice, followed by monitoring 

and planning. 

This article discusses the possibilities of creating such 

self-developing systems based on models and scales 

with dynamic constraints (SDС). 

Systems based on RBА have fields of solutions, 

factor trees, and their properties in the form of dynamic 

compacts of SDOS for the controlled environment 

O

tS , the environment E

tS , or the control polysystem 

interacting with the environment. When evaluating 

properties or situations in the process of polysystem 

audit based on the BIT methodology OE

tS , the 

conceptual record of the SDC has the form: 
 

UL K

z z z z
OO OOE O E

t t t t t tS S S S S S    
          (1) 

 

where  LO

tS – Cstrictions in space and time; t =[ 1;T] 

– time interval that determines the dynamics of the 

SDC; KO

tS – SDC criteria base; UO

tS – SDC 

requirements (including metrological requirements) 

and conditions for setting the problem; * - convolution 

symbol with logic z (for z = l and a parametric family 

of logics, the convolution corresponds to a convolution 

with probabilistic logic). 

Due to the ability to manage not only data, but also 

knowledge [3-5] in systems based on RBA, as well as 

their openness for inclusion in information databases 

of new models, algorithms, and recommendations 

based on scales with dynamic limitations of theoretical 

and practical knowledge, the requirements of model 

reconfiguration are provided (1). Each replenishment 

of this type is accompanied in the system by the 

process of metrological justification of newly accepted 

information. To reflect parametric PO

tS , functional, or 

system information, a hierarchical structure of Hyper-

C is constructed in the form of a composition of 

parametric PO

tS , functional FO

tS , and system 

(situational) SO

tS  S: 

 

SP F

z z
OO OO

t t t tHS S S S  
            (2) 

 

Conceptual record, for the synthesis of all types of 

SDO, the main fundamentally important aspect of 

metrological justification is the Metrology of 

knowledge, including knowledge presented in the form 

of analytical dependencies, algorithms, linguistic 

conclusions, descriptions of situations and scenarios of 

their development, which is implemented on the basis 

of SDO. The use of SDC allows you to control the 

quality and metrological characteristics (MX) 

(accuracy, reliability, reliability), entropy and risk of 

the resulting solutions, as well as synthesize the 

technology with the required quality. 

SDOS have been developed for evaluating 

numerical N

tS and linguistic Lg

tS variables, dynamic 

variables ( 1, )S

tS t T  and multidimensional processes 

( 1, )S

tHS t T  situations ( )S

tS t ti , scenarios for the 

development of situations ( 1, )D

tHS t T , 

recommendations ( )D

tS t f , and management 

strategies ( 1, )SS

tS t T  for the relationship of objects 

and situations . The latter type of scales allows you to 

create hyperscales for integral characteristics (indices, 

indicators), restore them, or predict them. 
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To conduct an audit of States or situations, 

reference scales of the specified types or HS 

hyperscales C

tS  are formed in addition to the listed 

ones. 

The reference SDR for audit is regularized 

information about the norms, standards, and degrees of 

compliance with the established limits of indicators of 

object characteristics. In particular, the verification of 

compliance with ISO 9000 or ISO 1400 standards is 

implemented on the methodological and information 

technology base of Bayesian intelligent technologies 

by means of SDC. This is a necessary software tool for 

conducting self-audit for every enterprise, which 

provides significant savings in financial and time costs. 

The conceptual equation of such an intelligent audit, 

defined in this paper as an audit based on the 

production, use of knowledge, and management of 

knowledge under conditions of uncertainty (when 

using BIT-Bayesian intelligent audit) can be written in 

the following optimization form: 

 

  
 

arg
|

| ; ; ; ; ;

z z z
OE CL CU

cc t t t

t t CK A A CA C

t t t t t t t

extrC S S S
h MX

S X X

 
   

  
       (3) 

 

where ; A

t tX X  arrays of current and a priori 

information; ;A

t t  - information technology base at 

the current and previous time points; ;CA C

t t   – 

calculation and methodological basis of audit, 

presented in the form of a set of information 

technologies controlling (audit) techniques that are 

integrated by means of Bayesian integrating 

technologies; CL

tS – SDO of audit restrictions; SDO of 

audit conditions; CU

tS ; CK CK

t tS S – SDO of the audit 

criteria base; C-Bayesian decision rule with flexible 

logic. 

If the logic of a Bayesian rule other than 

probabilistic is applied, then such a rule is called a soft 

Bayesian rule. An audit method based on the 

application of a soft Bayesian rule CAN be defined as 

a "soft audit" method and used in polysystem audit 

tasks. 

Intelligent ("soft" with flexible logic) situational or 

strategic management based on the RB and BIT 

methodology makes it possible to foresee the impact of 

the results of the undertaken regulation on all 

components of the object and ecosystem and to prevent 

the occurrence of crisis or emergency situations, and, 

if necessary, to adjust the management strategy in a 

timely manner, which is the basis for ensuring the 

sustainable functioning or development of the object. 

However, to ensure the stability of management in 

conditions of uncertainty (inaccuracy, incompleteness 

and vagueness) of information, it is necessary to 

reliably assess the situation. 

The regularizing Bayesian approach (RBA) and the 

methodology of Bayesian intelligent technologies 

(BIT) provide a unique opportunity to provide such 

estimates and the required quality of their definition. 

Based on this approach, the space of situations, 

recommendations, or control actions is quantified, 

which makes it possible to form a representative set of 

them in the form of multidimensional and integral 

scales of situations, the benchmarks of which are 

gradations of features or typical classes of situations 

that are separated from each other by a given distance. 

The decision-making process can be implemented 

as a process of transformation of such interrelated 

scales based on obtaining objective and reliable: 

knowledge about the controlled object and its 

environment, knowledge about their current state, 

dynamics of situations, trends in the evolution of the 

object and environment. The process of obtaining such 

knowledge and management based on it, obviously, 

can be called intelligent management based on 

BRA/BIT. If the logic of such control is implemented 

on the basis of a soft Bayesian rule with a changeable 

logic for obtaining solutions, then such control can be 

defined as "soft" control. 

These technologies are implemented in the 

software environment of the "Infoanalyst", which is a 

platform developed numerous systems for monitoring, 

auditing and support management decision making [6-

9]. Based on these technologies, audit and decision-

making systems have been developed for managing 

energy generating complexes, resource supply 

networks, transport networks, housing and utilities 

systems, environmental protection, distributed 

production, territorial and socio-humanitarian 

development, and other tasks of multi-system audit 

and management. 

The following figures illustrate the stages of 

polysystem audit of housing and communal complexes 

(HCS) by means of the Infoanalytic-HCS system based 

on RBP and soft measurement technologies. 

In the process of a comprehensive polysystem 

audit, the state of all housing and utilities resource 

systems is evaluated. Moreover, the audit by means of 

the Infoanalytic-housing and utilities complex (the 

block diagram is shown in Fig. 1) can be made with the 

degree of detail that is necessary to obtain a reliable 

assessment and planning of current and major repairs, 

modernization and reconstruction of resource, 

generating and distribution systems. 

 

 

 
 

Fig. 1. Audit of calculations with consumers of a residential 

building. 
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To audit the quality of functioning of the city's 

housing and utilities services for the supply of services 

to the population, information from various sources is 

collected and processed, including information from 

the population. When processing measurements, fuzzy 

measurement dynamic models of indicators are formed 

in the form of fuzzy autoregression models (Fig. 1). 

During the audit, the risks and potentials of the 

system indicators are determined and reflected in the 

form of cognitive maps of risks and potentials (Fig. 2). 
 

 

 
 

Fig. 2. Measurement control ("soft audit") of risks and 

potentials of housing and utilities indicators. 
 

 

Fig. 3 shows the measuring cognitive solutions of 

integrated housing and utilities assessment. 

As a result of a comprehensive multi-system audit 

of housing and utilities services, a cognitive map of the 

city's housing and utilities sector was obtained, which 

clearly reflects the current situation. Blue and green 

colors reflect favorable and normal, respectively, the 

situation with payment and provision of housing 

services, yellow and brown intense and critical. 

A detailed explanation of the results with an 

explanation of the causes and influencing factors, with 

data and estimates on request is generated by 

Infoanalytic-housing and utilities. 

 

 
 

Fig. 3. Example of measuring the quality of housing and 

communal services. 
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