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Foreword 
 

 

On behalf of the ASPAIô 2020 Organizing Committee, I introduce with pleasure these proceedings devoted to 

contributions from the 2nd International Conference on Advances in Signal Processing and Artificial Intelligence 

(ASPAI' 2020). 

 

Advances in artificial intelligence (AI)  and signal processing are driving the growth of the artificial intelligence 

market as improved appropriate technologies is critical to offer enhanced drones, self-driving cars, robotics, etc. 

Today, more and more sensor manufacturers are using machine learning to sensors and signal data for analyses. 

The machine learning for sensors and signal data is becoming easier than ever: hardware is becoming smaller and 

sensors are getting cheaper, making Internet of things devices widely available for a variety of applications ranging 

from predictive maintenance to user behavior monitoring. Whether we are using sounds, vibrations, images, 

electrical signals or accelerometer or other kinds of sensor data, we can build now richer analytics by teaching a 

machine to detect and classify events happening in real-time, at the edge, using an inexpensive microcontroller 

for processing - even with noisy, high variation data. 

 

According to recent study, the artificial intelligence market is expected to reach USD 202.57 billion by 2026, at a 

CAGR of 33.1 % during the forecast period. Artificial intelligences currently transforming the manufacturing 

industry. Virtual reality, automation, Internet of Things (IoT), and robotics are some important features of AI that 

are benefitting the manufacturing industry. AI  has been one of the fastest-growing technologies in recent years. 

The market growth is mainly driven by factors such as the increasing adoption of cloud-based applications and 

services, growing big data, and increasing demand for intelligent virtual assistants. The major restraint for such 

market is the limited number of AI technology experts. 

 

The Series of ASPAI Conferences have been launched to fill -in this gap and to provide a forum for open discussion 

and development of emerging artificial intelligence and appropriate signal processing technologies focused on 

real-word implementations by offering Hardware, Software, Services, Technology (Machine Learning, Natural 

Language Processing, Context-Aware Computing, Computer Vision and Signal Processing). The goal of the 

conference is to provide an interactive environment for establishing collaboration, exchanging ideas, and 

facilitating discussion between researchers, manufacturers and users. The first ASPAI conference has taken place 

in Barcelona, Spain in 2019. 

 

The conference is organized by the International Frequency Sensor Association (IFSA) - one of the major 

professional, non-profit association serving for sensor industry and academy more than 20 years, in technical 

cooperation with media partners ï IOS Press (journal óIntegrated Computer-Aided Engineeringô) and World 

Scientific (International Journal of Neural Systems). The conference program provides an opportunity for 

researchers interested in signal processing and artificial intelligence to discuss their latest results and exchange 

ideas on the new trends. 

 

I hope that these proceedings will give readers an excellent overview of important and diversity topics discussed 

at the conference. Selected, extended papers will be submitted to the media partnersô journals and IFSAôs open 

access óSensors & Transducersô journal based on the proceedingôs contributions. 

 

We thank all authors for submitting their latest work, thus contributing to the excellent technical contents of the 

Conference. Especially, we would like to thank the individuals and organizations that worked together diligently 

to make this Conference a success, and to the members of the International Program Committee for the thorough 

and careful review of the papers. It is important to point out that the great majority of the efforts in organizing the 

technical program of the Conference came from volunteers. 

 

 

Prof., Dr. Sergey Y. Yurish 

ASPAIô 2020 Conference Chairman 

 

 

 

 

 

 

 



 

7 

(003) 

 

Dwelling Detection on VHR Satellite Imagery of Refugee Camps  

Using a Faster R-CNN 
 

L. Wickert  1, M. Bogen 1 and M. Richter 1 

1 Fraunhofer IAIS, Schloss Birlinghoven, 53757 Sankt Augustin, Germany 

Tel.: +49 2241 14-3415 

E-mail: lorenz.wickert@iais.fraunhofer.de 

 

 

Summary: The management of humanitarian operations in highly intense situations like migration movements happening at 

borders often lack current and sufficient information. Satellites do provide large-scale information fast. When dealing with a 

migration situation, satellite images now can give information about where refugees are before they arrive at a border, giving 

fi rst responders urgently needed lead time for contingency and capacity planning. Dwelling Detection, a method conducted on 

satellite images of refugee camps, is able to count the dwellings in a camp. From that, the number of inhabitants in a camp can 

be estimated for forecasting purposes. To count the dwellings, object detection machine learning methods can be used. In this 

paper, a dwelling detection workflow using a Faster R-CNN is described. To train the Faster R-CNN, a fast training data 

annotation workflow was developed. The Faster R-CNN outputs an estimate of people living in a camp and a confidence 

factor, giving a global evaluation metric about the quality of the analysis of the image and by that of the calculation itself. This 

workflow yields results that can be used in humanitarian operations. So our related proposal is to get satellite images fast, 

evaluate them with our method, and have better numbers for contingency and capacity planning. By this, stress for all people 

involved in a humanitarian (crisis) situation can be reduced. 

 

Keywords: Artificial intelligence (AI), Machine learning (ML), Convolutional neural network (CNN), Faster R-CNN, Remote 

sensing (RS), Dwelling detection, Object detection, Pattern recognition. 

 

 

1. Introduction 
 

Forced Migration is one of the most pressing issues 

of society today. The United Nations High 

Commissioner for Refugees reported that in 2018 the 

worlds forcibly displaced population remained yet 

again at a record high [1]. This leads to highly intense 

humanitarian operations like the migration movements 

in Europe in 2015/16, where humanitarian operations 

were challenging to all people involved because of a 

short reaction time and a lack of sufficient information. 

Satellite data allows the monitoring of large areas of 

the earth in a short time. Together with machine 

learning technology, satellite data can be used to yield 

large-scale information almost immediately, 

supporting decision making in humanitarian 

operations. In this paper, advances in satellite sensors 

[2, p. 187ff] and object detection using machine 

learning [3] are used to speed up the task of Dwelling 

Detection [4]. This is a fast method to get information 

on the number of inhabitants of camps when those 

information are hard to get otherwise, either because 

those numbers are not available or there is no 

communication among the different parties, authorities 

and organization engaged in a humanitarian situation. 

The research described in this paper was conducted 

in the context of the HUMAN+1 project. In the 

HUMAN+ project, a real-time situational awareness 

system for efficient management of migration 

movements was developed. Besides the dwelling 

detection module, camera streams from cameras 

                                                           

 
1 https://giscience.zgis.at/human/ 

located at borders are analyzed, social media platforms 

are evaluated concerning migration movement and 

reports from operators in the field are collected and 

included in the situational awareness system. 

 

 
2. Methodology 

 
2.1. Dwelling Detection 

 

Due to the fact that individual humans cannot be 

seen on commercially available satellite images a 

method for extracting valuable information about 

humans from satellite imagery had to be defined. 

Dwelling Detection offers a fitting method. It is 

conducted on very high resolution (VHR) satellite 

images of refugee camps. Those satellite images are 

available as a result of regular satellite operations and 

recordings. Dwellings are counted and multiplied with 

an average, size-based factor of how many people live 

in one dwelling, giving an estimate over how many 

people may live in a camp. This information can be 

used in medium-term planning of humanitarian 

operations during migration situations. Reasons why 

these information are not available for humanitarian 

operators can be that camps are run by private 

companies [5], that camps do not develop as planned 

because of a rapid growth of inhabitants [6] or because 

camps are makeshift camps which are created 

arbitrarily, sometimes called jungles [5, 7]. 
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2.2. Deep Learning Object Detection 

 

Dwelling Detection is traditionally done by experts 

by hand, taking a lot of time which is not available in 

crisis situations. Recent advantages in image 

classification and object detection on images using 

Convolutional Neural Networks (CNN) allow first 

approaches to automate this task [8, 9]. A Faster  

R-CNN [10] offers a state-of-the-art CNN architecture 

for object detection to eventually develop a Dwelling 

Detection Workflow. To do so, a complete machine 

learning workflow (see Fig. 1) was created, following 

a framework of preparing input data, defining the 

expected output data and building a core network 

which constructs the intrinsic and natural relationship 

of the input-output pair [11]. 

 

 
 

Fig. 1. The machine learning workflow. 

 

The workflow consists of three main steps. In the 

first step, satellite images which are annotated by hand 

are used to prepare ground truth training data 

consisting of a train- and a validation-set. Those sets 

are used to train a Faster R-CNN. In the last step, the 

trained Faster R-CNN is used to analyze a new satellite 

image of a camp. The classifier outputs a dwelling 

count and a people estimate, a confidence value 

concerning the Faster R-CNN analysis and the 

processed input satellite image with found  

dwellings marked. 

 

 

2.3. Training Data Preparation 

 

The input data in a dwelling detection task is VHR 

satellite imagery of refugee camps identified at this 

point in time by a human being. In this work, images 

were taken from Google Earth (Google Inc.) as 

examples and due to the fact that free satellite images 

were not available. On those, the dwellings forming a 

camp have to be found by an object detection 

algorithm like Faster R-CNN and marked with a 

bounding box. 

A Faster R-CNN is trained using supervised 

learning. The ground truth data required to train the 

network consists of bounding boxes around each 

dwelling. Further, the size of the input images needs to 

be small enough to be efficiently handled by a Faster 

R-CNN. Therefore, the input satellite image is split up 

into 300 pixel Ĭ 300 pixel tiles. For speeding up the 

annotation process, a workflow building up on a 

seeded region growing algorithm [12], was developed 

(see Fig. 2). Each dwelling needs to be point-annotated 

by a human, then each annotation is used by the region 

growing algorithm as a seed to estimate the extent of 

one dwelling. The results of the region growing 

algorithm are then filtered to eliminate bad regions. 

Around each region, a bounding box is defined and 

stored in the MS COCO-annotation format [13]. 

 

 
 

Fig. 2. To create training data, the initial tile containing point annotations (a) is analyzed using a region fill algorithm (b), 

resulting in ground truth bounding boxes (c) around dwellings. 

 

 

2.4. Faster R-CNN Training  

 

Refugee settlements inhabit a huge degree of 

variety due to their characteristics discussed in  

Section 2.1. To achieve a network generalizing well, 

this variety has to be represented in the training data 

[8]. Therefore, annotations for the training set were 

made on satellite images of nine different refugee 

camps. The images have a huge variation in the 

landscape surrounding the camps, the organization 

form of the camps, the size of the camps and the quality 

of the images as a result of the recording distance from 

the satellite and the satellites optical sensors. On each 

image, annotations on the upper 50 % of the input 

image were added to the training set, annotations on 

the lower 50 % of the input image were added to the 

validation set. 
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For implementation and training of the Faster  

R-CNN an open source implementation was used2. A 

Faster R-CNN consists of a pre-trained backbone 

network for feature extraction, a Regional Proposal 

Network (RPN) for generating object proposals and a 

classification network outputting bounding boxes 

around found objects and a class vector for each 

bounding box. As a backbone, ResNet50 [14] was 

used. The network was trained on one GPU for  

36,000 iterations. 

 

 

2.5. Dwelling Detection Workflow 

 

To analyze a satellite image using the trained Faster 

R-CNN, a copy of the input image, which is cut in 

various 300 pixel Ĭ 300 pixel tiles to handle its size, is 

made. Each tile is analyzed separately. Found objects 

are accepted as a dwelling if their class security for 

being a dwelling is higher than a defined threshold. 

The Dwelling Detection workflow has two outputs: 

The first output is a copy of the input satellite image 

with all found dwellings marked with a bounding box 

(see Fig. 3). The second output consists of the number 

of found dwellings and the estimated number of 

inhabitants in a camp. The number of inhabitants is 

estimated with regard to the size of the found bounding 

boxes. Problematic is that the spatial resolution of one 

pixel can change from image to image and is not 

always known. Therefore, the estimation algorithm has 

to be independent of this information. This is achieved 

by assigning a fixed number of inhabitants to the 

smallest and the largest dwelling found by the Faster 

R-CNN. For the dwellings with sizes between those 

anchor points, the number of inhabitants in a tent is 

interpolated linearly. 

Further, a confidence metric indicating the 

certainty of the network about the results of the 

analysis is calculated. The metric is the ratio of the 

number of found objects Ocls Ó 0.85 with a class security 

higher or equal than 0.85 divided by the number of 

objects Ocls Ó 0.5 with a class security higher or equal 

than 0.5: 

 

 Confidence  
Ocls Ó 0.85 

Ocls Ó 0.5

 (1) 

 

 

3. Results 
 

A complete machine learning workflow was 

implemented. For training data creation an annotation 

method using point annotations which are processed 

using a seeded region growing algorithm to generate 

ground-truth data was developed. This method allows 

creating a sufficient amount of ground-truth bounding 

boxes in a short amount of time. 

 

                                                           

 
2 https://github.com/facebookresearch/Detectron 

3.1. Machine Learning Results 

 

The Faster R-CNN was trained and tested on nine 

satellite images of refugee camps with different sizes 

from different parts of the world on different landforms 

and with varying image quality. On the validation set, 

comprising of ground truth data from all of the nine 

used satellite images, a mean Average Precision 

(mAP) of 68.2 % and a mean Average Recall (mAR) 

of 72.0 %, determined using the COCO detection 

evaluation metrics [15], was achieved. It can be 

concluded, that the network was able to construct the 

relationship between the input-satellite image and the 

dwellings appearing on the image. This holds true for 

the huge variety of camps the network was trained on. 
 

 

3.2. Dwelling Detection Results 
 

The trained Faster R-CNN finds objects on the 

analyzed image. To estimate the number of inhabitants 

in a camp the workflow described in Section 2.5, 

which is independent of the spatial resolution of the 

input satellite image and therefore works without 

image-specific configurations, is used. For the 

estimation, the number of inhabitants in the smallest 

dwelling was set to three and the number of inhabitants 

in the largest dwelling was set to twelve while the 

threshold for a found object being accepted as a 

dwelling was set to a class security of 0.85,  

following [9]. 

To evaluate the estimate numbers, real-world 

numbers of inhabitants for each camp, measured at 

around the time the satellite image was shot, were 

researched in newspaper articles. It has to be noted that 

these numbers are not official numbers and are 

therefore fuzzy. Further, the estimations are based on 

no concrete knowledge of an individual camp. 

Therefore the absolute numbers cannot be assumed as 

the real numbers but function as an early warning 

system, stating an order of magnitude of the number of 

inhabitants. 

Consequences from the result of the workflow have 

to be taken in accordance to the computed confidence 

metric and the visual output of the network. A look on 

the annotated satellite image produced by the 

workflow can give a first impression on how 

successful the analysis was. Further, the confidence 

metric makes a statement about how well the Faster  

R-CNN could work with the input image. A low 

confidence means, that there were a lot of objects the 

network didnôt discard in the first place, but is also not 

sure about the objects being a dwelling. In that case, it 

is recommended for humanitarian operators to gather 

more information from different sources concerning 

the camp and the area around it. A higher confidence 

indicates, that humanitarian operators can include the 

order of magnitude of displaced peoples in their 

medium-term planning. 



2nd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2020),  

18 - 20 November 2020, Berlin, Germany 

10 

4. Discussion 

 
The workflow was developed with the goal of fast 

applicability. This goal was reached successfully by 

using open software and data, speeding up the slow and 

cumbersome process of ground-truth generation and 

annotation and building convenient workarounds when 

information about the data was missing. Nevertheless, 

trade-offs between accuracy and applicability had  

to be made. 

 

 
 

Fig. 3. The output of the Faster R-CNN. The input satellite 

image of a refugee camp located in Idomeni (Greece) was 

analyzed. The red bounding boxes mark the dwellings found 

by the Faster R-CNN. 

 

The seeded region growing algorithm used for 

speeding up annotating ground truth data is rather 

simple. Plenty of improved image segmentation 

algorithms that are existing today [16] could improve 

the ground truth generation. A more accurate ground 

truth segmentation would also allow switching the 

deep learning architecture from a Faster R-CNN to a 

Mask R-CNN [17]. Mask R-CNN builds up on the 

Faster R-CNN architecture and allows image 

segmentation on top of object detection in images. 

Using segmentations of dwellings can yield more 

accurate estimates for the inhabitant estimation. 

Further accuracy can be achieved by using 

georeferenced satellite imagery where the spatial 

resolution of a pixel is known. Combining the extend 

or the footprint of a dwelling with the spatial resolution 

of a pixel allows to accurately determine the size of a 

dwelling which can be used for inhabitant estimation 

based on a parameter taking the actual size of a tent 

into account. 

If accuracy or fast applicability is more important 

is nevertheless context dependent. For operators 

managing one specific camp, more accurate results are 

essential. For humanitarian operators working on 

broader migration situations, fast information giving 

insights about the magnitude of the situation are 

important. In this context, the presented workflow is a 

good enhancement: Actual workflow results were 

presented in September 2019 to professionals in 

migration management like the Red Cross as part of an 

international exercise carried out in the HUMAN+ 

project. The additional information about people in the 

refugee camps generated through Dwelling Detection 

was appreciated unanimously. Though those 

professionals wanted to have absolute numbers, this is 

not doable due to the uncertainties described in this 

paper. The number of people in a refugee camp has to 

be seen in context with the confidence value generated. 

Those numbers have to combined and merged with 

other information gathered in the HUMAN+ project. 

Only then a meaningful picture of the situation can be 

achieved to help first responders to make the right 

decisions in crisis management and refugees to be 

taken care of. 

 

 

5. Conclusion 

 
A machine learning based dwelling detection 

classifier was built using modern object detection 

techniques, a classifier which yields results almost 

immediately helpful in humanitarian operations. An 

important step for doing so is the developed training 

data preparation workflow, which is fast and 

convenient for annotations. 

The workflow outputs results in the magnitude of 

the real numbers of inhabitants in a migrant camp. It 

works on the image without the need of adjustments by 

the user, thus generating rapid and useful information. 

The generated information are best combined with 

other information about the migration situation from 

different sources. The visual representation of the 

results with bounding boxes drawn on the input image 

as well as the calculated confidence factor increase the 

interpretability of the results. The results were deemed 

to be useful by experts in the field. 
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Summary: In general, diabetic destroys the small blood vessels in the retinal. This is called Diabetic retinopathy. It is causing 

blindness. The aim of this work is to test five thresholding methods for detection diabetic retinopathy. These methods will 

extract the blood vessels of the retina. 
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1. Introduction  
 

The body cells need the sugar to do their functions. 

Pancreas produces insulin to organize the sugar in the 

blood. If the pancreas does not produce enough insulin, 

or the cells do not respond to the insulin that is 

produced; the blood sugar will be increased causing 

diabetes. The world health organization declares that 

about 347 million of people suffer from diabetes 

worldwide [3, 4]. Usually diabetes increases the 

number of blood vessels in the retina; also it damages 

the old vessels. This is called diabetic retinopathy [1]. 

Early detection can decrease the risk of diabetic 

retinopathy and vision loss. Therefore, there is a need 

to improve computer-aided diagnosis (CAD) systems 

to help a clinician in his diagnosis for the diabetic 

retinopathy. 

In our work, we will apply five accurate 

thresholding methods. These methods will show the 

vessels of the retina in a clear way. All the blood 

vessels will be extracting from the retina images. 

This paper is presented as follows: Section 2 

presents the introduction of thresholding. Section 3 

describes the formulation. Section 4 shows the work of 

between class variance and all the methods that are 

depended on it. Section 5 presents the thresholding 

evaluation method. In section 6, the experimental 

results will be explained. Finally, Section 7 has the 

conclusion of the study. 
 

 

2. Thresholding 
 

Segmentation can solve many problems in pattern 

recognition and computer vision. In medical images, 

we suffer from high noise and low contrast between the 

blood vessels and the background [1, 3]. Therefore, 

one of the most effective used methods for segmenting 

images is thresholding. It is simple, but effective in 

isolation the objects from the background [7]. 

Fig. 1(a) displays the original image; (b) the 

histogram shows the threshold that isolates the blood 

vessels from the background; (c) the segmented image. 

 
 

Fig. 1. Image of the retina, (a) Original image,  

(b) histogram, (c) segmented image. 

 

Many researchers wrote in this subject. For 

example [2] (Mehmet Burak 2019) applied bottom hat 

filtering, [6] (Jiang K., Zhou Z., Wu H. and Geng X. 

2015) presented isotropic un decimated wavelet 

transform fuzzy to extract retinal blood vessel, [7] 

(Hassan G., El-Bendary N., Hassanian A.E., Fahmy 

A., and Snasel V., 2015) used mathematical 

morphology to show the blood vessels in the retina 

images [8] (Nogol Memari, Abd Ruhman Ramli and 

Mehrdad Moghbel) implemented matched filtering 

and fuzzy C means clustering to extract the vessels in 

the retinal images. In our work, we will split the blood 

vessels by increasing the separate factor between the 

classes. 

 

 

3. Formulation 

 
To analyze and study any image we have to realize 

that the image has a group of pixels known as; for 

every image level there are a group of pixels denoted 

as . The total number of pixels is known as: 

 

 n =  (1) 

 

Gray level histogram is normalized as a probability 

distribution: 
 

  (2) 
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The gray level of an image is [0é L-1]. Gray level 

0 is the black while the gray level L-1 is the lightest. 

The probability of occurrence of the two classes 

can be known as the following: 

 

  (3) 

 

The mean and variance of the object and 

background are known as the following: 

 

 h(i), (4) 

 

 h(i) (5) 

 

Every image has a thresholding algorithm used to 

select an optimal threshold. The selected threshold will 

separate the object from the background. 

 

 

A. Between Class Variance (Otsu Method) 

 

It assumed the segmented image as two classes 

(background and object) or bimodal histogram. The 

optimal threshold should maximize inter-class 

variance [9]. 

 

 , (6) 

 

, (7) 

 

 , (8) 

 

 

B. Valley Emphasis Method 

 

A method succeeded in selected both big and tiny 

objects. The new method implements a new weight to 

ensure that the best threshold located at the deepest 

point between two peaks for (bimodal histogram), or at 

the bottom rim of a single peak for (unimodal 

histogram); also it should increase the variance 

between the classes to the maximum [10]. 

 

 
 = {(1ï ( (t) (t)+  

        + (t) (t))}  
(9) 

 

 

C. Neighborhood Valley Emphasis Method 
 

This method calculates between class variance for 

both the threshold point and itôs neighbourhood. This 

method is used to obtain the best threshold for images 

have big diversity between object variance and 

background variance. The sum of neighborhood gray 

level value h (i) refers within the interval n = 2m + 1 

for gray level i, n refers to the number of 

neighborhood.  

If the image has one dimensional histogram hi the 

neighborhood gray value h (i) of the grey level i is as 

the following: 

 

 

 
(10) 

 

The method is as the following: 
 

  (11) 

 

In Eq. (12) the first group refers to the maximum 

weight of the valley point and its neighborhood, while 

the second the group refers to the maximum between 

class variance [11]. 

The best threshold is: 

 

 (12) 

 

 
D. Thresholding Based on Variance and Intensity  

     Contrast 

 
The best threshold is selected by the computing of 

the weighted sum of within class variance and the 

intensity contrast between the object and background. 

 

 (13) 

 
Within class variance  refers to the intensity 

of the object and background, and the intensity contrast 

 is no n as the different in meanô 

intensities  them.  is a critical item in the 

method. It is a weight that calculates the contribution 

of (within class variance and the intensity contrast) in 

the method.  Within [0, 1). 

1)  = 0 decreases within class variance to the 

minimum. 

2)  = 1 increases the intensity contrast to the 

maximum. 

The best threshold will be selected by the intensity 

contrast [12]. 

The optimal threshold  is chosen by 

minimizing the following. 

 

  (14) 

 

 
E. Variance Discrepancy Method 

 
It used to threshold images have big variance 

discrepancy between the object and background. 

Variance discrepancy method used both class variance 

sum and variances discrepancy to determine the best 

threshold. 

 

 , (15) 
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where  =  and (t) 

or  is the measurement 

of variance discrepancy of the two classes (the object 

and background). While  are the 

standard deviation of them. In this method the smaller 

number of  means there is bigger variance 

disrepancy in the image Ŭ is an important item; it 

calculates the contributions of variance sum and 

variance discrepancy in the method. Ŭ values will be 

within the range [0,1]. If Ŭ is zero or near to zero the 

method will be depended on variance discrepancy, and 

the effect of variance sum will be so small. But if Ŭ is 

one or near to one the variance discrepancy method 

will be based on class variance sum. This leads the 

class variance discrepancy to have small effect [13]. 

The best threshold is determined by minimizing the 

new equation. 

 

   (16) 

 

 

4. Thresholding Evaluation Method 

 
The work of the thresholding method is very 

important. It based on the kind of the thresholding 

method and the type of image. In our study, we will 

implement evaluation metric (region non  

uniformity (NU)). 

 

¶ Region Non-Uniformity (NU)  

 

This method measures the ability to determine the 

different between the background and object in the 

segmented image. A good segmented image should 

have larger intra region uniformity, which is related to 

the similarity attribute about region element. In NU 

Equation (17):  refers to the variance of the 

image,  refers to the variance of the object.

. This refers to the probability of occurrence of 

the object. NU = zero refers to good segmented image, 

but NU = 1 means we have bad segmented image [15]. 

 

 NU =  (17) 

 

 

5. Gaussian Distribution 
 

Gaussian distribution is known as a continuous 

probability distribution. Its shape is focused in the 

center, and then it minimized on either side taking a 

shape like a bell. This kind of distribution is very 

simple analytically. Moreover, it is easy to implement 

mathematically. The equation is known as the 

following: 

 

 
 

(18) 

 

Ʉ = 3.14; e = 2.71828. 

 

The following form describes the shape of 

Gaussian distribution. 

 

 

 
 

Fig. 2. Gaussian distribution. 

 

 

6. Experimental Results 
 

Commonly, for diagnosis diabetic retinopathy the 

clinician demonstrates that there are a large number of 

blood vessels in the retina and many damaged vessels. 

This means the disease is in the final stage. We made 

our test for huge number of retinal images; especially 

for people have diabetic retinopathy. Then as seen in 

Fig. 3(a-f); Fig. 3(b) Otsu method detects the blood 

vessels with optimal threshold T = 109. Fig. 3(c) valley 

emphasis method also isolates the blood vessels from 

the background with optimal threshold T = 125. As we 

see neighborhood valley emphasis method shows the 

blood vessels with optimal threshold T = 137. This 

method is the best in present all the blood vessels the 

damaged one and the new one. Variance and intensity 

contrast method gives bad results. The segmented 

image did not show all the blood vessels. It is threshold 

T = 203. Variance discrepancy method failed in 

extraction the blood vessels; it did not get all the  

details of the.  

Table 1 presents the outcomes of the five 

thresholding methods including the optimal threshold, 

region non uniformity. The best segmented image 

should have NU near to zero; and as we see the 

neighborhood valley method is the best in separate the 

blood vessels from the background with  

NU = 0.500064 threshold T = 137.  

 

 

7. Conclusion 
 

The Segmentation of the blood vessel of the retinal 

can play an important role in diagnosis the retinal 

disorders. Automatic thresholding is a well-known 

method in medical image segmentation. In our work 

we used five thresholding methods on a huge data of 

medical images. Then we found the methods showed 

the blood vessels in the retina, but one of them displays 

the blood vessels in a clear way. It is neighborhood 

valley emphasis method. It gave the good segmented 

image with small value of region non uniformity. 
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Table 1. Show the values of (T, NU) of the five 

thresholding methods in Fig. 3. 

 

 Example 

Otsu  

(Gaussian) 

T 109 

NU 0.730197 

Valley 

(Gaussian) 

T 125 

NU 0.660064 

Neighborhood valley 

(Gaussian) 

T 137, n = 3 

NU 0.500064 

Variance and 

intensity contrast 

(Gaussian) 

T 302 ɚ = 0.35 

NU 0.890364 

Variance discrepancy 

technique 

(Gaussian) 

T 189, Ŭ = 1 

NU 0.950779 

 

 

 
 

Fig. 3. Original (a), Otsu (b), Valley (c), Neiborhood (d), 

Variance (e), Discepency (f). 
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Summary: Heart ailments are an important major terminal illness in most parts of the planet. The acute limitation of no 

medical professionals, experts and shortage of machines and technology which can detect vital symptoms is a big challenge 

which is the prime reason of mortality and injury for a patient. So there is a requirement of intelligent and efficient model and 

technology which is able to lead early detection of heart disease stage. Here in the current article, a new experience-based 

system is proposed in order to predict heart diseases and heart attack stage detection using a modified logistic regression 

algorithm, and prediction techniques. The proposed algorithm used inverse regularization strength as an independent object 

that keeps the strength modification of Regularization. Various up-gradation are done in logistic regression to create the 

proposed model. The suggested method was tested on various public health care data sets. Results on those data sets [12] show 

that the suggested method extraordinarily improves the accuracy for the system for the prediction of disease. The results display 

that the mixture of enhanced logistic regression techniques with hyper parameter optimization and noise removal can be useful 

in disease prediction by using current medical data sets. The experience-based system can be useful health care professionals 

in the medical practice as an efficient method for analysis. 

 

Keywords: Machine learning, Classification, Cardio vascular, Logistic regression. 
 

 

1. Introduction 
 

The coronary disease is known as one of the major 

killers in the whole world, WHO declared that around 

31 % of the total world population died in 2015 which 

is going to be increased very rapidly in 2020. 

Approximately 20 million people die each year 

showing it is the strong reason for death in the world. 

Cardio Vascular Disease (CVD) is an illness that is 

caused mainly by blood vessels taking the blood, 

oxygen, etc. to the heart leading to the blockage in the 

vessels for various reasons. Coronary Heart Disease 

(CHD) or Coronary Artery Disease (CAD) is part of 

CVD which mainly caused by the veins which take 

blood and oxygen to the heart. These types of illnesses 

are known as lifestyle diseases such as diabetes, high 

blood pressure which is mainly caused by lifestyle 

changes in todayôs fast-paced modern world. Another 

terminology is atherosclerosis which depicts the 

accumulation of fatty production on the border wall of 

arteries. Due to this, the amount of blood gets block 

throws the arteries, blocking smooth action of heart 

which ultimately causes angina or heart attack. Angina 

is usually known as angina pectoris is chest pain in the 

heart which typically starts with pain in the limbs then 

jaws and then ultimately in the heart. Some of the 

names heart attacks are myocardial infarction (MI), 

cardiac or myocardial infarction, and coronary 

thrombosis or occlusion. It occurs either when the 

arteries are torn apart or unable to take blood to the 

heart due to the narrowness of the arteries. A blood 

clot formed partially or completely during the repair 

of blood vessels which rupture reduces the blood flow 

to the heart muscles causing heart attacks [18]. Some 

pains which also radiate to the left are also one type of 

heart attack. Some of the causes for such kind of 

illness are the use of nicotine, family history, diabetes, 

high cholesterol, high blood pressure, older age, less 

physical activity or stress. Congestive heart failure is 

also known as a heart attack where both the side of the 

heart wall, valve and arteries are damaged and once it 

is damaged cannot be repaired due to such reason, the 

heart arteries get damaged on both part of the side and 

it is not able to supply the required amount of blood 

which is required by the heart which makes it a serious 

health concern for the person [9]. 

In another way, the chest trouble compared to a 

heart attack or different heart problem which may be 

denied by or amalgamated with one or more of the 

following symptoms: 

¶ Cool perspirations; 

¶ Brevity of inhalation; 

¶ Dizziness or faintness; 

¶ Queasiness or vomiting; 

¶ Uneasiness in the chest; 

¶ A pain which comes back after it goes down again 

and again; 

¶ The severe pain that spreads starting from hand to 

most part of the body. 

The heart became so weak that the heart was 

unable to pump the blood to the heart. Another type of 

heart disease is peripheral artery disease (PAD) which 

makes the side of arteries narrower of arms, legs, 

stomach, head, legs and stomach. Some other 

abnormalities are venous thrombosis which is the 
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clotting of blood in the vein, and aortic aneurysms 

which allow the artery to widen suddenly which is 

already weakened enough to do so [2, 3]. So from the 

above all the statistics we can safely conclude that it is 

very difficult to diagnose heart disease just from the 

visual perspective because it has many risk factors and 

usually the heart diseases or heart attack doesnôt come 

with prominent noticeable symptoms. Some important 

signs of the patient suffering in heart disease are 

triglyceride, cholesterol, diabetes, heartbeat, blood 

pressure and then measurement from ECG, EEG, 

EMG which are very important and represent an 

important role in diagnosing and detecting the stages 

of heart attack and whether in future the patient will 

suffer a cardiac arrest or not. Some devices like 

WBAN (Wireless body area network) are used for 

detecting such vital signs of the patient which is due to 

the advancement in wireless technology. These 

technologies used some very tiny chip or devices 

which the patient can wear most of the time and it will 

continuously sense the vital signs of the patient 

regularly and if there is any abnormality it can 

immediately inform the patient or the doctor or the 

relatives via the digital communication mode. 

In the proposed system the primary data set [12] 

contains 14 different health attributes of 108 and  

90 patients for training and testing purposes 

respectively and 2 features (patient_id and 

heart_disease_present) for predicting patient disease. 

Brief details of the features used in the data sets are 

as below: 

1. Age; 

2. Sex; 

3. Chest pain type; 

4. Blood Pressure; 

5. Cholesterol; 

6. Electrocardiogram Data; 

7. Heart Rate; 

8. Exercise related pain; 

9. Exercise after rest; 

10. Slope of exercise and work hours; 

11. Fluoroscope results of major veins; 

12. Thalesemia symptoms; 

13. Diagnosis of heart disease Value 0: < 50 % and 

Value1:> 50 % diameter narrowing. 

Originally, various ML algorithms are examined to 

understand what degree their forecast results estimated 

or enhanced upon the outcomes achieved in the initial 

Framingham model, a very significant cardiovascular 

hazard forecast reports from the purpose of design of 

clinical training. The reports are discussed in the 

forthcoming section of this paper. The proposed 

system is dependent on the cardiovascular situation of 

the patients, i.e., a time-dependent record of previous 

days. Although recently scholars have attempted to 

enhance upon the Framingham modelôs imminent 

value, the centre of the existing research is completely 

procedural, considering the goal of examining the 

usefulness of ML patterns in well-being. Precisely, the 

prime purpose was to match in order to inner-city and 

correctness, numerous supervised Machine Learning 

algorithms tied to the forecast of medical situations, 

applying structured data; the trivial intention was to 

resemble the efficacy, usability, and outcomes attained 

employing two software instruments, Python 

(Programming Language) and Anaconda (IDE for ML  

development). 

The major benefactions of this paper are: An 

enhanced model is inducted in the paper for the need 

of a patient health attribute and machine learning 

process to detect and guess the cardiac diseases at a 

very premature stage. HSPUCD (Heart Stage 

Prediction Using Clinical Data) is judged by using 

actual life time-varying attributes or data. The 

proposed prediction system is very much useful for the 

medical professional to detect heart diseases. It is 

particularly influential in the sense that it helps the 

medical professional to make a correct prediction in 

terms of detecting the patient heart attack stage. If a 

medical professional is aware of the chances of the 

patient is going to suffer a heart attack than it is very 

easy for him/her to take necessary precautionary 

measures to avoid or minimize the loss in terms of 

death or any other physical disability. Its Detail 

working principle is discussed in the Methodology 

section of this paper. 

The experimental outcome shows the accuracy or 

correctness of the proposed prediction system 

comparing to the previously used models by a 

different researcher has a huge improvement with 82.5 

% accuracy [12]. 

The remaining section of the current article is 

modelled into various parts: Literature reviews are 

explained in Section 2. In Section 3 where the previous 

lessons have been evaluated. The suggested heart 

disease prediction system is delivered in Section 4. 

Results and discussions have been explained in  

Section 5. At last, the conclusion of this paper is 

discussed in Section 6. 

 

 

2. Related Work 
 

Extraordinary growth has been done in the way of 

various machine learning algorithms utilized to the 

rape tic data sets for exposing various disorders, e.g. 

disclosure of different kinds of cancer. The chief 

clinical systems for evaluation of heart illness involve 

an electrocardiogram (ECG) [26], echo cardiogram 

[27], cardiac computer-assisted tomography (CT) scan 

[28], Holter monitoring [29], cardiac magnetic 

resonance imaging (MRI) [30], blood tests [31], 

including cardiac categorization [32]. In this segment, 

heart-related research is appraised, with a centre on 

CAD, applying data mining and machine learning 

procedures. 

Sellappan Palaniappan et al. [33] suggested Naive 

Bayes, Neural Network, and also Decision Trees. 

Notwithstanding proper results, each procedure has its 

extremely personal character. Shrouded cases and 

relationships among them are employed to create this 

structure. It is simple to learn, expand able and 

automatic. Niti Guru et. al. [35] suggested the estimate 

of Blood Pressure, Sgar and Heart ailment including 
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the design of neural systems. The history of 13 fields 

in all was employed in the data set for fitting and 

measuring of data, the managed systems. Heon Gyu 

Lee et. al. [36] introduced a different method, to 

produce the several parametric components including 

through and nonlinear properties of HRV (Heart Rate 

Variability) rare classifiers for standard Bayesian 

Classifiers, CMAR (Classification dependent on 

Multiple Association Rules), C4.5 (Decision Tree) and 

SVM (Support Vector Machine) has been employed 

by them to assess the polluting impact of a section or 

faction of developing tuples [34]. Shu et al. [37] 

suggested foretelling heart disease (HD) practicing 

quantitative computer-assisted classical Chinese 

medication and representation-based approaches. The 

implemented classifiers (11 algorithms) were 

optimized utilizing the probabilistic collaborative 

representation-based passageway. Following utilizing 

to pre-processing including normalization and 

characteristic wrenching, the recommended practice 

was connected to a heart disorder data set utilizing four 

principal classifiers: SVM, KNN, PNN, and RBFNN. 

The outcomes symbolized that the evolutionary-neural 

practice with logistic regression had the biggest 

achievement with 90 % efficiency for a data set [12] 

with 17 classes. Alizadehsani et al. implemented 

various machine learning algorithms on CAD 

examination from 2012 to 2017 [38-40]. The most 

important efficiency achieved among all these 

investigations was 94.08 %, which was achieved by 

utilizing the Information Gain-SMO algorithm [41]. 

It has been shown that cognitive machine learning 

can be utilized for precise phenol typing of high 

volume electrocardiograph data sets. The machine 

learning algorithm is also applied to understand 

various features driving patient satisfaction. Our 

collective experience in large-scale, automated mining 

of EMR data suggests that such approaches are useful 

for both discovery research and the identification of 

actionable clinical parameters driving diseases or 

outcomes. In the course of a larger study, it will be 

important to evaluate the impact of glucose in different 

organs maintaining viscosity and oxygen flow to able 

to counteract Cardiac illness and also to predict it. 
 

 

3. Proposed Method 
 

3.1. Methodology 
 

Numerous thoughts on cardiovascular disease 

disclosure have been supervised using AI algorithms 

and various data sets [20, 21]. The contemporary 

investigation examines CAD (Coronary Artery 

Disease) apprehension practicing a different strategy. 

This division renders more aspects of the insinuated 

methodology. The explanation of the proposed system 

employed is bestowed beneath. It is perceived that 

though the proposed model has been examined 

depending on Correctness and F1-score metrics, we 

impersonated the best outcomes according to 

Correctness. To examine Heart Disease data [12], 

different AI algorithms were examined. The research 

focuses on one central area: optimization of the 

classifier. The foregoing methodology employed in 

the algorithm is beneficial for fore-telling heart disease 

by measuring the patient prevailing heart maladies and 

explaining it minutely to make the prognostication, so 

the recommended practice can be designated as Heart 

Stage Prediction Using Clinical Data (HSPUCD). 

 

 

3.2. Flow Diagram of Proposed Model 

 

A procedure flow diagram of the suggested process 

is shown below. 

 

 

 
Fig. 1. Flow chart of proposed algorithm. 

 

 

As explained above, pre-processing is utilized for 

both definite and digital properties with a 

normalization procedure. While choosing 

characteristic unnecessary samples were excluded. 

Therefore, parameters are linked to the feature 

modification including cross validation procedures. 

Hence, both cross-validation and convergence 

approaches were employed on the feature 

modification scene. Therefore to assess the 

achievement, two conventional metrics were adopted: 

Accuracy (ACC) and F-measure (F1-score) [23, 24]. 

 

 , (1) 

 

 
, 

(2) 

 
where N is the set no used in the cross-validation  

(i.e. scaled 100-fold cross-validation), TP is the True 

Positives units, TN is the True Negatives units, FP is 
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the False Positives units, FN is the False Negatives 

units, C expresses the abundance of sources. 
The recommended model has been strengthened 

by taking patient health histories obtained utilizing 

WBAM and machine learning technology to provide 

health practice to the people in common or disease 

tramped, who are under-going pain formed from the 

cardiac complications. In the aforementioned part, 

HSPUCD is discussed in detail. 

In HSPUCD, the health test studies of cardiac 

sufferers are split into several standards, which are 

scrutinized and treated using the earlier stated 

methodology as document review or record pre-

processing. Then those pre-processed report extricated 

from the data set [12] has been established within the 

earlier specified suggested prototype for extricating 

the analytical properties or specialties. This output 

info is utilized for decision-making arrangements for 

the foretelling heart attack scaffold of a cardiac 

patient. 

In the proposed model the hyper parameter of 

logistic regression is modified to make more efficient 

for prediction of heart disease, for better 

understanding below explanation is described. 

 

 

3.3. Over Fitting  

 

In the case of most of the previous models, they are 

usually trained on smaller data known as training data. 

The aim of those models is to calculate the result of 

each training example from the training data. 

Sometimes those models acquires signal as well as 

turbulence in the training data and notable to work on 

the data which it was not trained onto solve this, a 

penalty is applied to the training data equation. All 

entities are penalized excluding intercept so that 

pattern convinces the data and will not over fit. 

 

 
 

(3) 

 

As the complexity of training data is grows, a 

penalty will be applied for more important object. It 

will reduce the attention provided to more eminent 

object, and pattern will be produced for a less complex 

equalization. This penalty terminology can be 

explained as Regularization which is basically of two 

types L2 and L1. 

L2 regression sum squared magnitude as a penalty 

term coefficient derived to the cost function as per 

below figure. 

 

 

 

(4) 

 

Lasso Regression sums absolute value of 

magnitude as a penalty term coefficient derived to the 

cost function. 

 

 

(5) 

 

Eq. (5) is a L1Regression model, n is the Number 

of Samples, p is the Number of Independent Variables 

or Features, X is a Feature, Y is the Actual Target or 

Dependent Variable, f(x) is the Estimated Target, ɓ is 

a Coefficient or Weight Corresponding to each Feature 

or Independent Var. 

Also in the previous models features and 

turbulence are determined as a part of training data to 

the degree that it influences wrongly to the 

achievement of the model on fresh data. That indicates 

the turbulence or irregular variations in the training 

data is selected up and studied as theories by  

those models. 

The difficulty is that these theories unfit for fresh 

data and influence negatively the capability of model's 

to generalize. So a penalty is induced for increasing 

the impact of the values of the parameter. So 

parameters are chosen in such a way which gives the 

data that suits best for the model. This way the error is 

reduced which is generated during the model 

prediction for the dependent variable. 

The problem comes when there are a lot of 

parameters/features but not too much data available 

for training purpose. So naturally the model will often 

tailor the parameter values to fits the data almost 

perfectly. However because those perfect fit data don't 

reappear in future, so the model predicts poorly. 

For the suggested model L2 remains practiced 

because by changing the state of Lambda under fitting 

or over fitting intricacy is resolved. L1 can be 

practiced if there are huge no of characteristics in the 

data set by flinching few significant featuresô 

coefficients to nothing therefore, eliminating some 

feature. To accomplish Regularization, the proposed 

algorithm will transform the Cost function by totalling 

a penalty to RSS (sum of squared residuals). 

 

 
 

(6) 

 

Eq. (6) is a sum of squared residuals, yi is the ith 

value of the variable to be predicted,  is the 

predicted value of yi. 

By combining a penalty to the cost Function, the 

contents of the parameters would decline and therefore 

the over fitted model slowly begins to attend out 

depending on the extent of the penalty combined. 

TheóL2 Regularizationô, sum up penalty equal to 

the square to the coefficients magnitude. Thus, it 

optimizes: 

 

 (7) 

 

Eq. (7) is a sum of squared residuals. 
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Here, Ŭ (alpha) is the tuning parameter which 

matches the quantity of importance given to reducing 

RSS vs reducing the whole of the square of 

coefficients. 

 

 

3.4. C (Inverse of Regularization Strength) 

 

A most useful parameter is chosen while preparing 

a model for the prediction purpose. Which means 

depreciating the failure within what the model foretells 

for the subordinate variable provided the data 

resembled what the subordinate variable is? The 

dilemma occurs if a data set has several parameters (a 

lot of autonomous variables) but no significant data. In 

this proposed solution, the pattern will usually tailor 

the parameter states to characteristics in the data which 

suggests it implements the data virtually flawlessly. 

Nevertheless, because these peculiarities donôt 

resemble in later training data of the proposed model, 

the chance that the proposed model will prophesy 

badly. To resolve this, also for overcoming the failure, 

in the proposed model a function is reduced that 

penalizes high contents to the parameters.  

Most regularly the function is ɚ*ⱥj2 where  

ɗj = sum of squared values. 

The more substantial l is the less possible it is that 

the parameters will be raised in quantity simply to 

settle for tiny disorders in the data. Most of the cases, 

nevertheless, somewhat than designating l, researchers 

designate C = 1. 

As discussed previously, regularization is used as 

a penalty for reducing complexity and also for 

maximizing the regularization strength to penalize 

large weight coefficients, which is a goal of the 

proposed model. The escorts are given to reduce the 

loss function, i.e. to look out the for the feature weights 

which relate to the global cost minimum, this purpose 

lambda as a hyper parameter is used, to get hold of the 

regularization strength. That's why this article offers 

inverse regularization strength which is a key variable 

that holds intensity adjustment of Regularization by 

being inversely placed to the Lambda regulator 

ranging from 0.0001,001, 0.01, 0.1, 1, 10, 100,  

1000, 10000. 
 

 

4. Result 
 

4.1. Issues in Earlier Model 
 

Previous researcher has not much used logistic 

algorithm because: 

1. To avoid over fitting; 

2. Improper presentation of data where there is a 

requirement of presidential implication of the 

important independent variable; 

3. Outcome requirement is non categorical; 

4. Problem is non-linear. 

The first and second issue is solved by using proper 

pre-processing and regularization function by 

applying a penalty to cost function which is discussed 

in Section 3. 

In the proposed model categorical output is 

required so that the model can identify and represent 

different stages of heart disease and also most of the 

time the cardiac data is pre-processed and cleaned to 

make it linear separable. 

 

 

4.2. Advantages of the Proposed Algorithm 

 

Among most of the other algorithm (Gradient 

Boosting Classier, Decision Tree, Logistic 

Regression, Naive Bayes, Random Forest, Nearest 

Neighbours, Linear SVM, Neural Net etc.) Proposed 

algorithm works very well for the data set [12] mainly 

because: 

1. The data set, it can produce a discrete binary result 

within 0 and 1 for better prediction of heart disease 

present or not. 

2. It covers the connection among the subordinate 

variable and the one or more autonomous variables, by 

evaluating possibilities using its carrying own function 

3. The proposed algorithm has data set which doesn't 

require much of the computational resources, so it 

perfectly fits here [15, 16]. 

The advantages of these algorithms can be 

developed using optimization methods. So, an 

information normalization procedure [17-19] and pre-

processing approach were also carried out. From the 

above crucial points, it can be easily understood that 

the proposed model works perfectly fine for the data 

set and considering the complex nature of it and the 

environment where the prediction is done. 

 

 
4.3. Comparison with Other Algorithm  

 

Initially eight machine learning algorithms were 

tested against the data set [12] for finding out their 

performance. The result has been demonstrated using 

a small table below. 
 

 

Table 1. Performance Chart of ML algorithm  

for the data set [12]. 

 

S. 

No 
Classifier 

Training 

Score 
Testing Score 

Training 

Time 

1. 

Gradient 

Boosting 

Classier 

1 0.814815 0.576464 

2. Decision Tree 1 0814815 0.003336 

3. HSPUCD 0.880952 0.796296 0.017176 

4. Naµve Bayes 0.849206 0.796296 0.00537 

5. Random Forest 1 0.777778 1.120774 

6. 
Nearest 

Neighbors 
0.722222 0.62963 0.007363 

7. Linear SVM 1 0.462963 0.007136 

8. Neural Net 0.587302 0.444444 0.149942 
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The experiment has been applied to the data set 

[12]. This data set contains 14 features and  

108 records for training and 1 target features and  

108 records for target data set and 14 features and  

90 records for testing dataset. The training and test 

data set contains major feature like Age, Sex, Chest 

pain type, Blood Pressure, Cholesterol, 

Electrocardiographic Data, Heart Rate, Exercise-

related pain, Exercise after rest, Slope of exercise and 

work hours, Flurosopy results of major veins, 

Thalassemia symptoms, Diagnosis of heart disease 

(target label) and target data set have only two features 

patient id and heart disease present identifier. This data 

set is provided by the data-driven website for actually 

winning a competition for prediction heart disease 

which later on used by the various researchers because 

of its errorless and noise fewer data and very minimum 

pre-processing is required. 

 

 
 

Fig. 2. Count Plot graph for blood pressure with increasing 

level of exercise. 

 
It can be noted that the proposed algorithm training 

time is very less and but the training score is very high. 

On the contrary, other classification techniques can 

increase time but accuracy will be much more 

improved in the proposed algorithm. 

Nevertheless, Hybridization approach is required 

as the different algorithm has a different process to get 

the result of a particular problem and this approach 

take the strength of the entire algorithm and use it for 

finding the proper accuracy of a model. In the second 

phase of our model some analysis is executed which 

displays that though time performance will impact by 

using multiple classification techniques accuracy will 

be significantly improved. The model which we 

proposed can be used by the doctor and all types of 

medical professionals to detect heart disease diagnose 

them properly and possible cure them before and 

accidental death happens. A learner in all types of 

medical professionals can use this model to improve 

their detection skills and save patients' lives. 

The above graph (Fig. 2) shows the variation of 

propensity of thalasemia attack towards heart disease 

with the variation of the exercise. Thalassemia attack 

is at mild stage (normal) when a person is physically 

active, on the contrary, it changes from 

reversible(more prone to heart attack) to red (severe 

cardiac arrest) when the person has reduced his/her 

physical exercise which ultimately causes CVD 

(cardiovascular disease). 

 

 

5. Conclusion & Future Work  
 

The final results show that the proposed model 

obtains important results in the prediction of mortality 

and on the onset of cardiovascular diseases in cardiac 

patients. The different score developed and validated 

in the general population, and once validated in a 

wider context, will allow predicting the individual risk 

of mortality and/or CV (cardio vascular) events 

starting from a denied, minimal set of variables. 

Interestingly, the performance of our model was 

similar in a real setting (i.e. in models including only 

patients without missing data) and in databases with 

missing data recovered, thus demonstrating its 

robustness. Furthermore, our model was tested in a 

diverse data set [12], to compare the performance of 

the model in a different setting. Further analyses in 

different settings will allow us to implement to the 

general populations in which our model could be 

applied. 

The main strength of the study derives from the 

quality of datasets used to test the prediction models. 

The driven data set comes from a regional,  

well-consolidated registry, in which data quality check 

was extensively performed during the entire duration  

of the study. 

One limitation of the study is the observational 

design of the driven data dataset, which cannot 

exclude the presence of bias. Also, a large data set 

such as the driven data one showed a certain number 

of missing values, which could introduce a bias in our 

results. However, as previously reported, even when 

the model was tested in the data set after recovering 

missing data the performance remained virtually 

unchanged. 

Some of the limitations can be the involvement of 

only heart disease. Additionally, very less number of 

parameters is analyzed to analyze the heart disease. 

Nevertheless, the coming work of this article is to 

produce a composite classification design based on an 

added number of characteristics to distinguish heart 

disease more accurately. 
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Summary: Room acoustics simulations have been widely employed to test acoustic and speech signal processing algorithms 

and, more recently, they have also been used as a data augmentation technique for training machine learning systems which 

deal with acoustic signals. One of the most common Room Impulse Response (RIR) simulation algorithms is the Image Source 

Method (ISM), which allows us to get the Impulse Response between two points of a room as the sum of the reflections in its 

walls; however, the computational complexity of the ISM grows cubically with the length of the reverberation. We present a 

parallel implementation of the ISM that uses Graphic Processing Units (GPUs) to reduce the simulation time in more than a 

factor 100 compared with state of the art CPU libraries. We have also included our implementation in a Free and Open Source 

Python library. 
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1. Introduction 

 
Datasets of speech (and other acoustic signals) 

recorded in different and realistic acoustic conditions 

are hard to obtain, especially if we want to control the 

actual acoustic properties of the environment, such as 

the reverberation time, or we need to accurately label 

the position of the microphones and the sound sources. 

To deal with this problem, acoustic and speech 

algorithms have been traditionally tested using 

simulated environments [1]. Similarly, in order to train 

machine learning systems that use acoustic signals as 

inputs, simulated Room Impulse Responses (RIRs) are 

typically employed as data augmentation technique to 

make them more robust against reverberation effects 

[2]. This is a topic of increasing popularity due to the 

need for far-field speech recognition systems in home 

virtual assistants such as the smart speakers, but these 

applications require huge datasets which would need 

an unfeasible amount of time to be simulated. In 

addition, new Virtual or Augmented Reality 

applications also could benefit from fast RIR 

simulations, allowing us to simulate room acoustics in 

real time. 

In this paper, we present a new implementation of 

the well-known Image Source Method (ISM) that 

parallelizes most of the computations of the original 

algorithm to be able to exploit the computing power of 

Graphics Processing Unites (GPUs). Using this 

implementation, we are able to simulate more than one 

thousand times more RIRs per second than other state 

of the art implementations. The reminder of this 

document is structured as follows: Section 2 reviews 

the original ISM and some of the improvements that 

have been proposed in the past years and that we have 

included in our implementation, we explain our GPU 

implementation in Section 3, Sections 4 and 5 present 

the Free and Open Source Python library that we made 

to encapsulate this implementation and the results we 

obtained with it, and finally, Section 6 concludes  

the paper. 

2. The Image Source Method (ISM) 
 

The image source method [3] is one of the most 

common techniques employed for RIR simulation 

since it models the delay and the amplitude of each 

wall reflection with high accuracy and allows us to 

modify several parameters such as the position of the 

sound source and the receiver, the size of the room, or 

the absorption coefficients of the walls (and therefore 

the reverberation time). It models each wall reflection 

as an equivalent (image) source and computes the RIR 

as the sum of all of them: 
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where Ὤὸ is the simulated RIR, ὔ , ὔ , and ὔ are 

the number of images to compute in each dimmension 

and ὃ  and †  are the amplitude and the delay with 

which each one of these sources arrives to the receiver. 

In order to compute ὃ  and † , we model each 

image source as specular reflections of the original 

sound source in each wall; see Fig. 1 for an example 

simplified to 2D. 

For a desired RIR length, we need to include all the 

image sources whose contribution arrives in the 

desired reverberation time. The number of sources to 

compute for each dimension is proportional to the 

length of the RIR and, consequently, for the simulation 

of a 3D room, the whole number of image sources 

grows cubically. Several techniques have been 

proposed to reduce the complexity of the ISM and to 

improve its accuracy, but it is still too slow for some 

applications, such as modeling a moving sound source 

recorded with a microphone array. 

We have included in our implementation some of 

these proposals. For example, we use negative 

reflection coefficients [4] in order to avoid low 

frequency artefacts and the need for a high-pass filter. 

Since we are simulating a sampled RIR and the values 

of †  will not be multiples of the sampling period, we 
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use, as proposed in [5], windowed sinc functions 

instead of deltas in (1) to model the fractional delays 

of each image source: 
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where Ὕ  is the window length (typically about 4 ms), 

Ὢ is the sampling frequency and the sinc function is 

defined as ÓÉÎÃὼ  ÓÉÎὼ ὼϳ . Using this technique 

instead of rounding †  to the nearest sample highly 

increases the accuracy of the simulations, but also has 

a huge impact on the computational cost of the 

algorithm due to the high number of nonlinear 

operations that we need to compute. 

 

 
 

Fig. 1. Example of image sources for a two dimensional 

room. The red square and the blue dot represents the receiver 

and the source and the blue circumferences represents  

the image sources. The solid green line represents one  

of the multiple reflection paths and the dashed green line  

the direct path of the equivalent image source. 

 

 

In addition, in order to reduce the number of 

images that need to be computed, we included the 

option of modeling the last part of the RIR as a noise 

tail with the proper energy envelope as proposed in 

[6]. However, for the sake of computational 

efficiency, we replaced the power envelope model 

employed in [6] by an exponential envelope following 

the popular Sabine formula [7]. 

 

 

3. Parallel GPU Implementation 
 

In order to reduce the simulation times, we propose 

a parallel CUDA implementation which runs in 

Graphics Processing Units (GPUs). It allows us to 

parallelize the computation of the contribution of each 

image source and also the simulation of several RIRs. 

To the best of our knowledge, only [8] propose to 

implement the ISM in GPUs. Unfortunately, they did 

not provide the code of their implementation and they 

used an overlap-add strategy with atomic operations to 

combine the contributions of each image source, 

which strongly reduces the level of parallelism. Our 

implementation has a higher degree of parallelism, 

which allows us to achieve higher speed-ups with 

cheaper GPUs and, more importantly, we publish it 

under an open-source license. 

Table 1 shows the kernels in which our 

implementation is divided: calcAmpTau_kernel  

computes the amplitude and the delay with which the 

contribution of each image source arrives at the 

receiver, generateRIR_kernel  computes the sinc 

of each image source contribution and 

reduceRIR_kernel  perform the sum of every 

contribution to get the RIR. Finally, 

envPred_kernel  predicts the power envelope that 

the late reverberation of the RIR is going to follow, 

generate_seed_pseudo  and gen_sequenced are 

cuRAND functions that we use to generate a random 

noise and then diffRev_kernel  transform this 

uniform distributed noise to a logistic distributed one 

[6] and apply the predicted power envelope. 
 

 

Table 1. CUDA kernels. 

 
Kernel name Time (%) 

calcAmpTau_kernel 0.68 

generateRIR_kernel 90.34 

reduceRIR_kernel 1.07 

envPred_kernel 0.03 

generate_seed_pseudo 7.78 

gen_sequenced 0.01 

diffRev_kernel 0.01 

 

 

Most parts of the ISM algorithm are quite 

straightforward to parallelize since the computations 

for each image source are independent of each other. 

The most complex part is the sum of the sinc functions 

generated by each source to the final RIRs since a 

direct parallelization would lead to several threads 

writing in the same memory position. To avoid this 

issue, we use reduceRIR_kernel  recursively to 

pairwise sum the contribution of each group of images 

until we get the final RIRs. 

Parallelizing the computation of several RIRs is 

also straightforward, but we restricted it to work only 

with RIRs from the same room. We did this due to the 

fact that we need to use the same number of image 

sources for all the RIRs in the batch, and using the 

worst case scenario (higher reverberation and smaller 

room) would be inefficient. 

As an example, Table 1 shows the time employed 

in each kernel to compute a standard case of 6 RIRs 

with T60 = 1 s with an NVidia GTX 980Ti. We can see 

how the main bottleneck is at 

generateRIR_ kernel , which contains the sinc 

calculations. This also happens in the CPU 

implementations, but by using GPUs we can perform 

many sinc computations in parallel. 

Refer to [9] for more information about the parallel 

implementation of each kernel. 
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4. Python Library  
 

We have encapsulated the CUDA implementation 

in a Free and Open Source Python library, so it can be 

used to simulate RIRs without needing any knowledge 

of CUDA programming. It is available in our GitHub 

page (https://github.com/DavidDiazGuerra/gpuRIR) 

and can be installed using the Python package  

manager pip. 

 

 
(a) 

 

 
(b) 

 

Fig. 2. Runtime of each library for computing (a) different 

numbers of RIRs in a room with size 3Ĭ4Ĭ2.5 m  

and T60 = 0.7 s and (b) 128 RIRs with different reverberation 

times. The solid lines were obtained using an NVidia GTX 

980Ti GPU, the dashed with an NVidia Tesla P100  

and the dotted with an NVidia Tesla V100. 

 

The library provides a function to simulate RIRs 

tacking as input parameters the size of the room, the 

absorption coefficients of the walls, the positions of 

the source and the receivers, the number of images to 

simulate in each dimension, and the duration of the 

RIR. This function is able to simulate in parallel 

several RIRs for different source and receiver 

positions in the same room. 

We also included a function to perform the 

convolution of an audio signal with the RIRs in GPU. 

If several source positions are provided, the function 

interprets it as the trajectory points of a moving sound 

source and uses the overlap-add method to simulate 

the movement. 

In addition to the GPU simulation function, we 

included some useful functions to compute the 

absorption coefficients needed to match the desired 

reverberation time for a given room dimensions or to 

get the number of images that need to be simulated to 

avoid losing accuracy in the simulation. Due to the low 

computational cost of these functions, we 

implemented them in plain python without any use of 

the GPU. 

 

 

5. Results 
 

We conducted several simulations to compare the 

performance of our library with other state of the art 

CPU libraries that are commonly used by the signal 

processing and the machine learning communities. 

Specifically, we used the Matlab library presented in 

[6] and the Python library presented in [10]. It is worth 

saying that the Python library does not implement the 

diffuse model of the late reverberation so, for a fair 

comparison with it, we must compute the full RIR 

using the ISM. For a fairer comparison, we also 

replaced the power envelope model of the original 

Matlab library by an exponential power envelope like 

the one used in our library. 

The simulations with the sequential libraries and 

the ones with the NVidia GTX 980Ti (solid line in  

Fig. 1) were performed in a computer with an Intel 

Core i7-6700 CPU and 16 GB of RAM, while the 

simulations with the NVidia Tesla P100 (dashed line) 

and the Tesla V100 (dotted lines) were performed in a 

n1-highmem-4 instance in the Google Cloud Platform 

with 4 virtual CPUs cores and 26 GB of RAM. 

As we can see in Fig. 2, our implementation is 

about two orders of magnitude faster than CPU 

libraries even with a 5 years old gaming GPU like the 

NVidia GTX 980 Ti and, using more modern GPUs 

such as the Tesla V100, we can increase even more the 

number of RIRs simulated per second. Simulating 

large reverberation times using only the ISM without 

any kind of diffuse reverberation model is not feasible 

in CPU, but with our library, we get results in GPU 

similar to the ones obtained by using diffuse models  

in CPU. 

Since we are not including any new modification 

in the ISM that has not been previously studied in the 

literature, we did not perform any simulation 

campaign to analyze the acoustical accuracy of our 

implementation, but we checked it against the other 

CPU libraries to confirm that it had not any bug. 

 

 

5. Conclusions 
 

We have presented a new GPU implementation of 

the ISM that can simulate more than 100 times more 















































































































































































































































































































































































































https://github.com/BCJuan/SpArSeMod

















































































