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Foreword 

 
 
On behalf of the ASPAI’ 2021 Organizing Committee, I introduce with pleasure these proceedings devoted to 
contributions from the 3rd International Conference on Advances in Signal Processing and Artificial Intelligence 
(ASPAI' 2021). 
 
Advances in artificial intelligence (AI) and signal processing are driving the growth of the artificial intelligence 
market as improved appropriate technologies is critical to offer enhanced drones, self-driving cars, robotics, etc. 
Today, more and more sensor manufacturers are using machine learning to sensors and signal data for analyses. 
The machine learning for sensors and signal data is becoming easier than ever: hardware is becoming smaller and 
sensors are getting cheaper, making Internet of things devices widely available for a variety of applications ranging 
from predictive maintenance to user behavior monitoring. Whether we are using sounds, vibrations, images, 
electrical signals or accelerometer or other kinds of sensor data, we can build now richer analytics by teaching a 
machine to detect and classify events happening in real-time, at the edge, using an inexpensive microcontroller 
for processing - even with noisy, high variation data. 
 
According to the Research & Markets recent study, the global artificial intelligence market is expected to grow 
from US $ 58.3 billion by 2021 to US $ 309.6 billion by 2026 at a compound annual growth rate of 39.6 %. 
Artificial intelligences currently transforming the manufacturing industry. Virtual reality, automation, Internet of 
Things (IoT), and robotics are some important features of AI that are benefitting the manufacturing industry. AI 
has been one of the fastest-growing technologies in recent years. The market growth is mainly driven by factors 
such as the increasing adoption of cloud-based applications and services, growing big data, and increasing demand 
for intelligent virtual assistants. The major restraint for such market is the limited number of AI technology 
experts. 
 
The Series of ASPAI Conferences have been launched to fill-in this gap and to provide a forum for open discussion 
and development of emerging artificial intelligence and appropriate signal processing technologies focused on 
real-word implementations by offering Hardware, Software, Services, Technology (Machine Learning, Natural 
Language Processing, Context-Aware Computing, Computer Vision and Signal Processing). The goal of the 
conference is to provide an interactive environment for establishing collaboration, exchanging ideas, and 
facilitating discussion between researchers, manufacturers and users. The first ASPAI conference has taken place 
in Barcelona, Spain in 2019 and the second – in Berlin, Germany in 2020. 
 
The conference is organized by the International Frequency Sensor Association (IFSA) - one of the major 
professional, non-profit association serving for sensor industry and academy more than 20 years, in technical 
cooperation with media partners – IOS Press (journal ‘Integrated Computer-Aided Engineering’) and World 
Scientific (International Journal of Neural Systems). The conference program provides an opportunity for 
researchers interested in signal processing and artificial intelligence to discuss their latest results and exchange 
ideas on the new trends. 
 
I hope that these proceedings will give readers an excellent overview of important and diversity topics discussed 
at the conference. Selected, extended papers will be submitted to the media partners’ journals and IFSA’s open 
access ‘Sensors & Transducers’ journal based on the proceeding’s contributions. 
 
We thank all authors for submitting their latest work, thus contributing to the excellent technical contents of the 
Conference. Especially, we would like to thank the individuals and organizations that worked together diligently 
to make this Conference a success, and to the members of the International Program Committee for the thorough 
and careful review of the papers. It is important to point out that the great majority of the efforts in organizing the 
technical program of the Conference came from volunteers. 
 
 
Prof., Dr. Sergey Y. Yurish 
ASPAI’ 2021 Conference Chairman 
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Summary: The study develops an algorithm for skin lesion classification, which is based on twenty-three color clusters. 
The goal is to differentiate between melanoma and nevus classes. The proposed framework works as follows: firstly, hair 
removal is carried out using the Dull-razor algorithm and filtering; then, lesion segmentation using the optimal color 
thresholding on each RGB color channels is executed; finally, statistical features extraction is performed, from the color 
clusters which were selected using the minimum and maximum RGB intensity and features selection. Three datasets, namely 
7-Point (365 images), Med-Node (140 images), and PH2 (120 images) were investigated. The performance measures like 
accuracy (ACC), Specificity (S) and Precision (P) were valuated using the k-nearest neighbours (k-NN) algorithm. The selected 
most discriminant color features have archived the following accuracy values: 0.7317 for color cluster 13 and for 7-Point 
dataset; 0.8196 for color cluster 5 and Med-Node dataset; and 0.8167 for color cluster 15 and PH2 dataset. 
 
Keywords: Melanoma, Nevus, Color cluster features, kNN classifier. 
 

 
1. Introduction 
 

To diagnose a skin lesion as melanoma - the 
deadliest type - at the early stages is crucial because 
the chances to be cured increase by more than 95 %. In 
the year 2019, reported skin cancer cases, in the USA, 
were 104,350, from which 62,320 were men and 
42,030 women. There were 7320 melanoma  
death cases [1]. 

The visual inspection for skin lesion detection 
involves a screening analysis of the asymmetry, 
border, color, diameter and how the skin lesion 
changes over time. Nevi, as benign lesions, are mostly 
a single shade of brown. Melanoma, as malign lesions, 
show different shades of brown, tan or black even red, 
white or blue. The percent of the color in the perceived 
color space of a lesion can vary substantially. Seidenari 
et al. [2] proposed as relevant a number of twenty-three 
color clusters that contain almost 88 % of all lesion 
possible colors. These clusters are used to assess the 
occurrence of each color either in melanoma or nevi. 
They were selected based on the minimum and 
maximum R, G, and B values in each color channel and 
by considering their contribution to the color space of 
the skin lesions. An accurate feature extraction is a  
pre-conditional step for a sound classification process 
through the artificial intelligence techniques. 

Shahi et al. [3] focused on the pre-processing stage 
(i.e., contrast improvement, histogram adjustment and 
noise filtering), segmentation, feature extraction and 
classification using four classifiers (k-NN, SVM, 

Ensemble and Decision tree) to classify the benignity 
or malignancy of skin lesions. In this study, research 
was conducted for the classification of the skin lesions 
purpose by following the stages: image segmentation, 
hair removal, color features extraction and prediction 
with KNN algorithm. 

 
 

2. Materials and Methods 
 

The proposed methodology is tested and validated 
on the public 7-Point (68 nevus/297 melanoma 
dermoscopic images), Med-Node (100 nevus/ 
40 melanoma non-dermoscopic images) and PH2  
(80 nevus /40 melanoma dermoscopic images) 
benchmark datasets. The preprocessing and 
segmentation results are displayed in Fig. 1. The hair 
removal has been performed using the DullRazor 
software (Fig. 1(b)) [4] along with a closing operation 
and a bilinear interpolation. Then, the image is filtered 
using a median filter. Furthermore, the RGB color 
space is split into the R, G and B color channels. The 
image is segmented for each color channel using the 
color thresholding algorithm provided by the 
MATLAB 2020 environment. The obtained mask 
facilitates the segmentation of color images (Fig. 1(c)). 
According to [2], from the colour histogram, only 23 
color clusters are relevant color lesions; these color 
clusters are distributed between nevi and melanoma 
(Table 1). This selection was based on the significant 
difference (>1 %) between the pairs (Rmin, Rmax), 
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(Gmin, Gmax) and (Bmin, Bmax). The weight, i.e. the 
ratio of pixels numbers belonging to each of each color 
cluster and total pixels number in the lesion, is 
computed. 
 

   
               (a)                          (b)                           (c) 

 
Fig. 1. Sample segmentation of skin lesions. (a) Nevus image 
belongs to the 7Point dataset; (b) Hair removal; (c) Result  
of segmentation based on optimum color thresholding 
method. 

 
 

Table 1. The color clusters. 
 

c1 c2 c3 c4 c5 c6 

     
c7 c8 c9 c10 c11 c12 

     
c13 c14 c15 c16 c17 c18 

     
c19 c20 c21 c22 c23  

     
 

 
The main purpose of this study is to discern the 

color cluster features extracted from skin lesions in 
order to classify the skin lesions into melanoma or 
benign nevus. Due to its good reputation, we employ a 
kNN classifier. The images were grouped into two 
classes (nevi and melanoma) for each color cluster. 
The kNN classifies each unknown sample. The 
confusion matrix provides information on the 

accuracy, 𝐴𝐶𝐶  , precision  

𝑃  , and Sensitivity 𝑆  , where TP, 

TN, FN, FP are the true positives, true negatives, false 
negatives, false pozitives, respectively. 
 
 
3. Results and Discussions 
 

The pixels’ intensity inside of the lesion is 
summerized based on the relative color histogram bins. 
The color cluster features selected for each dataset 
relative to the significant difference (>1 %) between 
the pairs are presented in Table 2. 

The classification perfomance for the selected 
color cluster is displyed in Table 3. 

The accuracy of the classifier is almost the same for 
Med-Node and PH2 datasets. This suggest that the 
proposed features provide adequate information for 
distinguishing between nevi and melanoma in two 
different image types: non-dermoscopic and 
dermoscopic. Fig. 2 shows the accuracy values for the 
weight of all selected color clusters. 

Table 2. The relevant color cluster selected for each 
dataset, minimum and maximum of intensity value for each 

RGB channel.  
 

Datasets 
Cluster 

No. 
Minimum 

value R/G/B 
Maximum 

value R/G/B 
7-Point c13 159/127/127 128/96/96 
Med-
Node 

c5 96/64/64 127/95/95 

PH2 c15 160/96/96 191/127/127 
 
 

Table 3. Performance measures for each relevant cluster 
and for all datasets. 

 

Datasets 
Cluster 

No. 
ACC S P 

7-Point c13 0.7317 0.7172 0.7204 
Med-
Node 

c5 0.8196 0.7934 0.8005 

PH2 c15 0.8167 0.7899 0.8083 

 
 

 
 

Fig. 2. Plot of accuracy vs. the weight of color clusters. 
 

This approach allows to rank the color 
dermoscopic features according to their importance in 
the discrimination between nevi and melanoma. We 
found that the amount of brown and dark-brown color 
are relevant for classification problem. 
 
 
4. Conclusions 
 

We have presented a method based on color 
clusters features and a kNN classifier which can be 
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used to separate nevus and melanoma from color 
images. As the accuracy is above 0.800 for Med-Node 
and PH2 datasets, for c5 and c15 color cluster, 
respectively, we conclude that the proposed system 
could be further used as a diagnostic aid for skin  
lesion images. 
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Summary: Much of Convolutional neural networks (CNNs) success has been in translation invariance. The other part is that 
thanks to a judicious choice of architecture, the network is able to take decisions taking into account the whole image. The 
pooling layer is at the heart of every CNN contributing to invariance to data variation and disturbance. It describes what part 
of the input image an output layer neuron can see. This approach has rarely been questioned. We propose another way that we 
named Z-pooling to extend the pooling function, able to extract texture descriptors from images. Z-pooling layers are 
nonparametric, independent of the geometric arrangement or sizes of image regions, and therefore can better tolerate rotations. 
Z-pooling functions produce images capable of emphasizing low / high frequencies, outlines, etc. We show in this article that 
Z-pooling leads to CNN models, which can optimally exploit the information of their receptive field. 
 
Keywords: Deep learning, Pooling operator, Image segmentation, Tumor detection. 
 

 
1. Introduction 
 

Networks built exclusively from fully connected 
layers can in theory model any continuous function [4]. 
This also works for images if they are linearized so that 
they are represented as a vector x. In practice two 
problems arise which make the use of fully connected 
layers undesirable. 

The first is that fully connected layers are not 
translation invariant. This is easily understood with an 
example of image classification. Assume that 
handwritten numbers have to be detected on an image. 
Once the network has learned to detect the number ’2’ 
in the left upper corner of the image it will do just fine. 
But if the number ’2’ is moved to any other part of the 
image it will no longer be recognized as the number 
’2’. Thus the training set must contain an example of 
the number ’2’ in any possible position on the image. 
For handwritten numbers this is doable, but tedious. 
For a set of natural images it may not be possible to 
acquire images with all the possible translations of an 
object and with high resolution images (i.e. many 
possible translations) the size of the training database 
would become unmanageable. 

The second problem is that the number of 
parameters increases with the input and output size. 
For image segmentation tasks the input is an image and 
the output is a (segmented) image as well. An image of 
resolution 512×512 has 262,144 pixels. With x and y 
of that size the matrix W of a single perceptron would 
already have 68,719,476,736 entries. When working 
with 32 bit numbers this corresponds to 256 GB of 
memory required. The models are therefore too large 
for contemporary hardware. 

The solution to both problems is the usage of 
convolutions. 

A convolutional layer is written as 
 

 y = f(W ∗ x + b), (1) 

 

where the convolution is defined as the discrete 
convolution in equation (1). The number of parameters 
in W now becomes a free choice because the matrix 
multiplication has disappeared and the convolution is 
defined for two signals of arbitrary length. This fixes 
the hardware issues, as the models size can be 
arbitrarily scaled. Also the input and output no longer 
needs to be a vector but can be a matrix or any higher 
order tensor. But using convolutions comes with a cost. 
In a fully connected layer the output has access to all 
inputs. In a convolution an output pixel only has access 
to the part of the input given by the size of the 
convolution kernel. This part of the input which is 
available to the final layer of a network is called the 
receptive field. The goal of all CNN architectures is to 
increase this receptive field until it is large enough for 
the task at hand. For most image analysis tasks this is 
the entire input image. The use of large convolution 
kernels is not possible because the computational 
complexity and quantity of parameters increase 
quadratically with the kernel size. Therefore the kernel 
sizes are set to 3×3 or 5×5 in out architectures (Fig. 1). 

 
 

 
 

Fig. 1. An input image (bottom) is reduced in resolution  
with alternating layers of convolution and maximum 
pooling. Convolution layers have a kernel size of 3  
and maximum grouping layers have a window size of 2  
and a stride of 2. With 5 operations, the final top pixel has  
a receptive field of 18. Note that the receptive field grows 
exponentially with the number of maximum pooling layers. 
This example also shows the pyramid structure emerging 
from multi-resolution techniques. 
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But the receptive field can be increased linearly by 
stacking convolutional layers. With two 3×3 layers 
following each other, the last one can ”see” a  
4×4 neighbourhood in the input layer. By stacking  
3×3 layers, the receptive field increases by one per 
convolution. Which means a lot of convolutions must 
be stacked to have a receptive field as large as a 
reasonable input image. The increase in the 
convolutional receptive field can be considerably 
greater when using maximum pooling layers [12] with 
a stride of 2. The stride induces downsampling of the 
image to a lower resolution. Fig. 1 illustrates the effect 
of alternating convolution and pooling layers on the 
receptive field. With such a pyramidal structure of 
sufficient depth, the last convolution will have access 
to a (downsampled) version of the entire image. For 
image segmentation tasks this downsampled image is 
once again upsampled to the original size in an inverse 
pyramid pattern. This concept has been known for a 
long time [7] and is widely applied in today’s CNNs. 
Lin et al. [8] have a good overview of CNN 
architectures which use such pyramid/ multiresolution 
techniques. Multi-resolution (pyramidal) structures 
comes from the idea that the network needs to see 
different levels of detail (resolutions) to produce good 
results. A CNN stacks four different processing layers: 
convolution, pooling, ReLU and fully-connected [2, 3] 
(see Fig. 1). Pooling (i) reduces the number of 
parameters in the model (subsampling) and 
calculations in the network while preserving their 
important characteristics (ii) improves the efficiency of 
the network (iii) avoids over-learning. 

Max-pooling function sub-samples the input 
representation (image, hidden layer output matrix, 
etc.), by reducing its dimensionality. 

The weaknesses of pooling functions are well 
identified [15]: (a) they do not preserve all the spatial 
information (b) the maximum chosen by the  
max-pooling in the pixel grid is not the true maximum 
(c) average pooling assumes a single mode with a 
single centroid. The question is how to take into 
account optimally the characteristics of the regions 
(input image) pooled into the pooling operation? Part 
of the response lies in Lazebnik’s work [6] who 
demonstrated the importance of the spatial structure of 
pooling neighborhoods. 

This paper proposes a new pooling operator, 
independent of the geometric arrangement or the size 
of image regions, and can therefore better tolerate 
rotations. It is based on Zeckendorf’s integer 
decomposition theorem and is also simple to 
implement. 
 
 
2. Z-pooling Operator 
 

In statistics, ”pooling” means gathering together 
small sets of data that are assumed to have the same 
value of a characteristic, e.g. a mean. 

The goal of pooling is to transform convolution 
features into a new representation that preserves 

important information while ignoring irrelevant 
details. 

So, should we pool or not? Or when should we pool 
and when should we not? The answer depends upon 
the following considerations, in decreasing order of 
importance: (i) It would be best to test the pool ability 
before to do so; (ii) Just as ”acceptance” of a null 
hypothesis does not mean it is necessarily true, 
”acceptance” in a pool ability test does not mean that 
pool ability is necessarily justified; (iii) There is an 
inadequate number of observations in each of two (or 
more) subgroups, which would usually necessitate 
pooling; (iv) Common sense, necessity, etc. 

The amount of information extracted from different 
regions of an image usually depends on the size of the 
neighborhood, the reading order of the neighbors and 
the mathematical function that is used to extract the 
relationship between two neighboring pixels. Most of 
the descriptors that encode local structures i.e. local 
binary patterns (LBP) [10] and its variants [11], census 
transform (CT) [16] etc. are dependent on the reading 
order as they compute the feature value as the weighted 
sum of mathematical function of neighboring pixels 
w.r.t their order in the neighborhood. There exists 
many variants of LBP (see [11, Chap. 2, p. 26] for a 
summary of the variants) for many types of problems 
because basic LBP has also some problems that need 
to be addressed. For example LBP and CT both 
generates 8-bit string for a 3×3 neighborhood by 
computing the Heaviside function of the difference of 
neighboring pixel gi and the central pixel gc i.e. 
𝑔 𝑔  in case of LBP code and the difference of 

central pixel and neighboring pixel i.e. 𝑔 𝑔 in 
case of CT code which number is shown in Fig. 2. The 
only difference between these two descriptors is the 
reading order of neighboring pixels and the sign of the 
difference which results in 2 different bit patterns. 
Given the 8-bit string, the LBP and CT code is 
calculated as: 

 

 𝑐𝑜𝑑𝑒 ,  ∑ 𝑏 , (2) 

 
where P is the number of pixels in the neighborhood 
considering the distance R between central pixel and 
its neighbors. 

The Zeckendorf’s theorem [17] states that every 
positive integer N can be represented uniquely as the 
sum of distinct Fibonacci numbers such that the sum 
does not include any two non-consecutive Fibonacci 
numbers {1,1,2,3,5, 8,...}, that satisfies the difference 
equation 

 

 𝑥 𝑛 𝑥 𝑛 1 𝑥 𝑛 2 , ∀𝑛 0 (3) 

 
that is x(n) is the sum of the 2 previous values with 
initial conditions x(0) = x(1) = 1, e.g. the number  
13 = 8 + 5 = 8 + 3 + 2 or, equivalently, in the Fibonacci 
base, 010110(fib) or 011000(fib) or 100000(fib). The 
distinct Fibonacci numbers below 255 are 1, 2, 3, 5, 8, 
13, 21, 34, 55, 89, 144, 233. Based on this 
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Zeckendorf’s additive property of integers, an 8-bit 
gray scale image has the intensity values in the range 
of [0, 255]. Each pixel intensity of an image can be 
represented as a sum of distinct nonconsecutive 
Fibonacci numbers. For instance the only Zeckendorf 
representation of pixel value 255 is (233,21,1)Zck. 
Since there are 12 different possibilities to represent 
any 8-bit intensity value, therefore each number is 
represented using 12-bits no consecutive bits are ON 
i.e. 1 because of non-consecutive Fibonacci numbers 
constraint. 
 

 
(a)                             (b)                             (c) 

 

 
 

Fig. 2. (a) Neighbors of center pixel gc participating in code 
(LBP or CT) generation (b) bit ordering in case of LBP (c) 
bit ordering in case of CT (d) LBP and CT code generation  
for a 3×3 neighborhood. 
 

We propose the Algorithm 1 to encode pixel 
relationship with its local neighborhood we named  
Z-code. The sequence in which various operators such 
as supremum (max) or infimum (min) are combined 
results in images that could be directly used in the 
computer vision pipeline. 

The proposed algorithm results in two different 
kinds of images based on the initial operator which is 
applied i.e. either set difference or intersection. The 

intersection operator find the similarity among the 
pixel and its neighborhood Zeckendorf representation 
and place a value which is common among them thus 
results in an image that is quantified in terms of their 
representation as shown in Fig. 3. The set difference 
operator extracts ultrametric contours of an image 
resulting in image segmentation [1] shown in 3rd and 
4th of Fig. 3. 

 

 
 

 
 

Fig. 3. Z-coded images using Zeckendorff representation – 1st row shows original images, 2nd row shows quantized images 
obtained by applying intersection operator, 3rd row contains ultrametric contours obtained by applying set-difference 

operator and last row shows complemented results of 3rd row. 
 

3. Simulations 
 
3.1. Architectures 
 

In these experiments we compare architectures 
containing the transfer block to a U-Net model [13]. 
The U-Net was chosen because it is the archetype of 
modern convolutional networks used for bio-medical 
image segmentation tasks and achieved good 
performance in many applications. To prove that the 

tasks are not too simple and that the transfer layer is 
responsible for the good results, a simple reference 
network with two convolutional layers is included. For 
evaluating the results we not only use the loss but 
network with two convolutional layers is included. For 
evaluating the results we not only use the loss but also 
the Dice coefficient [?] which is the standard measure 
for segmentation quality. 

Convolution layers are chosen to keep the output 
size the same as the input size by padding the input 
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image with zeros. Also all architectures are followed 
by a SoftMax layer (not explicitly stated below) and 
cross entropy is used as loss function. The loss is 
minimised using Adam [5]. The best learning rate for 
each architecture has been determined experimentally. 

U-Net The U-Net [13] (Fig. 4a) consists mainly of 
a feature extraction pyramid followed by an expanding 
path which upsamples the features to the space of the 
original image. A special feature of the U-Net are its 
skip connections which allow it to preserve fine 
grained details. Our implementation is almost identical 
to the original paper, with only two differences. First 
for the input image more than one channel is allowed. 
Second the crop operation is not implemented, thus the 
output image of this U-Net implementation has the 
same size as the input image. 

Z-Net is a CNN which includes a Z-pooling layer 
instead of max-pooling (Fig. 4b). It has a first  
5×5 convolutional layer, then a transfer layer, a second 
5×5 convolutional layer and then a 1×1 convolutional 
layer for the classification, as recommend by [14]. 

Double Z-Net This sample architecture shows how 
to chain layers together in order to create deeper 
architectures (Fig. 3c). It starts with a  
5×5 convolutional layer followed by a Z-pooling layer, 
another 5×5 convolutional layer then another  
Z-pooling layer and a final 5×5 convolution layer 
followed by a 1×1 convolution for classification. All 
other parameters are identical to the Z-Net. 

Reference Net (R-Net) is a reference architecture 
(Fig. 4d) which is used to demonstrate that it is our 
transfer layer which is responsible for our results and 
not the fact that two convolutional layers are chained 
together. It represents the most basic convolution 
neural network architecture. It suffers greatly from a 
small receptive field. As expected our first experiment 
showed that it has trouble with objects that are larger 
than the convolution kernels. 

All architectures are followed by a SoftMax layer 
(not explicitly stated below) and cross entropy is used 
as the loss function. For the basic CNN architectures 
the first convolution increases the number of feature 
maps to 70, which is kept constant until the last  
5×5 convolution which reduces the number of feature 
maps to 7 and the final 1×1 convolution reduces the 
number of feature maps to the number of classes. The 
feature maps all have the same size as the input image, 
i.e. no downsampling occurs. 

The following network architectures are 
implemented in Pytorch on a Tesla VT100 CPU @3.60 
GHz with 64 GB of RAM. The best learning rate for 
each architecture has been determined experimentally. 

 
 

3.2. MICCAI BraTS Dataset 
 

We chose a real data set which is renowned for its 
difficulty. The brain tumor segmentation (BraTS) [9] 
challenge is a recurring challenge attached to the 
MICCAI Conference. Each year the segmentation 
results become better, but the problem is an ongoing 
research. For this experiment we use the high grade 

glioma part of the BraTS 2017 data-set. It contains 
multi-modal MRI of 210 patients which were manually 
segmented my experts, i.e. a ground truth is available. 
On these image three different classes have to be 
segmented from the background. The enhancing 
tumor, the necrotic and nonenhancing tumor and as a 
third class the peritumoral edema. 

 

 
 

Fig. 4. Z-net architectures. 
 

This makes it an ideal real data-set for supervised 
learning of a multi-class segmentation task. 

We divided the data-set into 100 patients for 
learning, 4 for validation and left 106 aside as test set. 
As we just wanted to demonstrate a concept we never 
used the test set in the end. Four different MRI 
modalities (compare Fig. 5a-d) are available, which 
means that the input image has four channels. The 
images were normalised to the mean value of healthy 
tissue, i.e. the intensity values were divided by the 
intensity value of the highest peak in the histogram of 
brain tissues. As the whole MRI is too large to process 
in one step it was broken down into patches of size 
64×64×10 by the following method: for each patient 
one patch is taken from the geometrical middle of the 
tumor (guaranteed tumor patch). Then randomly 
placed patches with their center in the brain volume are 
sampled from that patient where the center of each new 
patch may not be in an already sampled area. Patches 
are then generated until the whole brain is sampled or 
a number of 100 patches is reached. This procedure is 
repeated for each patient. The batches for the training 
are generated as follows: each odd sample of the batch 
is the guaranteed tumor patch of a random patient and 
the following even sample is a random patch of the 
same patient. 
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Fig. 5. One patch out of the BraTs validation-set. The input 
image: a)-d) consists of the MRI modalities Flair a), T1 b), 
contrast enhanced T1 c) and T2 d). The ground truth is seen 
in e). The following are the predictions of the five networks: 
U-Net f), double Z-Net g), Z-Net h), R-Net i). 

 
This sampling scheme guarantees that each batch 

shows tumor as well as non-tumor regions and 
effectively combats class imbalance. Purely random 
sampling would have a chance to generate entire 
batches which show only background which in turn 
would slow down the learning process. We use a batch 
size of four patches per batch, which means that after  
50 patches the guaranteed tumor patch of all  
100 training patients have been seen. This may be 
considered an epoch. That all randomly placed patches 
are seen during training is not guaranteed. For 
clarification: the input to all tested networks are 2D 
images, none works on 3D in the current 
implementation. That means one patch of 64×64×10 is 
actually 10 samples images of size 64×64. So one 
batch contains 40 samples taken from two patients. 
 
 
Table 1. Network configurations for the BraTS experiment 
and their final dice score on the training and validation set. 

 

 
 
4. Conclusions 
 

The practice of feature extraction has been 
unchallenged for three decades. Z-pooling can 

improve the pooling task compared to max-pooling 
and thus improve any CNN learning task. 
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Summary: Multiple sclerosis (MS) and Alzheimer's disease (AD) are common diseases of aging. Although there is not much 
knowledge about the coexistence of MS with AD there are case reports on the co-existence of MS and AD in the same person. 
Diagnosis of structural brain changes is essential for treatment. 3D volume reconstruction is an approach which can be used 
to assess the structural brain changes on magnetic resonance imaging (MRI) generated by these neurological conditions. In 
this study, we integrated the multimodal MRI brain images (T2w and PDw) with filtering operations using a convolutional 
neural network, median filters and image segmentation for 3D volume reconstruction. The brain tissue segmentation is 
performed based on a k-means algorithm. Finally, the brain anatomical knowledge on the cerebrospinal fluid (CSF), white 
matter (WM) and gray matter (GM) will be embedded in a volume similarity metric to assess the filtering efficiency. 
 
Keywords: MRI, Convolutional neural network filter, Median filter, Peak signal-to-noise ratio, 3D volume reconstruction. 
 

 
1. Introduction 
 

Brain MRI is an important tool used to diagnose 
many neurological diseases. AD is an irreversible 
neurodegenerative disease that causes the brain 
atrophy. The number of patients suffering from it is 
expected to increase dramatically by 2050 [1]. MS is 
an inflammatory and demyelinating autoimmune 
disease which manifests through the brain lesion 
volumes and induces clinical disability and cognitive 
impairment [2]. The investigation of both diseases is 
challenging due to their diffuse appearance and large 
intensity variations on MRI. Image segmentation leads 
to an objective measurement of brain tissues volume 
and aids both the diagnosis and treatment planning. A 
proper measurement on GM and WM atrophy has an 
important impact on the patient treatment and is a 
strong motivation for a correct segmentation of the 
brain tissues and 3D reconstruction. The artifacts that 
affect the brain images are usually produced by 
magnetic field inhomogeneities and subject 
movement; they lead to a reduced peak signal-to-noise 
ratios (PSNR). In order to reduce noise while 
preserving the edges the convolutional neural network 
(CNNF) and median filters (MF) were used. These 
operations remove the Rician noise and enhance the 
quality of the MR images [3, 4]. In order to achieve an 
optimal brain tissue segmentation, a k-means 
algorithm is operated. The K-means method is most 
suitable for noisy images, it is easy to implement, 
allows a facile interpretation of the clustering results 
and it is not expensive in terms of computational cost. 

 

2. Materials and Methods 
 

Four patients with clinically definite AD and MS 
were studied. The MR images belong to the public 
Harvard’s Whole Brain Atlas database 
(https://www.med.harvard.edu/aanlib/home.html). For 
each patient, two stacks that contains 20 T2w and  
20 PDw images, respectively, were analyzed. We 
artificially introduced intensity inhomogeneity (linear 
gradients with various orientations) as data 
augmentation, so the number of analyzed imaged is 
doubled. The image stacks are registered to the same 
coordinate space to help the 3D volume reconstruction. 
The programming environment is MATLAB R2017a. 
An image I(x, y) is viewed as a matrix and a 
convolution product is performed between the matrix I 
and a kernel matrix of size 3×3. This kernel is sliding 
across the image. The result of this operation is the 
’spike’ value from each convolution [5]. The k-means 
algorithm is used to segment the brain tissue into three 
classes, namely CF, WM and GM, by using 
information from the multichannel 2D (T2w and PDw) 
images [6]. 
Volume similarity (VS) compares the volumes of two 
segmented tissues 
 

 𝑉𝑆 1
| |

 % ,  

 
where Raw denotes the brain tissues volume in raw 
slice segmentation and Fil is determined for filtered 
slices. 
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3. Results and Discussions 
 

We employ the proposed method on 320 MR slices 
and present the experimental results. Brain tissues 
alone do not represent a descriptor useful for diagnosis. 
To generate a correct automatic brain tissues 
segmentation, we present a comparative analysis 
between the results of the 3D brain reconstruction 
using raw and filtered images. Fig. 1 displays an 
example of a filtered PDw image with CNNF, a skull 
stripped image and the results of segmentation.  
K-means identified all three classes in a proper 
manner. Afterwards, the segmented CF, WM and GM 
slices are processed with the free software ImageJ 
(https://imagej.nih.gov/ij/download.html) for 3D 
reconstruction. Fig. 2 shows a visualization of 3D 
reconstruction results for an AD (type PDw) image. 
 

   
               (a)                          (b)                           (c) 

 

   
               (d)                          (e)                           (f) 

 
Fig. 1. Example of segmentation from one subject  
(AD – PDw image) and brain tissues extraction results.  
a) CNNF filtered image; b) skull striping; c) clustering 
results; d) CSF cluster; e) WM cluster; f) GM cluster. 

 

 

  

 
 

Fig. 2. 3D reconstruction of the brain tissue for image  
in Fig. 1. First line is for CSF; second line for WM;  

and third line for GM. 

Table 1 shows comparison of PSNR results for 
filtered images as well as for MR image type and 
diseases. The quantitative validation is presented in 
Table 2 in terms of the 3D volume similarity. The 
differences in the CSF volumes in most of the images 
are very small and the computed volume does not 
exceed 0.5ꞏ105 vx. For WM volumes, the CNNF 
provides a large deviation for AD and PDw images 
while, the median filters provides a large deviation for 
AD disease and both image types. For GM volumes, 
the results provided by T2w images are almost similar 
for both filters while PDw images show a higher 
variability. The CSF was challenging to segment, as 
the tissue boundaries are missing. 

 
 
Table 1. PSNR average values for filtered images. 

 
Features Type of Image CNNF MF 

PSNR [dB]/ 
AD 

T2w 23.29 33.32 
PDw 23.77 33.32 

PSNR [dB]/ 
MS 

T2w 23.48 35.27 
PDw 23.59 35.11 

 
 

Table 2. Volume similarity VS(%). Data are presented  
in the sequence of CSF/WM/GM  

 

 
AD MS 

T2w PDw T2w PDw 

CNNF 
filter 

0.9945/ 
0.9969/ 
0.9949 

0.9784/ 
0.9102/ 
0.8931 

0.9836/ 
0.9828/ 
0.9872 

0.9990/ 
0.9566/ 
0.8665 

MF 
filter 

0.9831/ 
0.8922/ 
0.9194 

0.9516/ 
0.8855/ 
0.8099 

0.9427/ 
0.9262/ 
0.9264 

0.9784/ 
0.9377/ 
0.8774 

 
As MR imaging is an important tool in evaluation 

of stage or dynamic of neurological diseases, the 
proposed methodology allowing quantitative analysis 
using existing MR data. 
 
 
4. Conclusions 
 

We have presented a method for reliable tissue 
delineation and 3D volumetric reconstruction of CSF, 
WM and GM brain tissues which is strongly 
conditioned by the preprocessing stage. Overall, an 
accurate 3D reproducibility of brain tissues has been 
provided by the median filter, for both clinical 
disabilities. As a future work we plan to used different 
filters and segmentation techniques to improve the VS 
for CSF especially. 
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Summary: In signal detection, the received signal usually contains not only information of the target but also that of 
nonhomogeneous clutter. For discrimination between the target and clutter, the constant false alarm rate (CFAR) method has 
been widely used. To overcome its potential shortcoming, the matrix-CFAR was proposed by the combination of the CFAR 
and matrix information geometry. It assumes each sample data to be modeled as the clutter covariance matrix which is a 
Hermitian positive-definite matrix. In this study, we define medians associated with the total Bregman divergence (TBD) and 
apply TBD medians to detection problems. Their performance advantages are shown through numerical simulations. 
 
Keywords: Matrix-CFAR, Total Bregman divergence, Riemannian manifold, Signal detection, Nonhomogeneous clutter. 
 

 
1. Introduction 
 

The constant false alarm rate (CFAR) is a  
well-known method conventionally used to remove 
clutter. A popular CFAR is based on Fourier transform 
and uses the Doppler spectral density to distinguish 
targets from clutter. However, this method is rather 
weak when the Doppler spectra are mixed. One of the 
popular statistical methods for discriminating between 
the target signal from clutter is to estimate the 
covariance matrix and to test the likelihood ratio. 
There are mainly two methods for estimating the 
clutter covariance matrix: the sample covariance 
matrix using the maximum likelihood estimation and 
the Bayesian method using a prior information. 
However, it is difficult to obtain sufficient detection 
performance with these methods because it is difficult 
to accurately capture the statistical information of 
clutter and the available homogeneous data is limited 
because the observation data is usually contaminated. 

To compensate for these drawbacks of the 
conventional methods, the matrix-CFAR was 
proposed, which needs no a prior information, but 
makes use of the covariance matrix of the signals [1] 
[2]. It is based on the fact that the covariance  
matrix that represents the correlation of the signal is a 
Hermitian positive-definite (HPD) matrix which is 
element of HPD manifold. This method was applied to 
target detection in high frequency X-band radar clutter 
[3] and drone detection [4]. Recently, the  
matrix-CFAR with various divergence functions has 
been proposed, and its detection performance and 
robustness to outliers were shown better compared 
with the geodesic distance associated to the affine-
invariant Riemannian metric (AIRM) [5, 6]. In this 
study, the total Bregman divergence (TBD) defined in 
the HPD manifold is applied to signal detection. In 
particular, we study the TBD medians associated with 
the total square loss (TSL), the total von-Neumann 
(TVN) divergence and the total log-determinant (TLD) 

divergence. We show their performance advantages 
and robustness numerically compared with the TBD 
means and the Riemannian distance (RD) mean. 

 
 
2. The Matrix-CFAR via TBD Medians 
 
2.1. The matrix-CFAR 
 

The detection problem can be modeled as the 
following binary hypothesis testing that the null 
hypothesis 𝐻  represents that the received data 𝒙 is 
only clutter 𝒄 and the alternative hypothesis 𝐻  
represents that 𝒙 contains both the known target signal 
𝒑 and clutter 𝒄, namely 
 

 
𝐻0: 𝒙  𝒄, 

𝐻1: 𝒙 𝑏𝒑 𝒄,
 (1) 

 
where 𝑏 denotes the amplitude coefficient which is 
unknown and complex scalar-valued. The observation 
data 𝒙 and the known target signal 𝒑 denoting the 
steering vector are defined as follows, 
 

𝒙 𝑥 , 𝑥 , … , 𝑥 ∈ ℂ𝑵, 

𝒑
√

1, exp i2𝜋𝑓 , … ,
exp i2𝜋𝑓 𝑁 1

, 
(2) 

 
where ℂ  represents the 𝑁 dimensional complex 
space, 𝑓  is the normalized Doppler frequency, i is the 
imaginary unit and ∙  denotes the transpose of 
matrices or vectors. 

Conventional sample covariance matrix (SCM) 
estimator is derived by a set of secondary data 
𝒙 , 𝒙 , … , 𝒙  and the maximum likelihood 

estimation of the circularly symmetric complex 
Gaussian distribution. It is given by [7] 
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  𝑹   ∑ 𝒙 𝒙 , 𝒙 ∈ ℂ𝑵, (3) 

 
where ∙  denotes the conjugate transpose of matrices 
or vectors. This popular estimator has been utilized in 
the generalized likelihood ratio test detectors as [8] 
 

 
𝒙 𝑹 𝒔
𝒔 𝑹 𝒔

 
𝐻1

≷
𝐻0

 𝛾 (4) 

 
In the matrix-CFAR, to determine whether 𝒙 

includes 𝒑 or not, we model the data by the covariance 
matrix as a Toeplitz HPD matrix. The covariance 
matrix of the observation data is defined as, 
 

 𝑹  

𝑟
𝑟

�̅�  ⋯
𝑟  ⋯

�̅�
�̅�

⋮ ⋱  ⋱ ⋮
𝑟 ⋯  𝑟 𝑟

, (5) 

 
where the component 
 

 
𝑟   E 𝑥 �̅� , 0 𝑙 𝑁 1,  

1 𝑖 𝑁 𝑙 1 
(6) 

 
is the 𝑙-th correlation coefficient of data, E ∙  denotes 
the statistical expectation and �̅�  is the conjugate of 𝑟 . 
Because of the ergodicity of stationary Gaussian 
process, the component, 𝑟  can be approximated by 
observation data 
 

 𝑟   ∑ 𝑥 �̅�  , 0 𝑙 𝑁 1  (7) 

 
The covariance matrix of clutter is estimated as 𝑹  

by the observations 𝑹 , 𝑹𝟐, … , 𝑹 , then the problem 
can be modeled as 

 

 
𝐻0: 𝑹CUT   𝑹𝑔,

𝐻1: 𝑹CUT 𝑹𝑔,
 (8) 

 
where the matrix 𝑹  is the covariance matrix of the 
observation in the cell under test. By the threshold 𝛾, 
the signal detection is modeled as discriminating 𝑹  
from 𝑹 , 
 

 𝑑 𝑹 , 𝑹
𝐻1

≷
𝐻0

 𝛾, (9) 

 
where 𝑑 𝑹 , 𝑹  is the difference between 𝑹  
and 𝑹 , such as the Riemannian distance, divergence 
functions, and so on. The process of the matrix-CFAR 
is showed in Fig. 1. 
 
2.2. Total Bregman Divergence and TBD Medians 
 

The Bregman divergence for matrices was 
introduced in [9] and we extended the idea to the total 
Bregman divergence for matrices in [5]. 

 
 

Fig. 1. The process of the matrix-CFAR. 
 

The total Bregman divergence for two matrices 
𝑿, 𝒀 ∈ 𝐺𝐿 𝑁, ℂ , which denotes the general linear 
group of 𝑁 𝑁 invertible matrices, is defined by 

 

𝛿 𝑿, 𝒀
𝑿 𝒀 ⟨∇ 𝒀 ,𝑿 𝒀⟩

‖∇ 𝒀 ‖𝟐
, (10) 

 
where ‖∙‖ is the Frobenius norm, the Frobenius metric 
is given by the trace operator 〈𝑨, 𝑩〉 ∶  tr 𝑨 𝑩 , and 
𝐹 𝑿  is a differentiable and strictly convex function in 
𝐺𝐿 𝑁, ℂ . Next, we are going to introduce some  
well-known convex functions in HPD manifolds. 
 

Definition 1. Let 𝐹 𝑿   
𝟐

‖𝑿‖ , and  
∇𝐹 𝑿   𝑿. The total square loss (TSL) is defined by 
 

 𝛿 𝑿, 𝒀
1
2

‖𝑿 𝒀‖𝟐

1 ‖𝒀‖𝟐
 (11) 

 
Definition 2. Let 𝐹 𝑿   ln det 𝑿 , and 

∇𝐹 𝑿   𝑿 . The total log-determinant (TLD) 
divergence is defined by 
 

 𝛿 𝑿, 𝒀
𝒀𝑿 𝟏 𝒀𝑿 𝟏

𝒀
𝟐

  (12) 

 
Definition 3. Let 𝑿, 𝒀 be invertible and have no 

eigenvalues on the negative real line and 𝐹 𝑿  is 
 

 𝑿 tr 𝑿 Log 𝑿 𝑿  (13) 

 
Its gradient [10] is 

 

 ∇𝐹 𝑿 Log 𝑿 , (14) 

 
where Log 𝑿 denotes the principal logarithm [11]. 
Then the total von-Neumann (TVN) divergence is 
given by 
 

 𝛿 𝑿, 𝒀
𝑿  𝑿  𝒀 𝑿 𝒀

 𝒀
𝟐

  (15) 

 
In the following, we are going to introduce TBD 

medians. Let 𝐹 𝑹  be a differentiable and strictly 
convex function and 𝛿  be the corresponding TBD. 
The TBD median of 𝑚 HPD matrices 𝑹 , 𝑹 , … , 𝑹  
is defined by 
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  𝑹   argmin
 𝑹

 ∑ 𝛿 𝑹, 𝑹   (16) 

 

Proposition 4. If the TBD median (16) exists, then 
it solves the algebraic equation (17). 

 

∇𝐹 𝑹   
∇𝐹 𝑹

𝛿 𝑹, 𝑹 1 ‖∇𝐹 𝑹 ‖𝟐  

∙ 

∙ ∑
𝑹,𝑹 ∇ 𝑹

𝟐    

(17) 

 

Proof. Denote 𝐿 𝑹  as the objective function, 
 

 𝐿 𝑹   
1
𝑚

𝛿 𝑹, 𝑹
 

 (18) 

The gradient of function 𝐿 𝑹  can be immediately 
calculated and we have 
 

 ∇𝐿 𝑹 ∑ ∇ 𝑹 ∇ 𝑹

𝑹,𝑹 ‖∇ 𝑹 ‖𝟐
  (19) 

 
Letting ∇𝐿 𝑹   0, we get the result. ∎ 
However, it is difficult to solve the equation (17) 

analytically, so we seek for its numerical solutions 
using the fixed-point algorithm [12]. The fixed-point 
algorithm is a numerical method for solving  
fixed-point problems. 

Proposition 5. The TSL median 𝑹 , the TLD 
median 𝑹 , and the TVN median 𝑹 , of 𝑚 HPD 
matrices 𝑹 , 𝑹 , … , 𝑹  can be calculated by the 
fixed-point algorithms (20), (21), (22), respectively. 

Proof of Propositions 5 is omitted. 

 
 

 𝑹  ∑ 𝑹

𝑹 ,𝑹 ‖𝑹 ‖𝟐
  ∙ ∑

𝑹 ,𝑹 ‖𝑹 ‖𝟐
, (20) 

 

 𝑹   ∑ 𝑹

𝑹 ,𝑹 𝑹
𝟐  ∙ ∑

𝑹 ,𝑹 𝑹
𝟐

, (21) 

 

 𝑹   exp ∑ 𝑹

𝑹 ,𝑹 ‖ 𝑹 ‖𝟐
  ∙ ∑

𝑹 ,𝑹 𝑹
𝟐

  (22) 

 
3. Main Results 
 
3.1. Numerical Simulations 
 

To confirm the performance of the matrix-CFAR 
via TBD medians, the following numerical simulations 
are conducted. For the comparison, we also show the 
results using the RD mean induced from the AIRM, 
and the TBD means. In the simulations, the false alarm 
rate 𝑃  is 10 , and the dimension of the signal, 𝑁, 
and the number of the observation, 𝑚, are both 8. The 
threshold 𝛾 is set to 100/𝑃 , and the probability of 
detection 𝑃  is derived by 2000 independent trails. We 
consider the model of clutter as the behavior of  
K-distribution with shape parameter 𝛼  4 and scale 
parameter 𝛽  3. Fig. 2 shows that the TVN median 
has the best performance, the TLD median behaves 
better than the TLD mean, but surprisingly the TSL 
median is worse than the TSL mean. 
 
 
3.2. Robust Analysis 
 

In real detections, the received signal may also 
include outliers, and hence robustness about estimate 
of the covariance matrix is crucial. To evaluate the 

robustness, we define the influence function. Assume 
𝑹 are the TBD medians (or TBD means, RD mean) of 
𝑚 HPD matrices 𝑹 , 𝑹 , … , 𝑹 , and 𝑹 are the TBD 
medians (or TBD means, RD mean) of the mixed HPD 
data including outliers 𝑷 , 𝑷 , … , 𝑷 . By thinking of 
the outliers as a perturbation 𝜀 𝜀 ≪ 1  of the mean or 
median, 𝑹 can be derived as 
 

 𝑹 𝑹 𝜀𝑯 𝑷 , 𝑷 , … , 𝑷 𝒪 𝜀 , (23) 

 
and the function 
 

 ℎ 𝑷 , 𝑷 , … , 𝑷 ∶
‖𝑯 𝑷 , 𝑷 , … , 𝑷 ‖

‖𝑹‖
 (24) 

 
is defined as the influence function. In order to derive 
influence functions for the TBD medians, we define 
𝐺 𝑹  as the objective function for mixed data, 
 

 

𝐺 𝑹 ∑ 𝛿 𝑹, 𝑹    

𝜀
𝑛

𝛿 𝑹, 𝑹 , 
(25) 
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 ∑ ∇ 𝑹 ∇ 𝑹

𝑹,𝑹 ‖∇ 𝑹 ‖𝟐
 ∑

∇ 𝑹 ∇ 𝑷

𝑹,𝑷 ∇ 𝑷
𝟐

 0, (26) 

 

 ∑
‖∇ 𝑹 ‖𝟐   

∇ 𝑹 ∇ 𝑹

𝑹,𝑹
  ∑

∇ 𝑹 ∇ 𝑷

𝑹,𝑷 ∇ 𝑷
𝟐

  0  (27) 

 

 
 

Fig. 2. 𝑃  versus the signal-to-clutter ratio. 

 
Because 𝑹 are the TBD medians of the 

contaminated data of HPD matrices 𝑹 , 𝑹 , … , 𝑹  
and outliers 𝑷 , 𝑷 , … , 𝑷 , we have ∇𝐺 𝑹   0 
which is the equation (26). Then we differentiate 
∇𝐺 𝑹   0 about a perturbation 𝜀 at the point of  
𝜀  0 and obtain the equation (27), considering that 
𝑹 are the TBD medians of 𝑹 , 𝑹 , … , 𝑹 , 
 

 ∑ ∇ 𝑹 ∇ 𝑹

𝑹,𝑹 ‖∇ 𝑹 ‖𝟐
    0  (28) 

 
We compute the influence function of TSL, TLD 

and TVN medians from the equation individually. 
In the simulation, we generate the sample data by 

the 𝑁 dimensional complex circular Gaussian 
distribution with zero-mean and a known covariance 
matrix 𝚺 given by 
 

 𝚺  𝚺 𝑰, (29) 

 
where 𝑖, 𝑗  1, 2, … , 𝑁 . 
 

 𝚺 𝑖, 𝑗   𝜎 𝜌| | exp i2𝜋𝑓 𝑖 𝑗   

 
Here, 𝜌 is the one-lag coefficient coefficient, 𝜎  is 

the clutter-to-noise ratio and 𝑓  is the clutter 
normalized Doppler frequency. In the simulation, we 
set 𝜌  0.9, 𝜎   20 dB, 𝑓   0.2, and 𝑁  8. 

Firstly, we generate 𝑚 number of sample data, each 
of that is an 𝑁 dimensional complex vector. The TBD 
medians 𝑹 (or TBD means, RD mean) are calculated 
from the 𝑚 HPD covariance matrices of the 𝑚 number 
sample data. 𝑛 outliers are then mixed with the sample 
data. The outlier is modeled as 𝑏𝒑 𝒄, where 𝒑 is the 

steering vector, and 𝑏 is the amplitude coefficient 
derived by the signal-to-clutter ratio which is set to 
20 dB. We compute the TBD medians 𝑹 (or TBD 
means, RD mean) of the contaminated data and the 
influence functions. The number of the sample 𝑚 is 50 
and the number of outliers 𝑛 varies from 1 to 40. In 
Fig. 3, we show the results by taking the average of 
1000 trails except for the TSL mean as its influence 
function is very large. The influence functions of all 
medians are smaller than all means, meaning that the 
TBD medians are more robust compared with all 
means studied here. 
 

 
 

Fig. 3. Robust analysis. 
 
 
4. Conclusions 
 

We proposed a type of matrix-CFAR detectors via 
the TBD medians in detection problems, and 
investigated their detection performance and 
robustness. It was shown that the TVD median has the 
best performance from the viewpoint of the probability 
of detection, and the robustness of the TBD medians is 
better compared with the TBD means and the  
RD mean. 
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Summary: Optical Processing Units (OPUs) are computing devices which perform random projections of input vectors by 
exploiting the physical phenomenon of scattering a light source through an opaque medium. OPUs have successfully been 
proposed to carry out approximate kernel ridge regression at scale and with low power consumption by the means of optical 
random features. OPUs require input vectors to be binary, and this work proposes a novel way to perform supervised data 
binarization. The main difficulty to develop a solution is that the OPU projection matrices are unknown which poses a 
challenge in deriving a binarization approach in an end-to-end fashion. Our approach is based on the REINFORCE gradient 
estimator, which allows us to estimate the gradient of the loss function with respect to binarization parameters by treating the 
OPU as a black-box. Through experiments on several UCI classification and regression problems, we show that our method 
outperforms alternative unsupervised and supervised binarization techniques. 
 
Keywords: Optimization, Random features, Linear regression, Optical processing unit. 
 

 
1. Motivation 
 

Optical Processing Units (OPUs) are computing 
devices which perform random projections of input 
vectors by exploiting the physical phenomenon of 
scattering a light source through a diffusive medium 
[1]. The projection operation is particularly useful 
when approximating kernel functions via random 
features, a popular technique to implement these 
models for large-scale problems [2]. OPUs offer the 
possibility to obtain such approximations with a large 
number of random features at the speed of light and 
with low-power consumption, representing a very 
attractive line of work to further improve scalability of 
kernel machines. As an example, OPU-based random 
feature approximations have successfully been 
proposed to carry out approximate kernel ridge 
regression in [3]. 

The main limitations on the generality of this 
approach are that OPUs require input vectors to be 
binary and that OPU projection matrices are unknown 
and can only be retrieved through an expensive 
calibration procedure. Common approaches for 
optimization of binarized neural networks, like 
straight-through estimator or different kinds of a 
relaxation of the binarization procedure, can be found 
in the literature on neural networks, where existing 
methods rely on the possibility to propagate gradient 
through all operations of the network except 
binarization [4]. In the literature, there are approaches 
which address binarization by considering it as a pre-
processing step, which happens independently of the 
regression/classification task [5]. In this case label 
information is omitted, and this might be suboptimal 
compared to strategies that take this information into 
account in the binarization phase. 

In this paper, we propose a novel binarization 
method for OPUs which is learned along with the 
regression/classification task in an end-to-end manner. 

We overcome the main challenge to develop such 
an end-to-end solution, which is that OPU projection 
matrices are unknown, by employing the so-called 
REINFORCE gradient estimator. This allows us to 
estimate the loss function gradient with respect to 
binarization parameters by treating the OPU as a black-
box. Through experiments on several UCI 
classification/regression problems, we show that our 
proposal outperforms alternative unsupervised and 
supervised binarization techniques. 

 
 

2. Related Work 
 

In neural networks, binarization is generally 
targeting intermediate layer activations, and it may 
also stem from binarization of model parameters; in 
these cases, binarization is mostly introduced to reduce 
computational cost and memory consumption [6]. 
Neural networks with binary hidden layers find 
applications in binary autoencoders for hashing [7], 
data compression [5], and hard attention mechanism 
[8]. The binarization of layer activations is obtained by 
a suitable choice of activation functions; for instance, 
the sign or Heaviside functions for the deterministic 
case, or the sigmoid or tanh functions combined with 
the Bernoulli distribution for the stochastic case [4, 9]. 
The most popular technique to propagate gradients 
through such activation functions is the so called 
straight-through estimator (STE) [10]. More recently, 
there have been proposals to replace the STE with 
another estimator through a relaxation technique, also 
known as the Gumbel Softmax-trick [11]. Also, 



3rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2021),  
17-18 November 2021, Porto, Portugal 

24 

different kinds of target propagation are used to learn 
suitable targets for each binary layer and then train the 
associated parameters with relaxation techniques or 
combinatorial optimization [12-14]. 

In this work, we aim to develop a supervised 
binarization model which is learned together with the 
supervised learning task. That is, we aim to provide a 
training procedure for the heterogeneous model 
consisting of the kernel ridge regression model 
approximated with random features and the 
binarization encoder before the OPU. In this context, a 
general-purpose framework called Method of 
Auxiliary Coordinates (MAC) was proposed in [14] 
with examples of application in [7] and [15]. The 
authors propose to introduce auxiliary variables into a 
deep neural network. These auxiliary variables are 
assigned the role of pre-activations for each layer, and 
they get replaced during the forward pass. The first 
step of the optimization targets the auxiliary variables, 
and, after this step, the parameters of each layer are 
optimized to regress on these variables, which take the 
role of layer-specific labels. This is very beneficial 
when some layers are discrete and vanilla 
backpropagation is not applicable. In [15], this 
approach is used to train a fully connected network 
with binary activation functions, using a STE to 
propagate a learning signal through the non-
differentiable parts. Reference [7] is especially 
interesting because authors illustrate, how discrete 
binary layers can be optimized within larger, non-
binary model. 

While splitting the optimization of the binarization 
and the model is a viable option, we still need a way to 
training each part individually. There is a wide variety 
of ways to obtain a solution for kernel ridge regression 
with the random feature approximation, so the most 
difficult point is how to optimize the part consisting of 
the binary encoder and the OPU, because it combines 
a non-differentiable function with an implicit random 
projection. These make the STE from [15] 
inapplicable. Also, we found that the combinatorial 
approach used in [7] and [12] is inapplicable for our 
case for two reasons. First, it is suitable only when the 
binary dimension is relatively small, which might be a 
limitation for a general solution. Second, the 
combinatorial approach combined with MAC 
converges in one iteration to poor local optima, and 
this happens because of the model setup which is 
different from the ones in [7] and [12]. 

From a different point of view, it is possible to view 
our problem through the lenses of reinforcement 
learning, where it is necessary to propagate binary 
codes through the OPU instead of discrete actions 
through the black-box environment. Instead of 
maximizing the reward from the environment, we are 
trying to minimize the loss function. The classical 
algorithm to solve this problem is REINFORCE [16]. 
This allows one to calculate gradients of the reward 
with respect to parameters of the policy that generates 
actions. The applicability of this method to other 
settings with black-box elements was shown in [17]. 
There are various versions of this algorithm intended 

to reduce variance of the gradient of the parameters. 
Very frequently they are based on relaxations of the 
non-differentiable sampling procedure [18], or 
approximation of the black-box part of the model [19]. 
It also worth noting that there exist competitive 
alternatives to REINFORCE, such as the one in [20], 
later extended with variance reduction [21] or 
relaxation [22]. 
 
 
3. Methods 
 

In this paper we consider the kernel ridge 
regression model. Let 𝑋  𝑥 , … , 𝑥  a set of input 
vectors 𝑥 ∈ ℝ  and let 𝑌  𝑦 , … 𝑦  a set of 
corresponding binary labels. The aim of kernel ridge 
regression is to establish a mapping between the inputs 
and the labels by means of functions which belong to 
the so-called Reproducing Kernel Hilbert Space 
(RKHS) induced by the choice of a kernel function 
𝑘 ⋅,⋅  [23]. 

Given a choice of kernel function, kernel ridge 
regression requires evaluating it among all possible 
pairs of inputs, yielding an n×n matrix 𝐾 such that 
𝐾   𝑘 𝑥 , 𝑥 . The solution of kernel ridge 
regression requires performing algebraic operations 
with 𝐾, and this is problematic when n is large. 

A way to avoid these computations and scale kernel 
ridge regression to large data is to use an 
approximation based on random features [2]. In this 
work, we focus in particular on random features 
produced by OPUs. 

OPU performs multiplication of a binary vector 
𝑥 ∈ ℝ  by a random matrix and applies the activation 
function | ⋅ | . 
 

 𝜙 𝑥
√

|𝑅𝑥| , (1) 

 
where 𝑅 ∈ ℂ  is a complex Gaussian matrix with 
elements 𝑅 ∼ 𝒞𝒩 0,1 . Performing regression on a 
linear model using these new random features in (1) 
gives equivalent results to the original kernel ridge 
regression problem when 𝐷 → ∞. 
 

 

𝑦∗ 𝑊∗𝜙 𝑥 , 
𝑊∗ argmin ||𝜙 𝑋 𝑊 𝑌||

||𝑊||  , 

(2) 

 
for the training set 𝑋, 𝑌. Model (2) is equivalent to the 
ridge kernel regression with a kernel [3]. 
 

 𝑘 𝐱, 𝐲 𝜙 𝐱 𝜙 𝐲   
→

||𝐱|| ||𝐲||  
𝐱 𝐲  

(3) 

 
We propose to perform the binarization of the input 

to this model by means of an encoder with parameters 
𝑊 . The output of the encoder parameterizes a 
multidimensional Bernoulli distribution from which 
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we sample binary vectors and use them as a binary 
representation of the input data. So, our regression 
model becomes: 
 

 𝑦
~

  𝔼 𝑊 𝜙 𝑧 , 
where z ∼ Bernoulli 𝑓 𝑥, 𝑊 , 

(4) 

 
where 𝑊  are parameters of the linear regression, 𝑧 
is binary representation of the data, 𝜙 z  are random 
features. Parameters of the Bernoulli distribution are 
generated from the input data 𝑥 by the encoder 
function 𝑓 with parameters 𝑊enc. 

The stochasticity is intentionally introduced to the 
encoder so that we can employ the so-called 
REINFORCE gradient estimator. The REINFORCE 
approach (also called log-derivative trick or score 
function estimator) aims to estimate the gradient of the 
expectation of some non-differentiable function 𝑓 
subject to parameters of the distribution of the random 
variable 𝑧: 
 

 ∇ 𝔼 ; 𝑓 𝑧 ∑ ∇ 𝑙𝑜𝑔 𝑝 𝑧; 𝜃 𝑓 𝑧 , (5) 

 
where 𝑀 is number of samples drown from 𝑝 𝑧, θ . For 
our model, the optimization objective becomes: 
 

𝑚𝑖𝑛
,

𝔼 ∼ , ℒ 𝑌, 𝑊 𝜙 𝑧 + 

𝜆 ||𝑊 || 𝜆 ||𝑊 || , 
(6) 

 

where ℒ 𝑌, 𝑌
~

 is the quadratic loss for regression 

problems and the cross-entropy loss for classification 
problems. The gradient of the first term with respect to 
𝑊enc becomes: 
 

 

∇ 𝔼 ∼ ℒ 𝑌, 𝑊 𝜙 𝑧  

1
𝑀

ℒ
  

𝑌, 𝑊 𝜙 𝑧 ∇ log 𝑞 𝑧  
(7) 

 
In order to reduce the variance of this estimator, we 

can use control variates as proposed in [21]: 
 

∇ 𝔼 ∼ ℒ 𝑌, 𝑊 𝜙 𝑧  

1
𝑀

∇ log 𝑞 𝑧 ℒ 𝑌, 𝑊 𝜙 𝑧 𝑣 ,
  

 

where 𝑣   
1

𝑀 1
ℒ 𝑌, 𝑊 𝜙 𝑧  

(8) 

 
Thanks to REINFORCE, we are able to optimize 

the encoder in an end-to-end fashion. In the remainder 
of this paper, we refer to this method as  
End-to-End SE. 

In the End-to-End SE in order to estimate the 
gradient of the loss with respect to 𝑊enc it is necessary 
to pass multiple samples from the encoder through the 
random projection and the approximate kernel ridge 

regression model. Depending on the number of 
random features used for the approximation, this 
operation can be expensive. To alleviate this 
computational burden, we propose a variation on the 
End-to-End SE where we propagate samples only 
through the random projections layer and then we 
average them before feeding them to the final linear 
operation. 
 

 𝑦
~

𝑊 𝔼 𝜙 𝑧 , 
where 𝑧 ∼ Bernoulli 𝑓 𝑥, 𝑊  

(9) 

 
The optimization objective in this case becomes: 

 

𝑚𝑖𝑛
,

ℒ 𝑌, 𝑊 𝔼 ∼ , 𝜙 𝑧 + 

𝜆 ||𝑊 || 𝜆 ||𝑊 ||  
(10) 

 
So, the gradient of the first term with respect to 

encoder parameters becomes: 
 

 ∇ ℒ
ℒ

𝔼
∇ 𝔼 𝜙 𝑧 , (11) 

 
where ∇ 𝔼 𝜙 𝑧  calculated with REINFORCE 
estimator. We will refer to this method as Isolated 
Supervised Encoder. 
 
 
4. Results 
 

We compared the performance of the proposed 
approaches (End-to-End SE and Isolated SE) against a 
model based on unsupervised autoencoder proposed in 
[5], encoder trained with direct feedback alignment 
(DFA) [23] and Gaussian process (GP) regression 
based on radial basis function (RBF) kernel over raw 
and binarized data. Results are reported in Fig. 1 on 
several UCI regression and classification problems 
[24]. We want to emphasize that the main competitors 
of the proposed methods are the ones based on 
unsupervised autoencoder and encoder trained by 
DFA, because kernel ridge regression is unable to 
work with large datasets, and OPU-based regression 
just approximates this method and is intended to 
replace it on large datasets. 

For Isolated SE and End-to-End SE as an encoding 
function 𝑓 𝑥, 𝑊enc  providing parameters for the 
Bernoulli, distribution we chose a single linear layer 
with a sigmoid activation: 
 

 𝑓 𝑥, 𝑊 𝜎 𝑊 𝑥  (12) 

 
All hyperparameters for the DFA encoder, End-to-

End SE and Isolated SE models (size of binary 
embedding, learning rate, l2 regularization for the 
encoder and the regression layer, number of training 
epochs) were chosen with a random search during 
cross-validation. 

In the comparison of binarization strategies we also 
include Gaussian processes on the original inputs and 



3rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2021),  
17-18 November 2021, Porto, Portugal 

26 

on the inputs binarized using unsupervised techniques, 
and we denote these two methods by RBF and binary 
RBF, respectively. To apply GP-based regression to 
the two-classes classification problems we represented 
class labels as -1, 1 and solved a classification problem 
as a regression one directly. In these cases, GP 
parameters were tuned by marginal likelihood 
maximization. This poses computational challenges 
for large datasets (MiniBoo, MoCap), so we resort to 
random feature approximations for these cases. 
 

 
 

Fig. 1. Mean squared error (MSE) for regression (top)  
and negative error on classification (bottom)  

datasets comparison. 
 

For the models involving random features (both 
Fourier and OPU-generated ones) we have tuned the 
variance of the distribution that generates these 
random features. Concretely, assuming that the 
elements of the 𝑅 matrix generating the random 
projections are distributed through the standard 
Normal distribution, we can obtain a new random 
matrix 𝑅′ by multiplying 𝑅 by any variance, for 
instance: 
 

𝜙 𝑥   𝑐|𝑅 𝑥|   𝑐| 𝑥|   𝑐 |𝑅𝑥| , (13) 

 
with corresponding kernel: 
 

 𝑘 𝐱, 𝐲   
1

𝜎
||𝐱|| ||𝐲|| 𝐱 𝐲 , (14) 

 
So, it is enough to multiply the output of the OPU 

by an additional set of parameters γ, such that  

𝛾   , and optimize them with standard gradient 

descent. The parameter gamma is 𝛾 is not equivalent to 
the lengthscale parameter of the RBF kernel as it has 
simply a scaling effect on the kernel. 

On the regression problems, both proposed 
methods outperformed their main competitors. On the 
classification problems, the DFA-based approach was 
better only on one dataset, and on all other datasets the 
proposed methods performed better or equally well. 
Considering the comparison between the proposed 

methods, we see that End-to-End SE is more stable and 
requires a significantly fewer number of samples from 
the encoder, although Isolated SE showed slightly 
better results on classification problems. We 
considered including results obtained by running these 
models on the real OPU (Fig. 2). Unfortunately, the 
regression problems required such a large number of 
epochs that we could not perform the experiments in a 
reasonable amount of time. 
 

 
 

Fig. 2. Error comparison on classification (bottom) datasets 
for experiments on a real hardware. 

 
We also tested the performance of our approach 

with respect to the number of samples required to 
employ REINFORCE. We found that End-to-End SE 
can achieve good results with a small number of 
samples from the encoder, and the increase of number 
of samples does not seem to improve performance. In 
Fig. 3 we plot the convergence of the loss for one 
classification and one regression problem. The 
convergence curves indicate that the convergence 
speed benefits from the gradient variance reduction. 
 
 

 
 

Fig. 3. Convergence of the training procedure  
on classification problem: mocap dataset (top)  

and regression problem: Boston dataset (bottom). 
 
 
5. Conclusion 
 

We proposed a method inspired by reinforcement 
learning that allows us to use OPUs for approximately 
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solving kernel ridge regression on real-valued data. We 
have empirically shown that gradient-based supervised 
optimization of the binarization part is beneficial 
compared to unsupervised binarization and strategies 
that do not employ gradient information. 
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Summary: Data science and analytics (DSA) present a fresh perspective for tackling the indisputable devastating impacts of 
climate change (1). The influx of reputable sources has emphasized this reality including the New York Times, the Washington 
Post, the Guardian, to name a few examples (2). DSA forged with STEM coin a novel diversified framework that directly aim 
at climate change. The STEM encompasses the vital ingredients for DSA thus was judged to be more fitting to the novel 
framework than traditional programs. In addition, DSA revolves around data which is drawn from the climate itself. No one 
can dispute the unimaginable growth nowadays in data. Doesn't this reality imply the massive demands for professionals who 
can transform the data into useful information rather than just capturing and storing it? How can they be prepared? STEM 
platforms can be shaped to seamlessly fit DSA and climate change for the coined trifold framework. The primary objective of 
this paper is to coin a novel trifold perspective that somehow overlooked in the literature. We expect a rapid and widespread 
adoption of this introduction by the pertinent organizations. It should be noted that climate change and climate change impacts 
are interchangeably used in this paper. 
 
Keywords: Climate change, Data science, Data analytics, Big data, Python, STEM. 
 

 
1. Introduction 
 

Climate change and its undeniable devastating 
impacts on planet earth and its occupants has become 
the greatest challenge to mankind. Data Science and 
analytics have also spread to almost all facets of 
humans' lives. In spite of the abundance of climate 
data, the data science has little impacts on finding 
practical solutions to the increasing severity of climate 
change. This discrepancy stems from the complex 
nature of climate data as well as the complex questions 
climate science brings forth. 

This paper bridged the gap between data science 
and analytic, and climate change impacts. It coined a 
novel thrifold framework. Despite the growing calls to 
figure out effective strategic frameworks for the future 
generations of world professionals, the vision(s) for 
effective pathway(s) is blurred. The paper envisioned 
the STEM as the incubator for the urgently needed 
professionals who are prepared to properly stimulate, 
discover, explore, detect and capture, and facilitate 
finding sound solutions to climate change impacts. 
 
 
2. Climate Change 

 
To gain a meaningful framework to the data 

challenges in climate science, it is helpful to examine 
elements at the core of the climate analysis [3]: [1] the 
integration of the data in meaningful presentations; and 
[3] realistic climate models and simulations supported 
by real data. 

A study by NASA Technical Reports Server [3] 
provided an in-depth look at how massive amounts of 
data can be leveraged and analyzed to generate viable 
solutions to the threat of climate change. In general, the 

knowledge we gain from the data depends on its 
generation, dissemination, and analysis. This paper 
suggests the preparation of future generation of DSA 
to enhance the understanding of the climate change 
based on the data records and pertinent models. In 
other words, better understanding the implications of 
the vast datasets and the deployment of the right 
computational resources and useful applications. 
 
 
3. STEM 
 

The climate challenges have brought the STEM to 
the fore front in capacity building [5, 6]. With the wide 
spreading coverage surrounding climate change and its 
undeniable devastating impacts, the logical question is 
don't the integration of DSA and STEM hold the 
promise not only the needed solutions but also the 
preparation of future professionals. This paper 
considers such integration is prudent to ensure that the 
practitioners can convert the overwhelming data to 
practical advantages. In addition, our novel framework 
uses STEM as an incubator that to harnesses the 
boundless data and climate to create positive solutions. 
 
 
4. Data Science Perspective 

 
Data is any events that can be measured or 

categorized [7]. Once collected, the data can be studied 
and analyzed both to understand the nature of the 
events and very often also to make predictions or at 
least to make informed decisions. 

DAS is a process consisting of several steps in 
which the raw data are transformed and processed to 
produce data visualizations and can make predictions 
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using analytic models. So, data analysis is a process 
chain consisting of the following typical sequence of 
stages: problem definition, data extraction, data 
cleaning, data transformation, data exploration, 
predictive modeling, model validation, visualization 
and interpretation of results, and deployment. As 
previously mentioned, the scope of this paper does not 
cover detailed elaboration on these stages. 

One may ask: why Python? Python and Java are 
sharing the first rank among all commonly used tools 
worldwide. Python has many advantages including 
open-source and free, easy to intuitively learn, 
excellent on line community, integrate well with other 
packages, and faster than similar tools such as R and 
MATLAB. 

As previously mentioned, this paper is the first in a 
serious of papers that will provide details on the 
suggested trifold framework. 
 
 
5. Conclusions 
 

The inseparable relationship between data and 
climate sciences connects the alleged disparities 
between the respective professionals, thus direct them 
to pursue promising technological discoveries and 
visions to provide solutions to climate change impacts 
[8]. DSA has a pivotal role to play within the realm of 
climate change. Any pattern or trend would be 
deficient if the used data is inadequately interpreted, 
analyzed. The logical question is who to take on this 
task and are they well prepared for it ? This paper 
answers this question by coining for the first time a 
novel python-based trifold data science, stem, climate 
change framework where climate change provides the 
data (ingredients), DSA provides the recipes (how to), 
and STEM provides the kitchen for solutions  
(edible meals). 
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Summary: In this work, we propose to progressively increase the training difficulty during learning a neural network model 
via a novel strategy which we call mini-batch trimming. This strategy makes sure that the optimizer puts its focus in the later 
training stages on the more difficult samples, which we identify as the ones with the highest loss in the current mini-batch. The 
strategy is very easy to integrate into an existing training pipeline and does not necessitate a change of the network model. 
Experiments on several image classification problems show that mini-batch trimming is able to increase the generalization 
ability (measured via final test error) of the trained model. 
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1. Introduction 
 

Training a neural network model which generalizes 
well (has good performance on unseen data) is a highly 
desirable property, but is not easy to achieve. 
Nowadays, most often adaptive gradient methods like 
the Adam optimizer [1] are used for training a model 
as they are much easier to handle (less sensitive to 
weight initialization and hyperparameters) compared 
with mini-batch stochastic gradient descent (SGD). On 
the other hand, their generalization capability has been 
observed to be not as good as SGD [2]. 

In this work, we propose a simple strategy which 
we call mini-batch trimming to increase the 
generalization capability (measured for image 
classification problems as the error of the final model 
on the test dataset) of a trained model. The strategy is 
easy to integrate into an existing training pipeline, does 
not need a modification of the model structure and is 
independent of the employed optimizer (so can be used 
for both SGD and Adam-like methods). Its motivation 
lies from the fact that humans do learn subjects (e.g. 
algebra) ‘from easy to hard’: We first learn the basic 
concepts of a certain subject and learn the more 
advanced topics later. In the same way, we want our 
optimizer to focus in the later training stages on the 
more difficult samples in the dataset. E.g. for image 
classification, these are the ones which are harder to 
classify correctly. 

Our strategy has similarities with curriculum 
learning methods and importance sampling methods. 
In curriculum learning (see the survey in [3]), during 
training the samples are presented in a more 
meaningful order (e.g. from easy to hard) instead of the 
default random order. Importance sampling methods 
do not treat all samples in a dataset in the same way, 
but instead bias the selection of samples via a certain 
criterion. E.g. in [4], typicality sampling is used to 
overweight highly representative samples during 
training. A disadvantage of this approach is that it has 
a complicated workflow, which involves density 

clustering (via t-SNE algorithm [5]) in the  
sample space. 

In the following section we will describe our 
proposed mini-batch trimming strategy, whereas in 
section 3 experiments will be done on standard image 
classification problems which demonstrate that the 
strategy leads to models which generalize better. 
 
2. Mini-batch Trimming 
 

The training of a neural network model is usually 
done iteratively. In each iteration, a mini-batch 
consisting of B samples (where B is typically 64 or 
128) is drawn randomly from the training set, the mean 
loss for the mini-batch is calculated in the forward pass 
and in the backward pass the gradient of the mean loss 
is utilized to update the model weights. 

In order to focus more on the harder samples in the 
mini-batch, we propose a strategy which we call  
mini-batch trimming. As we cannot quantify the 
‘hardness’ of a sample 𝜑 exactly, we take the  
per-sample loss 𝐿 𝜑  as an estimate of its hardness. 
This makes sense, as the more difficult samples in the 
training set typically also have a higher loss. We 
modify the forward pass now in the following way: 
First the per-sample loss 𝐿 𝜑  is calculated for all 
samples in the mini-batch. Now all samples in the 
mini-batch are sorted using the per-sample loss as 
criterion. The mean loss is now calculated only from a 
fixed fraction of the samples in the mini-batch with the 
highest per-sample loss. So we are calculating sort of 
a trimmed mean instead of the usual mean. For 
selecting the fraction p of the samples with the highest 
loss the Pytorch framework provides the torch.topk 
operator, which is also differentiable. 

In this way, in each training iteration the update of 
the model weights is biased towards the more difficult 
samples. In the fashion of curriculum learning, the 
fraction p is linearly decreased during training. For the 
first epoch p has the value 1.0 (take all samples in  
mini-batch into account), whereas in the last epoch p 



3rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2021),  
17-18 November 2021, Porto, Portugal 

31 

is set to 0.2 (focus only on the 20 % samples in the  
mini-batch with the highest loss). Experiments have 
shown that this is a sensible choice. Note that for neural 
networks without batch-normalization layers (e.g. 
transformer architectures for natural language 
processing), mini-batch trimming brings also a 
runtime improvement, as the backward pass then 
depends only on a part of the mini-batch1. 
 
 
3. Experiments and Evaluation 
 

For the experiments and evaluation, we employ 
three standard datasets for image classification: 
SVHN, CIFAR-10 and CIFAR-100. The datasets 
consist of 32×32 pixel RGB images, which belong to 
either 10 classes (SVHN and CIFAR-10) or  
100 classes (CIFAR-100). We use the Adam 
optimizer, with learning rate set to 0.001 and weight 
decay set to 0.0001. The mini-batch size is 128 and 
training is done for 150 epochs, with the learning rate 
decayed by a factor of 0.5 at epochs 50 and 100. We 
perform the experiments with two popular neural 
network architectures for computer vision, Resnet-34 
[6] and Densenet-121 [7]. 

To measure how well the trained model is able to 
generalize, we utilize the top-1 classification error of 
the final model on the test set (which of course has not 
been seen during training). For each configuration, we 
do 10 different runs with random seeds and take the 
average of these 10 runs. We compare the standard 
training with the variant with mini-batch trimming 
enabled. Results of the experiments can be seen in 
Table 1. The evaluation shows that mini-batch 
trimming is able to improve the generalization 
capability of the model in nearly all cases, except for 
one case (Densenet-121 architecture on CIFAR-10 
dataset) where there is a slight regression in the model 
performance. 
 
 
Table 1. Comparison of training with mini-batch trimming 
disabled / enabled for various network architectures  
and datasets. The first value in each cell is the average test 
error (in percent, averaged over 10 runs) with mini-batch 
trimming disabled, the second value is with mini-batch 
trimming enabled. The lower value is marked in bold. 

 

Dataset 
Network architecture 

Resnet-34 Densenet-121 
SVHN 5.87 / 5.76 4.62 / 4.42 

CIFAR-10 17.43 / 17.01 10.10 / 10.19 
CIFAR-100 48.19 / 47.72 32.95 / 32.18 

3. Conclusion 
 

We presented a novel strategy called mini-batch 
trimming for improving the generalization capability 
of a trained network model. It is easy to implement and 
add to a training pipeline and independent of the 
employed model and optimizer. Experiments show 
that the proposed method is able to improve the model 
performance in nearly all cases. In the future, we plan 
to investigate and integrate this strategy within a 
distributed training framework like DeepSpeed. 
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Summary: Ultrasound scanner generated ‘echo’ images have become a prevalent source of data for cardiovascular disease 
research. The Boston Children’s Hospital (BCH, USA) cardiology department has developed echo image handling software 
for multicenter studies of residual surgical outcomes [1] and cardiovascular Covid 19 effects [2]. To facilitate the enrollment 
needs of these multi-center efforts, image processing tools have been designed to prepare image transmissions and simplify 
measurement reporting. In this paper we provide a brief overview of implemented Corelab software tools, and offer approaches 
to data preparation steps needed by different study pipeline stages. 
 
Keywords: Corelab, HIPAA, Protected health information, Ultrasound images, Structured reporting. 
 

 
1. Echo Image Data Preparations by Sites 

 
An ‘echo Corelab’ is organized to analyze 

ultrasound images collected from participating 
research sites. Typically, an echo study sent to the 
Corelab might contain 100 or more image files. When 
the images are received, they are reviewed by medical 
experts to measure structural tissue dimensions and 
assess cardiac disease states. 

Before an echo study is generated by the research 
site, the anticipated images will be assigned a research 
ID to uniquely identify data before, during, and after 
transmission. As site images are prepared, this id and 
subject details such as patient age, height, or weight 
will also be provided. These additional meta-data 
elements form the basis of the subject’s classification 
for research statistics. 

A challenging aspect of the site’s image 
preparation is to ensure the data released to the Corelab 
will be purged of information potentially identifying 
the research subject. A government regulation such as 
HIPAA [3], might form the context for  
de-identification steps that will need to be performed 
at the site before images can be transmitted and 
released. Shown in Fig. 1, the de-identification 
processing effectively removes patient ids, names, or 
other data considered to be protected health 
information (PHI). 

Some challenges are introduced to site  
de-identification processing that arise from various 
Digital Imaging and Communication in Medicine 
(DICOM) image formats implemented by echo 
scanners at different sites. To have one standard for  
de-identification, applied software seeks to render 
every type of scanner image format and provide for 
intuitive surveying and redaction of PHI. For this 
process to be seamless, we have introduced tools to 
quickly define PHI regions from key images of the 

study, and to expand the key region definitions to 
redact all study images automatically. 

 
2. Echo Study Review by Corelab 
 

When de-identified files are received at the corelab, 
the important process of image analysis follows a 
defined protocol that will be encoded as a structured 
echo report. The report’s items might consist of results 
from tissue dimensions that are measured. Other items 
document subjective indications for the ‘presence or 
absence’ or functional severity of disease conditions. 

The format of each report item begins with a unique 
concept code to identify the type of measurement the 
item represents. Each concept code is generated by 
selecting from entries of a concept dictionary defined 
by one or more standards [4]. From the concepts 
selected for the report, the echo report’s structure is 
then formed as a coded data tree. 

‘Traced’ report items are based on reviewer 
generated outlines drawn as image overlays. These 
traced measures might include point-to-point distance 
assessments, heart chamber cross-sectional areas, or 
the velocity quantifications of blood flow or tissue 
motion by techniques of Doppler echo processing [5]. 
Other report items will be additionally generated as 
derivative results calculated from inputs provided by 
the tracing measures. These derivative calculations 
consist of 3D reconstructions of the heart chamber 
volume [6] and statistical identifications of 
measurement outliers from normal ranges [7].  

Following the completion of traced measures, 
coded assessments, and derivative calculations, the 
echo report is finalized with the signature of the 
corelab reviewer. Signed study findings are then ready 
for inclusion with results from other completed studies 
in a statistical pool. All collected data is reviewed by a 
committee to reach a consensus on achieved study 
aims and statistics to be published. 
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Fig. 1. Protected health information (PHI) is redacted by software identifications of PHI sensitive image pixels  
and data elements. 

 
3. State of the Art Considerations 
 

As the corelab pipeline is comprised of different 
steps, the processing to be applied at each stage will 
benefit from a shared data format. In practice, a 
uniform format is realistically achieved by software 
components designed to seamlessly exchange data. 
Simplifications are then achieved, if one installed 
software package can be applied to handle all pipeline 
processing requirements. 

We suggest that as more research centers become 
active corelab sites, limitations of personnel or budgets 
could suggest a need to alter the corelab image flow 
model. Centralized reviews of received images might 
be transformed to have images remain with the site, 
where measurement results would be generated and 
sent to a central repository. In this distributed 
reviewing model, the requirement for extensive image 
PHI preparations would be mitigated, along with 
associated software configuration and training costs. 

 
 

 
 

Fig. 2. The result of a traced left ventricle long-axis dimension is measured and stored as an echo report item.  
 
 
In summary, an echo corelab is organized to 

receive and review ultrasound images generated by 
research sites. After site images are scanned and 
generated, the corelab data pipeline implements 
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software to check, prepare, transmit, measure, and 
report image based findings. 

In the future, this centralized data review model 
might be altered if sites could be provided with 
reporting capability to export findings instead of 
images. In this way, site image preparations for 
transmission might be circumvented - encouraging 
participation by new sites and expanded levels of 
patient enrollment. 
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Summary: This paper proposes the approach of Hilbert Transform (HT) and Time Averaging Techniques (TAT) to classify 
the Steady State Evoked Potential Signals (SSVEP) for control of robotic arm. Proposed system combines Ag-Agcl electrodes, 
customized SSVEP acquisition circuit, custom-made simulation panel, NI DAQ card, in LabVIEW environment for real time 
processing. The experimental results demonstrates the subject’s SSVEP controls the robot arm through the Brain Computer 
Interface (BCI) system with an increased accuracy up to 94.60 % with an increase in Information Transfer Rate (ITR) up to 
26.4 bits/min compared to other BCI controlled robot systems. 
 
Keywords: Brain computer interface (BCI), Steady state visual evoked potential signals (SSVEP), Hilbert transform (HT), 
Time averaging technique (TAT), Robotic arm control. 
 

 
1. Introduction 
 

Brain Computer Interface (BCI) technology is a 
foremost communication device connecting the users 
and systems. BCI is a technique [1] can be used to 
communicate a user’s intentions to external world 
without involving normal pathway like peripheral 
nerve system [2]. Typical applications of BCI are in 
Neuroprosthesis, control of robotic devices for  
day-to-day applications to regain the degree of 
independence by the people affected by neurological 
disorders [3]. The consistent use of BCI has also led to 
applications in stroke rehabilitation, sleep analysis and 
detection of other diseases [4]. In BCI, Electro 
Encephalo Graph (EEG) are often used to extract brain 
signals due to ease of use, good temporal and spatial 
resolution. Non-invasive method [5], record the brain 
waves using electrodes placed on the scalp without 
surgical incision, often used as compared to invasive 
method [6]. The sources for EEG signals are  
event-related synchronization/ desynchronisation 
(ERS/ERD), visual evoked potential (VEP), slow 
cortical potentials (SCPs), P300 evoked potentials, µ 
and β rhythms, etc. 

The SSVEP signals are the kind of EEG signals that 
respond to flickering signals that are greater than 6 Hz 
[7]. The majority of SSVEP based BCI 
experimentation is carried out for low and medium 
flickering frequencies which are less than 30 Hz. The 
main advantage of such flickering frequencies is that 
there will be an increase in the amplitude compared to 
frequencies greater than 30 Hz. The use of high 
frequencies can reduce the amplitude of the spectrum 
with a reduction in impulsive activity. Therefore, the 
presence of medium frequency is suitable for BCI 
application, since most of the promising results have 
been obtained for frequency range between 14 Hz and 
30 Hz. This research work focuses on SSVEP signals 

which have 60-70 bits/min, and requires minimum or 
no training with high Information Transfer Rate  
(ITR) [8]. 

SSVEP signals find applications in movement of 
wheelchairs [9], Neuroprosthesis [10], many more. 
The developed BCI system can be used to control 
movement of wheel chair with additional intelligence 
like interfacing of autonomous navigation system for 
path referencing [11].To control electrical wheelchair, 
stimulus used in real time experimentation is LED 
panel consists of four diodes oscillating at 13, 14, 15, 
and 16 Hz, associated with left, right, forward and 
backward directions respectively. Extended work in 
the control of wheelchair can be found with greater hit 
rates achieving between 60 and 100 % [12]. SSVEP 
signals are used to control a robotic car based on 
ensemble empirical mode decomposition based 
approach to output three commands like turning left, 
right and moving forward [13]. 

Recent studies in SSVEP based BCI enables the 
subject to serve for themselves, with an increase in 
accuracy of up to 91.35 % and ITR of 20.69 bits/min. 
The neural interface system was tested with subject 
suffering from ALS with questionnaire reply as 
feedback to improve the performance of the system 
[14]. Three other functions were integrated like video 
entertainment, video calling and active interaction, 
thus making multifunction wireless BCI system 
providing mean accuracy of 90.91 % and an increase 
in ITR up to 24.94 bits/min compared to earlier method 
[15]. Hilbert Transform and Multi Wavelet Transform 
(MWT) were applied along with neural network and 
SVM in classifying the SSVEP signals to control 
robotic arm reaching mean accuracy up to 90 % [16]. 
In addition to this, many research work were proposed 
on frequency coding of SSVEP signals, reaching an 
accuracy up to 97.5 % [17]. The present work focus on 
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phase coding of SSVEP signal for robotic  
arm control. 

With respect to the selection of embedded system, 
low cost FPGA based system is used for acquiring 
SSVEP signals to control the multimedia device with 
an accuracy of 89.2 % [18]. The conventional 
microcontrollers like MSP 430 [19], DSP processor 
[20] also finds application in BCI applications. The use 
of LabVIEW software requires exposure in field of 
BCI system for neuro rehabilitation application. 

The proposed SSVEP based robot arm system 
recognizes the subject’s SSVEP signal by gazing at the 
stimulus in cyclic order. By identifying the stimulus 
command, and applying the HT and TAT, the phase 
value is identified for control of robotic arm, 
developed using LabVIEW software. The visual 
stimulus with a flickering frequency of 25 Hz is 
designed using ATMEGA328P Arduino UNO 
microcontroller operating with a voltage of 12 volts. 
The customized SSVEP acquisition system is designed 
and tested against different forms of EEG signals 
(delta, theta, alpha, and beta) for operating at voltage 
of 9 volts battery [21]. The main finding in this paper 
is to develop and validate the results for attention 
dependence SSVEP based BCI system with little or no 
training and to integrate the subject’s SSVEP to 
LabVIEW using DAQ card for a three Degree of 

Freedom (DoF) robotic arm control. The experimental 
results obtained proves effectiveness of system by 
increasing mean accuracy and ITR compared to  
other works. 

 
 

2. Material and Methods 
 
2.1. System Configuration 
 

The subject’s SSVEP signal is acquired using 
single channel Ag-Agcl cup shaped electrodes placed 
at scalp (OZ, Right mastoid and ground) based on 
international 10-20 electrode system. The proposed 
SSVEP based BCI system recognizes Fig. 1 shows the 
SSVEP signal based simulated robotic arm control. 
The entire system constitutes of custom made SSVEP 
simulation panel, customized SSVEP EEG signal 
acquisition system (battery operated), flickering signal 
generator using Arduino, simulated robotic hand in a 
LabVIEW platform, a bio feedback audio buzzer of  
5 volts. The customized SSVEP signal acquisition 
system acquires subject’s SSVEP signal, amplifies 
using a instrumentation amplifier, band pass filtered 
(0.05 Hz to 30 Hz), notch filter (50 Hz) and amplifies 
with final stage gain amplifier. 

 

 
 

Fig. 1. Application of Hilbert Transform and Time Averaging technique to control simulated robotic arm. 
 

The amplified SSVEP signal is interfaced into 
LabVIEW environment using data acquisition card. 
The EEG signal in LabVIEW is then band pass filtered 
using third order Butterworth IIR filter for the cutoff 
frequency of 25 Hz. The filtered SSVEP signal is then 
applied with HT and SAT separately to classify the 
signal required for robot arm control. Finally, the 
Linear Discriminant Analysis classifies the SSVEP for 
control of robotic arm. The entire process is repeated 
twice and the buzzer will be activated upon the 
completion of process. 

 
 

2.2. Arduino Based Simulation Panel 
 

Fig. 2 shows the circuit for handmade SSVEP 
simulation panel consist of ATMEGA328P Arduino 
UNO microcontroller board with 4 white LED’s (one 
for each stimuli), transistor (of type SL100), and 
resistors. The flickering frequency of 25 Hz is decided 
by subjects participating in the experimentation from a 
range of frequencies varying from 21- 28 Hz, of which 
subjects expressed their comfortness to participate in 
the experimentation. 

 
 

Fig. 2. ATMEGA phase encoding circuit. 
 
 

3. Results and Discussion 
 

3.1. Hilbert Transform and Time  
       Averaging Technique 
 

Once the SSVEP signal is amplified and  
pre-processed, the next step is to interface the signal 
with LabVIEW using NI USB DAQ 6009. The 
interfaced signal is the third order Butterworth band 
pass filtered. 
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Let,Wssvep t  be complex analytical signal and 
given in equation (1) below, 
 

 Wssvep t   SSVEP 𝑡 𝑗𝐻 SSVEP 𝑡 , (1) 

 
where SSVEP 𝑡  is filtered EEG signal and 
𝐻 SSVEP 𝑡  is called Hilbert transform of SSVEP 𝑡  
and is defined by equation (2), 
 

𝐻 SSVEP 𝑡   
1
𝜋

𝐶. 𝑃. 𝑉
𝑥 ∝
𝑡 ∝

 𝑑 ∝ (2) 

 
The Instantaneous phase can be calculated from the 

complex analytic signal Wssvep t , as shown in below 
equation (3), 
 

(3) 

 
After the phase value is obtained by Hilbert 

transform as shown in Fig. 3, to increase the accuracy 
and validate the result, the time averaging technique is 
also implemented. 

 
 

 
 

Fig. 3. HT snippet to estimate phase of SSVEP Signal. 
 
 

The SSVEP filtered signal is averaged to a 
sampling frequency of 8 KHz to obtain 320 samples 
per epoch. The subjects were allowed to gaze the 
stimulus 1 having a phase shift of 0˚ for a time period 
of ~21 seconds (512 epochs). This signal segment is 
now averaged for 256 samples to detect the time 
reference tref using a waveform peak detector. The 
predicted practical value is now estimated by using the 
mathematical equation (4), 

 

 tinvref
i
practical titt *)1(   (4) 

 

The tinvt  between two different phase shift can be 

estimated using the relation (5), 
 

tinvt  = [(1/ sampling frequency)* No of epoch] / 4 (5) 

 

The estimated time interval tinvt  in the above case 

for sampling rate of 8 KHz is 10 milliseconds. Since 
this work mainly concentrates on 4 flickering having 
phase delay of 0˚, 90˚, 180˚, 270˚, the i

practicalt  is 

estimated in each case and compared with theoretical 
value. Upon successful comparison of phase value and 
time averaged values, the classifier classifies the 
SSVEP signal for translating appropriate commands 
for robotic hand control. 

Fig. 4 shows SSVEP signal recorded for time 
duration of 0.16 seconds (4 epochs), the signal is 
filtered with a band pass filtered to obtain filtered 
SSVEP signal. 
The both phase and time averaged falls close to that of 
theoretical value, then translational commands are 
communicated with the help of producer and consumer 
design pattern to control the robotic arm. The obtained 
phase value when Hilbert transform is applied is  
~ -0.74˚ and with time averaging technique is ~7.31˚. 
These results are very close to the value obtained for 
the subject focusing at stimulus 1. The practical time 
value for stimulus is ~13 milliseconds is also very 
close to theoretical value as that ~10 m seconds. This 
phase information is compared with standard phase 
values in this work (0˚, 90˚, 180˚, 270˚). 
 
 
3.2. Producer Consumer Design Pattern for Data  
       Transfer 
 

The classification of SSVEP signal and simulated 
robotic arm execute between two loops at different 
time interval. In order to ensure effective 
communication between the method, first loop, 
translational commands are obtained – acting as a 
producer, whereas in second loop, acquires this 
command to control robotic arm, thus works like the 
principle of master and slave configuration. 

 
 

3.3. Simulated Robotic Arm 
 

Fig. 5 shows simulated custom design robotic arm 
allows the only 3 DoF control by passing θ1 – base 
rotation, θ2 – segment 1 connecting base and one end 
of segment 2, θ3 – one end of segment 2 with end 
effectors. The robotic arm can be operated in one of the 
three modes- forward kinematics, inverse kinematics 
and trajectory planning, of which this work 
concentrate only on first two modes only. Upon the 
identification of phase value and time predicted value 
for different stimulus, the 3 DoF of robotic arm is 
controlled by passing three different arbitrary values of 
θ with the help of producer/ consumer pattern. 
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Fig. 4. HT and TAT for robotic arm control, results for subject 1 gazing at 0 ˚ stimulus. 
 

 
 

Fig. 5. Simulated robotic arm, (a): rotation of arm at initial position, (b) arm in full action. 
 
The entire 3 DoF robotic arm is controlled as 

follows, at first, the robotic arm is at or comes to initial 
position (θ1 = θ2 = θ3 = 0˚), when the subject gazes at 
stimulus 1 If the subject looks at stimulus 4, the three 
arbitrary angle values θ1 = 30˚,θ2 = 20˚and θ3 = 0º can 
be communicated. Intermediate working allows only 
θ1 and θ2 to work for stimulus 2 and θ2 and θ3 for 
stimulus 3. Between each stimulus a time delay of  
6 seconds is ensured to record the SSVEP signals 
accuractely. The entire process is repeated twice for 
better accuracy and audio feedback is initiated for two 
seconds and continued to be there for a time period of 
6 seconds. 

 
 

4. Results and Discussion 
 

Seven Subjects of age group starting from 34 to  
65 years have participated in the experimentation. The 
subject and simulation panel were at a distance of  
50 cm apart, and the subject is allowed to focus on the 
stimulus 1 to 4. These stimulus flicker at 25 Hz 
frequency with predefined phase delays of 0˚, 90˚, 
180˚, and 270˚ respectively. The SSVEP acquisition 
extracts the SSVEP signal for different stimuli, subject 
gazing at, amplifies and filters the signal. The 
amplified signal process through the LabVIEW 
platform, the required result is recognized and 
simulated robotic arm is controlled. 

Table 1 shows the results obtained for the different 
subjects participating the experimentation. The ITR is 
a method to evaluate the performance classification of 
SSVEP based robot control system and is defined by 
the equation (6) below, 

 

 

   
 

2 2

2

log log
60

,1
1 log

1
ssvep

N A A

ITR XA
BA

N

  
 

    

 (6) 

 
where N defined as the number of stimuli, A is 
accuracy in percentage and B is Command Transfer 
Interval (CTIin s/cmd). Out of seven subjects, four 
subjects showed good accuracy of 100 % and 
remaining three subjects showed accuracy of 87.5 %. 
The overall accuracy of the proposed system is with an 
accuracy of 94.60 %, with an ITR of 26.40 bits/min. 

 
 

Table 1. Experimental results of SSVEP based robotic  
arm control. 

 

Sub. 
(age) 

Error Value 
t in 
Sec 

Acc. 
% 
(A) 

CTI 
s/cmd 

(B) 

ITR 
bits/min HT TAT 

1(34) -- -- 27 100 3.37 35.60 

2(39) 180 -- 31 87.5 3.87 19.52 

3(44) -- -- 29 100 3.62 33.15 
4(49) -- -- 30 100 3.75 33.25 
5(58) -- -- 31 100 3.87 34.28 
6(64)  180 28 87.5 3.5 10.87 
7(65)  270 32 87.5 4.0 18.88 

Average 29.70 94.60 3.7 26.4 
 
 

The average values obtained in this work are 
compared with results obtained from similar works and 
are tabulated as shown in Table 2. The identified error 
values are due to, the subjects are not familiar in the 
experimentation process or either placement of 
electrodes resulting in reduction in SNR By using 
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phase coding method, the current work has proven 
good accuracy and ITR as compared other works. 

 
 

Table 2. Comparison of experimental results for phase 
coding with results obtained from similar works. 

 

Ref. Subjects 
Mean 

accuracy 
[%] 

Mean 
ITR [bits/ 

min] 
Robot type 

[14] 15 92.78 15 Robotic arm 

[15] 15 91.35 20.69 NA 

[18] 4 89.20 24.67 NA 

[22] 86 92.26 17.24 E-puck 

[23] 7 90.3 24.7 NAO 

[24] 11 91.36 NA E-puck 

[25] 7 88.80 NA Pioneer 3-DX 

[26] 3 73.75 11.36 
Lego 

Mindstorm 
[27] 5 84.4 11.40 NAO 

[28] 61 93.03 14.07 MRC 

[29] 10 80 NA NA 

[30] 15 90.91 24.94 robotic arm 

[31] NA 90 NA Robotic arm 
This 
work 

7 94.60 26.40 
3 DoF robot 

arm 
 
 
5. Conclusion 
 

This work demonstrates to apply SSVEP signals 
for control of robotic arm in real time, by using 
handmade visual stimulation panel with Arduino 
microcontroller to evoke subject’s SSVEP signal. 
Instead of using conventional EEG headsets and 
acquisition system, this work aims to use the designed, 
developed and validated customized SSVEP 
acquisition system. This work also focuses on 
LabVIEW and USB DAQ to acquire the subject’s 
SSVEP signal and apply signal processing algorithms 
to identify the phase. Finally the experimental results 
proves effectiveness of system with obtained results. 
The current work is an extension of [31] and graphical 
user interface provides easy to interface between 
SSEVP signals and robotic arm. Since the results are 
promising, this work can be extended further to 
combine different neurological signals to control 
external devices, providing an end – end solution for 
patients suffering from different types of neurological 
disorders. 
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Summary: Deep Neural Networks (DNNs) show high accuracy for several artificial intelligence tasks. However, resource 
limitations present major challenges for designers of specific DNN accelerators. On-chip memory needs a high amount of chip 
area, whereas external memory introduces off-chip transfers which consume significantly more energy. Different memory 
schemes have been proposed in the literature to shift the trade-off point between off-chip transfers and on-chip memory. 
Furthermore, the fusion of different layers also leverages this trade-off. However, the impact on the total energy consumption 
was not considered so far. In this paper, we extend the analysis with an energy model to minimize energy consumption while 
using the lowest possible amount of on-chip memory. For example, we see a memory reduction of 36 % at an unchanged 
energy consumption by using 14 fused-layers in ResNet-50. 
 
Keywords: Neural network accelerator, Fused-layer CNN, On-chip memory, Memory bandwidth, Energy estimation. 
 

 
1. Introduction 
 

Deep Neural Networks (DNNs) are widely used 
within computer vision tasks such as image 
classification. Dedicated hardware accelerators have 
been developed to extend the use cases to mobile 
devices [1]. Since these accelerators do not need to 
perform DNN training, their design is focused on 
inference. Therefore, the energy consumption per 
inference constitutes a key performance indicator. 
Since the amount of on-chip memory is limited, the 
data movement mainly contributes to the total energy 
consumption2 [2]. 

In order to parameterize an accelerator efficiently, 
designers have to trade-off between different memory 
schemes and the size of the on-chip memory. To locate 
an optimal design point, we introduce an energy model 
for on- and off-chip data transfers. This enables us to 
pinpoint the optimal size of the on-chip memory while 
reducing the total energy consumption. Furthermore, 
we are also able to locate the best number of  
fused-layers for a given architecture. 
 
 

2. Related Work and Problem Definition 
 

State-of-the-art DNNs mainly consist of 
convolutions. Their calculations contain several loops 
which can be executed in different orders. Possible 
memory schemes exploiting the different computation 
orders have been analyzed in [3]. Moreover, the effect 
of on-chip memory sizes and off-chip data transfers 
was presented as well. An estimation of the energy 

                                                           
 
2 The energy required for computation is mainly dependent 
on the number of operations for a network and neglected in 
this paper. 

consumption of a row-stationary dataflow and a given 
on-chip memory size was done in [4]. The off-chip 
transfers were further reduced by fusing convolution 
layers [5]. Consecutive layers are not calculated 
completely sequentially but the output features of the 
previous layer are directly reused within the next layer. 
Several improvements of the fused-layer algorithm 
have been introduced in the literature [6, 7]. 

However, the energy consumption of the 
mentioned memory schemes combined with  
layer-fusion has not been investigated yet. Therefore, 
an analysis and comparison of the on-chip memory and 
energy consumption exploiting different numbers of 
fused-layers is done in this paper. 

The remainder of this paper is organized as 
follows: In Section 3, the layers of DNNs are briefly 
described. Section 4 introduces an energy model and 
the memory schemes that are further investigated. In 
Section 5, we present the simulation results of the 
needed on-chip memory and energy consumption. A 
conclusion is drawn in Section 6. 
 
 
3. Layers within Deep Neural Networks 
 

Convolution layers are widely used within DNNs. 
Their working principle is illustrated in Fig. 1. In 
convolution layers, the feature map of layer 𝑙 consists 
of three dimensions 𝐴x, 𝐴y, 𝐶  whereas 𝐴x, 𝐴y  
represent the horizontal and vertical dimensions and 𝐶 
indicates the number of channels. The weights of 𝐹 
filters with a size of 𝑊x, 𝑊y, 𝐶  are applied to the input 
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feature map of layer 𝑙 in order to calculate the 
corresponding output feature map of layer 𝑙 1 . 
Each output feature 𝑎 𝑥, 𝑦, 𝑐  of layer 𝑙 1  is 
calculated according to equation (1) 
 

𝑎 𝑥, 𝑦, 𝑐   

 ∑ ∑ ∑ 𝑤  𝑗, 𝑘, 𝑖, 𝑐  
x

  ⋅  

⋅ 𝑎 𝑆x ⋅ 𝑥 𝑗, 𝑆y ⋅ 𝑦 𝑘, 𝑖 , 

0 𝑥 𝐴x , 0 𝑦 𝐴y , 0 𝑐 𝐹  

(1) 

 

The parameters 𝑆x and 𝑆y indicate the horizontal 
and vertical stride of the filters of the current layer. The 
colors in Fig. 1 highlight the calculations of two output 

neurons as an example. Each output neuron can be 
calculated independently from the others. Therefore, 
different orders of the computations can be applied. 
After calculating an output neuron, either the filter or 
the input features can be reused to calculate the next 
output neuron. In the context of this paper, we call the 
output of a hidden layer intermediate features. 

In this paper, we assume that the bias addition and 
the nonlinear activation function are directly applied 
after the complete computation of an output neuron. 
Therefore, these operations do not need additional 
memory transfers. Moreover, the simulations of the 
memory schemes also take the other layers of DNNs 
that require on-chip memory and data transfers, such 
as pooling, depth wise convolution, and layer addition 
of shortcut paths into account. 

 

 
 

Fig. 1. Working Principle of a Convolution Layer with 𝐹 Filters. The Colors of the Filters Match  
with the Resulting Output Neuron. 

 
4. Memory Schemes and Energy Estimation 
 

We assume a DNN accelerator with a hierarchical 
memory design. The processing elements of the 
accelerator have access to on-chip memory. As the size 
of this memory is limited in most designs, the on-chip 
memory can interact with an additional off-chip 
memory. In this context, the question of data 
partitioning and location with respect to cost 
optimization arises. 

In this paper, we divide the inference of a DNN 
model into two separate parts. The first layers of the 
DNN are fused [5]. The number of fused-layers starts 
from the first layer and is variable in our simulation. 
For these layers, we assume that all filters and a  
sub-set of intermediate features are stored on-chip 
resulting in no contribution to the off-chip bandwidth. 

Otherwise, all filters would have to be reloaded for 
each computation of a new output line. For the 
intermediate features, we assume a line buffer 
approach as presented in [6]. According to Fig. 1, one 
line represents all horizontal neurons of a specific  
𝑦 ∈ 0, 𝐴y  of the feature map including all channels. 
The number of lines is the sum of the filter parameter 
𝑊y and the stride 𝑆y. 

The non-fused layers are calculated sequentially 
using different memory schemes. The main 
distinguishing factor is whether the filters and 
intermediate features reside on- or off-chip. In case 
filters are stored off-chip, we still require a small  
on-chip buffer to store a sub-set of filters for the 
current calculation. The size of this sub-set of filters 
depends on how many filters the hardware can 
compute in parallel. We also assume double buffering 
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to load the next sub-set of filters during computation. 
In case intermediate features are stored off-chip, a  
sub-set of the input features of a layer must be stored 
in the on-chip memory as well. As described for the 
fused-layers, the additional memory size depends on 
𝑊y and 𝑆y. With these assumptions in place, we can 
distinguish the following memory schemes for the 
non-fused layers. Table 1 summarizes the different 
memory schemes. 

Full Stationary: Every filter of all layers and the 
maximum size of the input and output features fit in 
the on-chip memory. No access to off-chip memory 
during computation is needed. 

Feature Stationary: Only a sub-set of filters and all 
input and all output features of one layer are stored  
on-chip. The maximum memory size of all layers is 
needed. The sub-set of filters is applied to all input 
features before the accelerator processes the 
subsequent sub-set. 
 
 
Table 1. Storage Location of Different Memory Schemes of 

Non-Fused Layers 
 

Stationarity Filters 
Intermediate 

Features 
Full on-chip on-chip 
Feature off-chip on-chip 
Filter on-chip off-chip 

Dynamic 
on/off-
chip 

on/off-chip 

None off-chip off-chip 
 
 

Filter Stationary: The filters of the next layer must 
be loaded from off-chip memory during execution. 
Therefore, the maximum of all filters of a single layer 
and its subsequent layer must fit in the on-chip 
memory. Only a sub-set of input features is stored  
on-chip. All filters are applied to the sub-set of features 
before the next sub-set is used. 

Dynamic Stationary: The storage location of each 
layer is chosen between the schemes Feature 
Stationary and Filter Stationary to minimize the 
required on-chip memory. Once Feature Stationary is 
chosen, the memory scheme does not change as the 
size of the filters increases with an increasing number 
of layers for most DNNs. 

None Stationary: Only a sub-set of filters and input 
features is stored on-chip. All sub-sets of filters are 
applied to the same feature sub-set before the next 
features are processed. So, each sub-set of filters has to 
be loaded multiple times during computation  
of a layer. 

The energy estimation is based on a model of a  
45 nm process node of [8], which is applied in other 
publications about hierarchical memory accesses for 
accelerators [2]. The existing energy model describes 
the energy per data access for on- and off-chip 
memories. It does not include the static energy 
consumption of the on-chip memory. However, the 
relative energy costs are similar to other energy 
analysis of memory accesses of commercial process 

nodes [9]. We extra- and interpolated the given energy 
of the on-chip accesses using a logarithmic 
dependency on the on-chip memory size. In a 
synthesized design, the on-chip memory is divided into 
several banks of smaller standalone memories to 
contain functionalities such as concurrent read and 
write. In the used model, the energy consumption of an 
off-chip transfer is between 38 and 21 times larger than 
the on-chip energy consumption for an on-chip 
memory size in the range of 0.1 MB to 1.0 MB. 
 
 
5. Simulation Results 
 

Fig. 2 shows the simulation results of ResNet-50 
[10]. The size of the input image is 400×400 pixels. All 
simulations are done for an accelerator based on a 
MAC array calculating 16 channels of 16 output 
neurons in parallel. The accelerator uses an output 
stationary dataflow. However, the simulations could 
be extended to other dataflows as well. We divide the 
on-chip memory into 8 different banks and the word 
length of all operands is 8 bit. The simulations do not 
contain the memory consumption and data transfers of 
other metadata, e.g. instructions, because filters and 
features should represent the majority of data. 

Fig. 2 (a) illustrates the on-chip memory accesses 
𝐷on-chip, which involve loading from and saving to the 
on-chip memory. For Full Stationary, the transfers 
only include the features and filters processed by the 
MAC array and its outputs. That represents the 
minimum of data transfers needed to compute a 
convolution on the accelerator. For the other memory 
schemes, features or filters have to be loaded from or 
stored to the off-chip memory. Off-chip data has to 
reside on-chip before further processing. Therefore, 
the off-chip transfers contribute to the on-chip memory 
accesses as well. As a result, the size of the on-chip 
transfers is larger than the mentioned minimum. This 
gap is reduced with an increasing number of  
fused-layers as fewer off-chip transfers occur. 
Compared to Filter Stationary and Dynamic 
Stationary, the on-chip transfers of Feature Stationary 
decrease slower with a higher number of fused layers 
as only filter data is stored off-chip. 

Since the additional on-chip transfers bear a direct 
relationship to the occurring off-chip accesses, plotting 
these would be redundant. Full Stationary does not 
have any off-chip transfers. Moreover, Feature 
Stationary shows high reuse of the data stored in the 
on-chip memory as no intermediate features have to be 
stored off-chip. In contrast, the off-chip transfers for 
None Stationary are significantly higher. 

In general, the size of the total on-chip memory, 
Fig. 2 (b), increases with a growing number of  
fused-layers because more filters need to be stored  
on-chip. However, Feature Stationary shows a decline 
for some fused-layers as the reserved on-chip memory 
for the intermediate features has to be adapted to the 
largest non-fused layer. As the intermediate features 
are getting smaller during interference this effect 
contradicts the growing amount of filters. Only taking 
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the on-chip memory into account, None Stationary 
achieves the best results. 

 
 

 
 

Fig. 2. On-Chip Memory Transfers, Size of On-Chip 
Memory and Energy Consumption of ResNet-50 with Input 

Image Size of 400 400 Pixels. 
 
 

Graph Fig. 2 (c) shows the total data movement 
energy consumption 𝐸total during inference for the 
different memory schemes. Compared to Fig. 2 (b) 
None Stationary has the highest energy consumption 

(not shown for few fused-layers as it is around four 
times larger) due to the high amount of off-chip 
transfers. Also, Filter Stationary performs  
sub-optimal. Storing filters off-chip and intermediate 
features on-chip, Feature Stationary, results in the best 
results for a low number of fused-layers. These 
observations demonstrate the major trade-off between 
energy consumption and on-chip area. Optimizing for 
a small area footprint alone can lead to excessive 
energy consumption. However, 𝑀chip can be reduced 
by 2.78 Mb without an increase of 𝐸total by choosing 
Feature Stationary and 14 fused-layers. This 
corresponds to a memory saving of 36 % compared to 
using no fused-layers. Nearly the same values of 𝑀chip 
and Etotal can be reached for Dynamic Stationary as 
well. Since more fused-layers are needed in this 
scenario, Feature Stationary can be preferred for 
designs with limited support of fused-layers. 
Additionally, the determination of fused-layers should 
be investigated before implementation as a higher 
number of fused-layers not always results in a lower 
Etotal but in a higher Mchip. Moreover, the energy 
consumption of Dynamic Stationary can be reduced by 
35 % for using 29 fused-layers compared to the  
non-fused case. 

It should be noted that the dimension of the 
compute array also affects the number of on-chip 
load/store operations because data can be reused more 
efficiently. In consequence, the results for the energy 
consumption can vary for the different cases. For 
example, it is possible that Full Stationary can achieve 
the highest energy efficiency for big array dimensions. 
 
 

6. Conclusion 
 

In this paper, we extended the analysis of different 
memory schemes with an energy model under the 
assumption of layer-fusion. Optimizing only for a 
small area footprint was shown to be sub-optimal in 
terms of energy consumption. Also, there often exists 
an optimum for the number of fused-layers, which is 
dependent on the network and the hardware topology. 
Hence this number should be a flexible design 
parameter for accelerating various networks and input 
sizes. As shown by an example, 36 % memory savings 
for ResNet-50 can be reached without an increase in 
energy consumption. 
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Summary: Short-term residential load forecasting is an essential task for electricity load balancing. Due to the volatility of 
residential load, deep learning has gained success recently because of its ability to capture non-linear relationships within 
hidden layers. Several techniques such as clustering are added to enhance the performance by sharing the similarities between 
different users. However, this sharing mechanism mixes all information together inside the neural network without the 
specification of shared parts. Moreover, it cannot be adjusted by hyperparameters with different levels of similarities. This 
paper proposes a novel deep learning model more flexible and explainable with multi-task learning to share the similarities 
between different users provided with hyperparameter. Our deep learning approach combines residual network and long short-
term memory recurrent neural network based on prior knowledge of load forecasting. The results show that our multi-task 
model outperforms single task models with clustering. 
 
Keywords: Short-term load forecasting, Multi-task learning, Deep learning, Clustering, Long short-term memory, Residual 
connection. 
 

 
1. Introduction 
 

Short-term residential load forecasting is one of the 
most difficult task for energy balancing because of its 
volatility. Clustering based deep neural network has 
been tested as one of the effective approach to enhance 
the model performance by sharing the similarities [1]. 
However, the sharing mechanism in the neural network 
is ambiguous: similar users are trained together, so that 
the weights and bias are learned from a mixed dataset 
which does not distinguish the specific and shared 
parts between different users. Furthermore, such model 
cannot be adjusted by hyperparameters with different 
levels of similarities, for instance, the dynamic time 
wrapping (DTW) distance, and the ambiguity of the 
sharing mechanism makes the model less explainable. 
Therefore we propose a novel deep neural networks 
with multi-task learning to solve these problems. In 
this paper, we will compare the common approach of 
single task deep neural networks with clustering and 
our residual long short-term memory (LSTM)  
multi-task learning (MTL) neural network on the CER 
open data set [2]. 
 
 
2. Residual LSTM 
 

The most common approach of load forecasting 
with clustering is to separate the clustering and 
prediction model into two stages: group similar users 
with clustering algorithm; then train different groups 
separately [3]. One of the most widely used clustering 
method for short-term load forecasting is K-means [4]. 
We adopt K-means as well and the DTW distance to 
measure the similarity in this paper. 

The prediction model may be chosen among a wide 
variety of possibilities. As a matter of fact, many 
different architectures have been analyzed for  
short-term load forecasting: multi-layer perceptron [5], 
Convolutional Neural Network (CNN) [6], Gated 
recurrent unit (GRU) [3], LSTM [7], mix of CNN and 
LSTM [8], residual neural network [9], etc. In this 
paper, residual connection and LSTM are adopted as 
the baseline prediction model. 
 
 
2.1. Residual Connection 
 

Residual connection has been firstly proposed in 
ResNet [10] for the sake of training deeper neural 
networks. The reason is that the residual connection 
smooths the loss landscape of neural networks to make 
it easier to converge [11]. Because of its effectiveness, 
many different neural network architectures with 
residual connection have been designed for load 
forecasting: Kiprijanovska et al. [9] chose  
fully-connected layer as the inner structure of residual 
block while Gong et al. preferred LSTM as internal 
layer [12]. Besides, Temporal Convolutional Networks 
which has gained attention recently for load 
forecasting [13, 14] also adopts residual connection to 
ease the training. 

Another reason to choose residual connection 
which has not been shown in the other references is the 
explanation of prior knowledge for load forecasting. 
Because the load profile of day d+1 usually does not 
change much compared to the day d, so that in order to 
predict the real value of d+1, it is convenient to predict 
the residual of the day d+1 to the day d where the 
identity shortcut of residual block serves the need. 
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2.2. LSTM 
 

Recurrent Neural Networks (RNN) is one of the 
most popular neural network for sequence modeling 
thanks to the feedback connections to share parameters 
over time. However due to the vanishing and exploding 
gradient problem, the variant named gated RNN is 
more commonly used for long sequences. Short-term 
load forecasting is not only influenced by the variables 
at current time but also the past pattern, for instance, 
the profile of last 24 hours, which explains the 
popularity of two gated RNN for short-term load 
forecasting: LSTM and GRU [3, 7, 15, 16]. Therefore, 
in this paper, we select one of the most popular gated 
RNN, namely LSTM with residual connection as the 
baseline model (shown in Fig. 1) for the following 
comparison of single task learning and MTL. The logic 
of this residual LSTM block design is to learn the 
characteristics of residual load with LSTM before 
addition operation, and then add the identity shortcut 
to form the real load in order to share with the other 
load in the next stage. In other words, the sharing stage 
is manipulated between complete loads rather than 
residual loads. 
 

 
 

Fig. 1. Baseline model. 
 
 

3. Multi-task Learning 
 

The common approach with clustering belongs to 
the single-task learning category which has only one 
loss function to measure the error. The weights and 
bias are trained by the mixed data set, so the shared 
information are represented by these weights and bias 
but in an ambiguous way. The effectiveness of 
clustering [1, 3] inspires us to propose MTL as another 
sharing approach to improve the model performance 
but in a more clear way. 

MTL is a subfield of machine learning that learns 
multiple tasks jointly to enhance the model 
performance. It meets success in not only natural 
language processing [17] but also computer vision 
[18]. However, the application of MTL in load 
forecasting is relatively rare: Gilanifar et al. [19] 
proposed regularization based MTL by sharing  

low-rank structures, which outperformed the 
clustering-based method and single task learning; 
Zhang et al. [20] investigated the multi-task gaussian 
process model for short-term load forecasting and 
showed its superiority over single task learning thanks 
to the shared hidden variables. MTL has also been used 
to learn multiple different loads such as electricity, 
cooling, heat, gas load at same time [21]. However, it 
is different from our sharing mechanism: they shared 
different sub loads rather than loads from different 
users, thus their loads’ characteristics of different users 
are still mixed inside the model. To the best of our 
knowledge, MTL has never been used to share 
between different users with neural networks. Our 
proposed model is presented in Fig. 2 with two 
branches. 
 

 
 

Fig. 2. Residual LSTM Multi-task learning. 
 

These two branches allow each user to keep its 
specific characteristics before concatenation, and then 
the weight matrix of the last fully-connected layer keep 
their sharing information. The hyperparameters to tune 
the different level of sharing are the weights of the two 
loss functions, then the MTL loss is calculated by the 
weighted average of these loss functions. In the 
following part, we use ratios of the weights as the 
hyperparameter to tune the model. 
 
 
4. Comparison on the CER Data Set 
 

The CER dataset contains 4232 Irish residential 
consumers with three variables: meter ID, time and 
load from 1st July 2009 to 31st December 2010 with 
time interval of 30 min. In order to enrich the dataset, 
we preprocess the time variable to 4 variables ‘day’, 
‘day of week’, ‘month’, ‘hourmin’ which encodes the 
hour and min variables into one integer with interval 
[1, 48]. The load is standardized during training, but 
the errors for comparison are recomputed on the 
original scale. Dataset is split into train set of the first 
70 % dataset, validation set of the next 20 % and the 
last 10 % as test dataset for the prediction model. We 
aim to predict the next day profile with input sequence 
length of 48 and prediction horizon of 48. 

The number of neurons for LSTM is 48 with  
many-to-many structure followed by a fully-connected 
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layer of 5 neurons. We add the last fully-connected 
layer of 5 neurons after Residual LSTM block in order 
to control the variables of comparison with MTL 
model. These hyperparameters are the same with the 
MTL model. We set concatenation axis along the 
variable axis rather than the time axis, thus the output 
of concatenation layer is (48, 10) to multiply the 
weight matrix in the next fully-connected layer. 
Because we assume the residual load is a small value, 
we thus adopt zero initializer for the fully-connected 

layer. We use the Adam optimizer with learning rate 
0.0001 and stop at the optimal epoch before 
overfitting. We implement our model with 
TensorFlow, Tslearn, Numpy and Pandas. 

To illustrate the difference between the common 
approach and our proposed model, we follow firstly 
the common approach to cluster the dataset into four 
subsets by K-means and DTW distance (shown  
in Fig. 3). 

 

 
 

Fig. 3. Four classes clustered by DTW K-means. 
 

For the sake of computation complexity, we choose 
two users randomly in one of the classes then train 
them on the baseline Residual LSTM model (shown in 
Fig. 1). This single task learning result is presented in 
Table 1 as ‘single’. 

In order to compare with single task learning, the 
same two users’ loads are trained on the Residual 
LSTM MTL model (shown in Fig. 2) with different 
ratios of loss functions. Table 1 lists the results of 
Mean squared error (MSE), Mean absolute percentage 
error (MAPE) and Mean absolute error (MAE). 

 
 

Table 1. Comparison of single task learning and multi-task 
learning with different ratios. 

 
Ratio 
A/B 

MSE 
A/B 

MAPE 
A/B 

MAE
A/B

single 0.370/0.079 0.423/0.340 0.424/0.190

1.0/0 0.232/0.112 0.372/0.541 0.354/0.255 
0.8/0.2 0.292/0.055 0.374/0.304 0.369/0.166
0.5/0.5 0.258/0.078 0.340/0.328 0.352/0.191
0.2/0.8 0.177/0.138 0.322/0.344 0.307/0.213
0/1.0 0.469/0.100 0.608/ 0.361 0.531/ 0.215

 
Ratio 1.0/0 is an extreme case that the weight of 

user A equals to 1 and the weight of user B equals to 0 
which means that the MTL loss function is the same as 
the loss function of user A single task learning. And 
the ratio 0/1.0 means that no loss backpropagates to 
train load of user A. Figs. 4 & 5 detail 2 days prediction 
performance of user A (1059) and user B (1015). The 
ratio 0/1.0 of Fig. 4 and ratio 1.0/0 of Fig. 5 show 
clearly the untrained result. 

Except the untrained neural network, all the other 
MTL with different ratios outperform single task 
learning which proves the effectiveness of MTL. By 
analyzing Figs. 4 & 5, MTL adds more power to 
imitate the pattern of the real load, it contains less lags 
than single task learning but it needs more capability 
to predict the peak value. Thus, our future work 
concentrates on improving peak prediction accuracy. 
Another interesting result is that the optimal ratio of 
user A is 0.2/0.8 with the smallest error and the optimal 
ratio of user B is 0.8/0.2. We think it may relate to the 
characteristics of load profiles and their correlation. 
But it needs more tests on different users to 
demonstrate our analysis which leads to our  
future research. 
 
 
5. Conclusions 
 

This paper proposes a novel deep learning 
approach with multi-task learning to share the 
similarities between different users. The comparison 
on the CER data set shows its superiority over  
single-task learning with the baseline residual LSTM 
considering the prior knowledge of load forecasting. 

The proposed MTL architecture separates the 
specific and shared parts in neural network with 
another new hyperparameter ratio to tune the model 
for an optimal performance. The result shows that 
MTL can imitate the pattern of the load profile 
however it needs more capability to predict the peak 
value which leads us to future research. The choice of 
the optimal ratio requires further research as well. 
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Fig. 4. Load comparison between single task and multi-task with different ratios (User 1059). 
 

 
 

Fig. 5. Load comparison between single task and multi-task with different ratios (User 1015). 
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Summary: We present a deep self-supervised method for anomaly detection on time series. We apply this methodology to 
detect anomalies from cellular time series. In particular, this study focuses on cell dry mass, obtained in the context of  
lens-free microscopy. 

The method we propose is an innovative two-step pipeline using self-supervised learning. As a first step, a representation 
of the time series is learned thanks to a 1D-convolutional neural network without any labels. Then, the learned representation 
is used to feed a threshold anomaly detector. This new self-supervised learning method is tested on an unlabeled dataset of  
9100 time series of dry mass and succeeded in detecting abnormal time series with a precision of 96.6 %. 
 
Keywords: Self-supervised learning, 1D-CNN, Anomaly detection, Cellular anomaly, Time series, Lens-free microscopy. 

 
 
1. Introduction 
 

Lens-free microscopy is a recently developed 
imaging technique [1] overcoming some limitations of 
classical microscopy. Typically, it allows the rendering 
of thousands of cells in a single frame with a much less 
cumbersome device. [2] proposes to analyse sequences 
of images, from which a dataset of time series of cells’ 
dry mass is built. 

The dry mass of a cell, measured in picograms (pg), 
is related to its metabolic and structural functions. 
Amongst the thousands of cells in a Petri dish, it may 
happen that some cells deviate from their typical 
behaviour, thus influencing their dry mass. It has been 
shown that cells deviating from healthy trajectories can 
further drive tissues toward diseases [3]. Detecting 
abnormal cells automatically is thus crucial.  

We propose an innovative method for 
automatically detecting abnormal cells using their dry 
mass. Using methods that do not need any manually 
labelled data is of particular interest especially in the 
case of time series processing. Indeed, while expert 
have a good understanding of what a normal cell 
behaviour is, there is no a priori knowledge of what an 
abnormal cell behaviour is. Working without labels is 
therefore interesting especially when the datasets are 
complex or not yet fully understood. 

The proposed approach is in two steps: first, a 
representation of the time series is trained using  
self-supervised learning. In a second step, an anomaly 
detection block is used over the learned representation 
to determine if a cell is abnormal. This self-supervised 
method benefits from the representation power of deep 
learning without the usual labelling constraint. 

2. Related Works 
 

2.1. Anomaly Detection 
 

Anomaly detection is a broad field of research 
focusing on the detection of abnormal patterns within 
a given set of data. We focus on anomaly detection on 
time series as presented in [4]. In particular, prediction-
based anomaly detection techniques, which tries to 
predict the future of, time series. An outlier score [4] 
is computed between the prediction and the true value 
of the time series to determine if it is abnormal. 

Multiple predictors can be used such as support 
vector regression [5], multilayer perceptrons (MLP) 
[6] or mixture transition distribution [7]. While [8] 
proposes a vector ARIMA to identify outlier points, 
other methods focus on discovering multiple outliers 
such as Gibbs sampling and block interpolation [9] or 
re-weighted maximum likelihood [10]. 
 
 

2.2. 1D-convolutional Neural Networks 
 

Convolutional neural networks (CNNs) are mainly 
known for their success in computer vision with 
AlexNet [11], VGG16 [12] or ResNet [13], since the 
emergence of huge labelled datasets such as 
CIFAR100 [14] or ImageNet [15]. 

Because of the state of the art performances for 
computer vision achieved by 2D-CNNs, the signal 
processing community started to renew interest in  
1D-CNNs, in the past few years for a wide variety of 
applications. They range from healthcare with ECG 
classification [16, 17] to fault detection [18-23] 
including audio and speech recognition [24] and other 
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fields such as time series forecasting [25], or anomaly 
detection [26]. 1D-CNNs were introduced in the 
literature for the first time as Time Delay Neural 
Network (TDNN) in [27, 28]. 
 
2.3. Self-supervised Learning 
 

Self-supervised learning [29, 30] is a new training 
paradigm where supervised methods are used on an 
unlabeled dataset. The core idea is to automatically 
obtain a labelled dataset from the initially unlabeled 
dataset. A pretext task is associated to the  
self-labelled dataset and allows a supervised training 
of the neural network. [31] illustrates pretext tasks in 
computer vision: an input image is rotated 
0, 90, 180, 270 ° and the neural network has to 

predict the rotation applied to the image. The network 
can only succeed if it has learned relevant visual 
features from within the images. 

While a great deal of research exploiting pretext 
tasks can be found in the field of computer vision  
[32-36] very little of this work is related to time series 
processing, with the exception of some papers deeply 
linked to the temporality of the data. In [37, 38], a set 
of video images are given in a random order to the 

network that must order the frames. Finally, another 
time-related pretext task is presented in [39] where 
videos with modified playback speeds in range 

5, 5  are given as inputs and the network must 
predict the playback speed. 
 
 
3. Dataset 
 

The acquisitions used in this study contain dry 
mass time series extracted from lens-free images of 
HeLa cells thanks to an upstream algorithm presented 
in [40]. A cell dry mass is a measure of how much the 
cell would weight if it had been deprived of its water. 
It is directly linked to the proteins content of the cell 
and is an indicator of its health. 

Fig. 1 shows a normal cell behaviour on both the 
original images (Figs. 1a-1d) and the extracted dry 
mass time series in blue Fig. 1e. A typical track of dry 
mass contains a growing phase (Figs. 1a to 1c) where 
the dry mass increases regularly and a division phase 
(Figs. 1c to 1d) during which the mother cell is divided 
in two daughter cells of approximately equal sizes. The 
division appears as an abrupt decrease on the dry mass 
time series (between points c and d Fig. 1e). 

 

 
 

Fig. 1. Tracking of cell number 143 in pale white tagged α which has a normal behaviour. Cell grows (1a-1b) and becomes 
spherical (1c) before division into two daughter cells (1d). One of them is given the same id (143) while the other is given 

the next available id. 

 
The dataset is split into train, validation and test 

sets in an 80/10/10 % distribution [41]. Each of those 
sub-dataset is augmented with window slicing [42]. 
Every full-length acquisitions is sliced into smaller 

ones. Every possible smaller time series are extracted 
from the full-length one i.e. there is a one-sample shift 
between two consecutive time series in the  
sub datasets. 
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4. Methods 
 

4.1. Representation Learning Neural Network 
 

The neural network used to learn a representation 
of the time series is trained in a self-supervised 
framework. Self-supervision allows the model to learn 
a deep representation of the signal without any labels. 
It uses a pretext task, to learn this representation. In our 
application and in agreement with the experts, we 
chose the pretext task to be time series prediction as 
presented Fig. 2. In this study, the input vector length 
is set to 120 time steps and the label vector to  
60 time steps. 

 

 
 

Fig. 2. Time series are split in an input vector of size i and 
label vector of size l. 

A 1D-convolutional neural network architecture is 
used to capture the representation of the signal. The 
hyperparameter optimisation for the 1D-CNN 
representation learning neural network is presented 
Section 4.2. 

The neural network is trained using a Root Mean 
Squared Error (RMSE) loss eq. (1) between the true 
future of the time series and the predicted one with 𝑦  
the ground truth value at time step n and 𝑦  the 
prediction value at time step 𝑛. Fig. 3 describes the full 
anomaly detection pipeline, including the 
representation learning neural network. 
 

 𝑅𝑀𝑆𝐸 ∑ 𝑦 𝑦    (1) 

 
Neural networks in this study are trained on a single 

NVIDIA Titan X with a batch size of 32, a learning 
rate of 0.001 and with ADAM optimizer. 

 

 
 

Fig. 3. Full anomaly detection pipeline. A 1D-CNN neural network is trained to predict the future of the time series.  
The RMSE between ground truth and prediction is compared to a threshold to define is a cell is abnormal. 

 
4.2. Anomaly Detection 
 

The proposed method relies on a second anomaly 
detection block. Experimental results have shown that 
the use of a threshold detector over the prediction 
RMSE allow the model to detect abnormal cells. The 
threshold τ is computed following eq. (2) such that the 
metric values outside the 95 % confidence interval of 
the metrics are flagged abnormal. 
 

 𝜏  𝜇 2 ⋅ 𝜎 , (2) 

 
where μ  and σ  are respectively the mean and 
standard deviation of RMSEs over the test set. We 
assume the metric distribution over a dataset to be 
Gaussian. 

 
4.3. Evaluation 
 

The proposed method is designed to analyse 
unlabeled datasets. Therefore, it is not possible to fully 
annotate the dataset nor to compute classical 
precision/recall curves. We propose an evaluation 
method based on the annotation on solely positives 

detections, i.e. time series raised as anomalies. The 
precision is computed following equation (3). While 
the whole dataset cannot be annotated to compute the 
recall, we propose an evaluation of the recall 𝑅 
equation (4) by labelling a random 5 % sample of the 
detected-normal cells (Negatives) to estimate the False 
Negative count. 
 

 𝑃  (3) 𝑅   
  

 (4) 

 
 
5. Results 
 
5.1. Representation Learning Neural Network 
 

The definition of the best architecture 
hyperparameter is achieved through an empirical 
study. Multiples neural networks are trained on the 
pretext prediction task. All the convolutional layers 
contain 64 filters and a pooling layer is always added 
every 3 convolutional layers. The features extracted 
from the convolutional layers are then fed in a dense 
layer of 128 neurons. Table 1 shows the validation 
RMSE obtained for multiple architectures trained for 
this study. 
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Table 1. Architecture hyperparameters and their best MSE 
on the validation set. All the convolutional layers contain  
64 filters and a pooling layer is always added every  
3 convolutional layers. 

 
# conv layer kernel size nb param RMSE (pg) 

3 3 155 708 87.726 

3 8 196 988 94.053 

3 16 263 036 92.035 

3 32 395 132 85.677 

3 64 659 324 84.608 

3 120 1 121 660 83.089 

5 3 82 108 97.824 

5 16 295 932 93.178 

5 64,32,16,8,4 282 620 93.706 

9 3 303 548 80.941 

9 5 295 484 77.724 

9 8 393 980 85.643 

12 3 266 876 81.877 

12 5 357 116 86.096 

12 6 402 236 88.993 

 
 
The best 1D-convolutional neural network for the 

pretext task of prediction in the context of a cellular 
dry mass dataset is composed of 9 convolutional layers 
that contains 64 kernels of size 5. The RMSE on the 
test subset is computed to 76.62 pg. 

Fig. 1e shows in blue the input given to the neural 
network, in dashed blue the ground truth to be 
predicted and in orange the network prediction. It 
shows on a specific example that the network is able to 
predict both a cell growing phase and a cell division. 
 
 
5.2. Anomaly Detection 
 

The anomaly threshold on RMSE on the test set is 
computed to τ  230.87 pg thus raising  
208 abnormal tracks. From a fully applicative point of 
view, the anomalies raised allowed domains experts to 
identify four possible causes of anomalies: 

True positives TP: 
1. Cellular Anomaly (CA): The cell grows in an 

unexpected way and should be analysed. 
2. Measurement Anomaly (MA): the upstream 

dataset generation software was not able to track the 
cell properly. 

3. Measurement Anomaly because of a cellular 
anomaly (CMA): because of a CA, an MA occurred. 

False Positives FP: 
4. Prediction Anomaly (PA): the neural network 

was not able to predict the cell future correctly whereas 
the cell is normal. 

The category distribution of those abnormal cells is 
detailed in Table 2. Then, 31 false negatives were 
counted during the annotation of 447 samples (5 %) of 
the cells predicted as normal. Anomaly detection has 
been achieved with a precision 𝑃  96.6 % and an 
estimated recall 𝑅   24.5 %. 

6. Conclusions 
 

We propose an innovative two-step method for 
automatically detecting abnormal cells using their dry 
mass time series. This method focuses on unlabeled 
datasets thanks to the use of self-supervised learning. 
First, a representation of the time series is learned 
using a self-supervised 1D-convolutional neural 
network trained on a pretext prediction task. In a 
second step, the predicted dry mass value is compared 
to the ground truth. An anomaly is raised if the RMSE 
is above a given threshold. A precision of 96.6 % and 
an estimated recall of 24.4 % are achieved. 
 
 

Table 2. Expert classification of the anomalies raised. 
 

Anomaly CA CMA MA PA 

Ratio 
40 % 31 % 26 % 3 % 

97 % 3 % 
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Summary: Thermal sensors are capable to acquire images in various conditions of weather or daytime, making it a powerful 
tool for video surveillance or Advanced Driver Assistance Systems, ADAS. The thermal radiation acquired by thermal sensors 
produces images of lower quality than visible sensors, causing tiny objects in the background to be hardly distinguishable. 
Enhancement algorithms can be applied to obtain a better image, but it doesn’t lead to better object detection performance, 
particularly with convolutional neural network, CNN, object detectors. In this paper, we propose a method using morphological 
Top-Hat transform and Logarithmic Image Processing to improve object detection performance on Thermal Images. 
 
Keywords: Thermal images, Top-hat operations, LIP, Object detection, Deep convolutional neural networks. 
 

 
1. Introduction 
 

Thermal Images low quality is due to their weak 
resolution and to their lack of texture information and 
details. Moreover, they commonly appear blurred 
because of heat radiation, atmosphere and sometimes 
misfocusing. 

In such conditions, tiny objects in the background 
may be indiscernible, which is a real problem for 
object detection and dataset building. In the field of 
ADAS, detecting pedestrians and vehicles further 
permits to track them and estimate their trajectory or 
intention more precisely. 

To improve the visual aspect of thermal images, 
spatial domain enhancement, histogram equalization, 
and frequency domain enhancement are commonly 
performed. More recently enhancement using CNN 
has been explored, mainly guided by visible images 
with the goal of increasing the spatial resolution of 
thermal images. However, these techniques improve 
the visual aspects of the thermal image, without 
showing a significant effect on object detection. 

CNN are also widely used for object recognition, 
with constant renewal of state-of-the-art architecture 
outperforming the precedent. While such algorithms 
are generally efficient, their performances are tied to 
the quality and the quantity of data available. Multiple 
databases exist for visible images, but a few ones exist 
for thermal images. CNN are known to perform better 
with large databases. In our case, available thermal 
images are in much lesser quantities than visible ones. 

When working with small datasets, data 
augmentation methods can be applied to extend the 
training data and increase detection performance. 
Standard techniques such as flipping, rescaling, 
warping, brightness, and contrast shifting are used to 

artificially augment the number of objects in the 
dataset. With the increasing research about CNN, 
architectures like Generative Adversarial Networks 
(GAN) have been developed to synthetize artificial 
images and increase further the quantity of data that 
can be used for training. Still, more data are needed to 
train these GAN, adding complexity to the solution. 

In such tasks, where data are hard to gather, filter 
and label, we decided to explore pre-processing 
methods to enhance performance of already trained 
networks. Pre-processing methods to enhance CNN 
performance exist in various domains. Recently, such 
methods have been applied to enhance the likelihood 
prediction of COVID-19 in chest X-ray images [1]. In 
this paper, we propose a multi-scale morphological 
top-hat technic to improve YoloV4 [2] detection 
performance of tiny objects in the background of 
thermal images. This could be applied in various 
applications such as video surveillance, permitting to 
detect intrusion in a larger area. 
 
 

2. Thermal Images Visual Enhancement  
    Methods and Object Detection  
    Performance: An Overview 
 

In the literature, morphological operations to 
enhance contrast in images have been proposed first by 
Matheron and Serra [3], then several operations have 
been declined from this work. Top-hat transform has 
been used to enhance contrast by detecting bright and 
dark peaks of an image and adding them to the original 
image permits to obtain better contrasted images [4]. 
Morphological operations are highly dependent of the 
structural element used. Variation of its shape and size 
gives different outcomes to the operations. Real life 
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scenes could be extremely varied, making the choice 
of the structural element difficult. Xiangzhi Bai et al. 
[5] and then Román et al. [6] proposed different multi 
scale Top-Hat transform algorithms to enhance 
thermal images, improving contrast and level of details 
while producing few noised regions. Unfortunately, 
they did not evaluate any object detection performance 
improvement. 

In recent works, domain adaptation between visible 
and thermal images has been studied to improve 
performance detection. Devaguptapu et al. [7] 
proposed a Generative Adversarial Network to 
transform thermal images in visible grayscale ones and 
combining them into a multi-modality neural network. 
Later, Munir et al. proposed in a same way a  
Self-Supervised Thermal Network, SSTN [8], learning 
to maximize the information contained in extracted 
feature maps between thermal and visible spectra, 
which are used in CNN object detector. Such 
approaches permit to improve detection performance 
on thermal images. These methods require the training 
of subsidiary networks. To obtain the data needed to 
train these networks, a multimodality system is used, 
which is costly and complex, due to the necessity of 
aligning thermal and visible images. The set up and the 
processing time of such solutions could be considered 
as very expensive. 
 
 
3. Methodology 
 
3.1. FLIR Dataset 
 

The FLIR ADAS Dataset [9] consists of thermal 
images collected in various day time and weather 
conditions, around the Santa Barbara region of 
California, USA. This dataset is composed of around 
10.000 images, of which around 9.000 are labelled. 
Four classes are annotated: Persons, Cars, Bicycles and 
Dogs. The database constitution is detailed in Table 1. 
The Dogs class being underrepresented, it hasn’t been 
considered in this paper. 
 
 

Table 1. FLIR ADAS Classes Distribution on Train  
and Validation split. 

 
 Person Bicycle Cars Dogs 

Train 13725 3297 36642 178 
Validation 4955 441 5209 12 

 
The images are provided in two different formats, 

14 bits RAW without FLIR post-processing, and 8 bits 
JPEG after FLIR post-processing. The FLIR  
post-processing consists of multiple algorithms 
visually enhancing thermal images. These 
enhancements increase image noise and pixels values 
are highly dependent of the scene observed, potentially 
leading to lower performances of a CNN object 
detector. We decided to transform the 14 bits RAW 
images into 8 bits grayscale images with a dynamic 
expansion centered at a fixed mean of 0.5 and a fixed 

standard deviation of 0.25. It allows to obtain images 
close to those of the MS COCO dataset [10] used to 
pretrain the YoloV4 object detector. 
 
 
3.2. YoloV4 Fine-tuned on Thermal Images 
 

In a previous work, we have fine-tuned the YoloV4 
object detector with thermal images issued of the FLIR 
ADAS dataset, leading to state-of-the-art results [11]. 
The YoloV4 object detector is one of the best detectors 
in term of detection performance and inference time 
trade off, as shown by Fig. 1. 
 

 
 

Fig. 1. Comparison of YoloV4 performance against  
state-of-the-art detectors [2]. 

 
The fine-tuning was done with thermal images of 

size 640*512 pixels. We used a batch size of 64, a 
stochastic gradient descent, SGD, as optimizer with a 
learning rate of 0.001. We selected the epoch with the 
best mean Average Precision, mAP, [12] score on the 
validation set, and we have kept the train and 
validation split provided by FLIR. Results obtained 
outperform the previous ones, see Table 2. This  
fine-tuned network will be used as detector in the 
present paper. 
 
 

Table 2. Average Precision (%) between Faster R-CNN 
(Resnet-101) [13] (1.), SSD-512 (VGG-16) [14] (2.),  

and Fine-Tuned YoloV4 (3.) on FLIR ADAS validation set. 
 

Person Bicycle Cars mAP w-mAP 

1. 54.8 42.76 67.99 55.18 60.77 

2. 70.2 53.99 80.55 68.24 74.6 

3. 88.12 74.96 91.57 84.88 89.26 

 
 
3.3. Multi-scale Morphological Top-hat 

 

One approach to enhance thermal images consists 
of applying White Top-Hat, WTH, and Black Top-Hat, 
BTH, transforms, and then adding or subtracting the 
results to the original image, according to Equation (1). 
It allows to extend information peaks in the white and 
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in the black, resulting in a better contrasted image  
(cf. Fig. 2). 

 
 𝐼′   𝐼 𝑊𝑇𝐻 ,ℎ 𝐼 𝐵𝑇𝐻 ,ℎ 𝐼 , (1) 

 
where I’ is the resulting image, I the original image, 
𝑊𝑇𝐻 ,ℎ 𝐼  the result of a White Top-Hat applied to I 
with a circular structural element of size k, 𝐵𝑇𝐻 ,ℎ 𝐼  
the result of a Black Top-Hat applied to I with a 
circular structural element of size k, and h a filter value 
such as: 
 
 

𝑊𝑇𝐻 ,ℎ 𝐼   
𝑊𝑇𝐻 𝐼 , 𝑊𝑇𝐻 𝐼 ℎ

0, 𝑊𝑇𝐻 𝐼 ℎ
 (2) 

This filter permits to ignore information peaks 
below a chosen value. 

We remarked that depending on the value of k, the 
results of the fine-tuned YoloV4 inference on the 
image were varying, little objects in the background 
being detected although undetected by the object 
detector on the original image. 

We propose a method consisting of inferring the 
object detector on multiple iterations of the 
Morphological Top-hat method, then applying a  
non-maximal suppression, NMS, algorithm to select 
the best bounding box for each object and obtain an 
overall improvement of detection performance. 

 
 

 
 

Fig. 2. Result of Top-Hat enhancement, left is original image, right is enhanced image. 
 
 
3.4. Contribution of the Logarithmic Image  
       Processing Framework 

 
One drawback of these methods is that the addition 

and subtraction can lead to clipping due to an 
exceeding of the image range, [0-255] for 8-bits 
grayscale images, resulting in a loss of information. 
One solution consists of replacing the standard 
operations by addition and subtraction defined in the 
LIP framework. Originally defined by Jourlin and 
Pinoli [15] to process images in transmitted light, the 
LIP framework proposes addition and subtraction of 
two grey level images f and g according to: 
 

 𝑓 ⨹ 𝑔 𝑓 𝑔 , (3) 

 

 𝑓 ⨺ 𝑔  , (4) 

 
with M the number of levels in a grayscale image  
(M = 256 for 8-bits images). 
Equation (1) is modified to follow the LIP model 
requirements. Indeed, in the LIP framework, pixel 
intensities are inverted, with dark pixels values close 
to M and white pixels values close to zero. We need to 
invert the operation for 𝑊𝑇𝐻 𝐼  and 𝐵𝑇𝐻 𝐼 . 
Equation (1) becomes: 
 

 𝐼′   𝐼 𝑊𝑇𝐻 ,ℎ 𝐵𝑇𝐻 ,ℎ 𝐼   (5) 

Morphological top-hat operations applied in the 
LIP framework guarantee that the pixels values remain 
in the image range, resulting in more natural images. 
 
4. Experiments and Results 
 

4.1. Image Selection and Novel Annotation 
 

The annotation provided with the FLIR ADAS 
dataset does not contain little objects in the 
background which are hardly distinguishable. 
Computing mAP scores with our novel detection is not 
accurate if they are not annotated. We decided to select 
images from the validation dataset, containing 
interesting scenes with vehicles and bicycles relatively 
far, and pedestrians crossing the street. See Fig. 3 for 
some examples. In addition, we have randomly 
selected other images from the validation set to obtain 
a test set of one hundred images. Full list of images 
used and novel annotation files are freely available on 
GitHub [16]. 
 
4.2. Results 
 

We choose to apply the multiscale morphological 
method with parameter k varying from 1 to 13, by step 
of 2. We filter the results of the White Top Hat and 
Black Top Hat operations by a value of h = 5, to 
minimize the noise effect of morphological operators 
which initially also detect the noise peaks. These 
values are what we found the best suitable for our  
test set. 
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Fig. 3. Comparison of annotation, left is original, right is ours. 

 
We applied the fine-tuned YoloV4 on the test set 

and we computed the mAP and the weighted-mAP.  
w-mAP, a mAP weighted by the number of labels by 
class defined by the following equation: 
 

 𝑤-𝑚𝐴𝑃  ∑ 𝐴𝑃 ∗    , (6) 

 
where (i) is the class index, (𝐴𝑃 ) is the Average 
Precision of the class, (𝑙 ) is the number of labeled 
objects of the class (i) in the test set, and (L) the total 
number of labeled objects in the test set. 

The w-mAP score is mathematically more precise 
for computing multi-class mAP. In our case, we use it 
because of the unbalanced number of labels in the 
FLIR ADAS validation dataset, see Table 1. 

This detection and score calculation have been 
applied to images enhanced with Top Hat Transform 

in standard and LIP versions. The following Table 3. 
presents the average precision obtained from the 
different experiments. 
 
 
Table 3. Average Precision (%) between YoloV4 (1.), 
YoloV4 on Top-Hat enhanced images (2.), and YoloV4  
on LIP Top-Hat enhanced images (3.) on selected validation 
dataset. 

 
  Person Bicycle Cars mAP w-mAP 

1. 55.46 39.91 78 57.79 64.65 
2. 57.93 35.15 77.48 56.85 65.48 
3. 57.47 36.32 78.71 57.5 65.84 

 
We obtained an improvement of 0.8 % of the  

w-mAP score with the standard method and an 
improvement of 1.2 % with the LIP one. Examples of 
improved detection can be seen in the Fig. 4. 

 

 
 

Fig. 4. Detection differences between YoloV4 on left, and our method on right. An additional pedestrian crossing the road 
and two additional parked cars are detected with our method. 

 
This improvement appears small, but is already 

significant, being over the typical standard deviation 
we measure between several training of the YoloV4 
network with the same data. One can say that inferring 
on multiple iterations of one image also increases the 
false detections, but the score increase shows that it 
benefits more to newly true positives than to added 
false positives. Lastly, the main drawback of our 
method concerns the multiplication of processing time 

by the number of iterations of the image we are 
inferencing. In our case, we have done it on seven 
iterations, meaning we have done seven inferences for 
only one frame. Such an increase of processing time 
could be a major drawback in ADAS, where 
processing power in embedded systems is scarce. But 
for use cases where we can easily scale up the power 
and use batch inference, the process could be done in 
real-time. 
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5. Conclusions and Perspectives 
 

We have proposed a new method based on 
Morphological Top-Hat and LIP framework 
operations, improving detection performance of little 
objects in the background of thermal images. The 
contribution of the LIP framework permits to obtain 
the larger increase in performance score. This could 
open a research area for LIP application to Thermal 
images: in fact, the LIP framework proposes plenty of 
tools linked to contrast, gradients [17], and has been 
demonstrated consistent with human vision [18]. This 
method is a pre-processing before neural network 
execution, meaning it can improve the performance of 
already trained CNN, and can be useful in use cases 
where available data for training are difficult to obtain. 
This method can be improved by finding a solution to 
combine all the different iterations of the multi-scale 
morphological top hat enhancement into one image, 
resulting in computing only one inference per frame 
and obtaining a large gain in processing time. Finally, 
it would be interesting to test these methods with 
visible images and measure the performance gain in 
this case. 
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Summary: With the consistent growth of the Internet of things (IoT), deep learning applications, and the recent formation of 
computing paradigms, especially edge computing, performance evaluation of various deep learning tasks on available devices 
is of great importance. However, there are caveats which concern the deployment of deep learning tasks on edge devices. Due 
to the low memory, storage, and performance of edge devices, some techniques need to be applied before model deployment. 
This article will evaluate TensorFlow Lite, TF-TRT, and TensorRT optimization techniques on Nvidia's Jetson TX2, Raspberry 
Pi 4, and HOMTOM S8 mobile device. The performance of devices is tested with computer vision and natural language 
processing tasks. 
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1. Introduction 
 

Due to an enormous amount of data generated and 
streamed by IoT devices, the need for real-time 
applications to analyze these data is increasing. Hence, 
exploiting deep learning, which past experiences 
proved to be successful and accurate, for various 
applications, including computer vision and natural 
language processing on the edge devices, is of great 
significance. 

The advent and outbreak of deep learning 
applications are also impacting businesses in a variety 
of industrial sectors. Deep learning approaches also 
outperformed the traditional methods. However, high 
computational resources for the training and inference 
of deep learning models are required. Hence, 
leveraging cloud computing is a common approach to 
meet the required computational resources for deep 
learning model training. Nevertheless, moving the data 
from the edge layer to the cloud layer has some risks 
and challenges, such as latency, scalability,  
privacy [1]. 

The Internet of Things (IoT), fast streaming of data, 
and the rise in the need for real-time deep learning 
applications; necessitate data analytics close to the 
source of data to remove avoidable delays [2]. 

To address some of the above-mentioned issues, 
the edge computing paradigm can be helpful. 
Notwithstanding, training and inference of deep 
learning models on the edge devices are not simple due 
to limited memory and storage as well as 
computational performance. To make use of deep 
learning models at the edge layer, deployment of some 
techniques such as model compression and scale 
reduction, optimal deep learning implementation, and 
data and model distribution are required [3]. 

Each edge device has its architecture which needs 
a specific technique to be deployed on the deep 
learning models to run the inference task on the device. 

This paper deployed two deep learning inference 
tasks on each edge device with optimization 
techniques corresponding to that device. The 
remainder of this paper is organized as follows: 
Section 2 provides the methodology, Section 3 
describes the experimental protocol and architecture, 
Sections 4 and 5 discuss the experiments and 
associated results, section 6 shows the application 
architecture for this study, and Section 7 states the 
insights from this work. 
 
 

2. Methodology 
 

Processing the data at the edge enables real-time 
analysis as well as screening the data before 
transmission to the Fog or Cloud. In addition, the 
limited memory and storage of edge devices drive 
scientists and developers to experiment with various 
optimization techniques on machine learning models 
to deploy them on edge devices. 

Among the variety of deep learning frameworks, 
the TensorFlow framework is used in this project 
which enables the more straightforward usage of 
TensorFlow Lite. 

Applying optimization techniques to models can be 
helpful for devices with limited memory and 
computational power in addition to the acceleration of 
inference. Model size reduction can be beneficial when 
there is a smaller storage size, a need for smaller 
download size, and less memory usage. Some 
quantization can reduce computation to run the 
inference, resulting in lower latency, which can also 
impact the power consumption. 
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Moreover, some of the hardware accelerators can 
run inference faster if the models are correctly 
optimized. Each of the hardware accelerators requires 
a specific way of model quantization. However, 
optimization techniques come with some expenses, 
such as accuracy loss. TensorFlow supports 
optimization through quantization, pruning, and 
clustering, which pruning, and clustering are good for 
reducing model download size. Types of quantization 
when converting a model to TensorFlow Lite format 
are post-training float-16, dynamic range, full integer 
quantization, and quantization aware training. 

In addition to TensorFlow Lite, some other 
optimization techniques specific to Nvidia’s devices, 
such as TF-TRT and TensorRT, can optimize the 
TensorFlow Graph hence reducing the inference time. 
The section below describes the involved process to 
convert the TensorFlow model to each of the formats 
mentioned above and the achieved results are 
described. 
 
 
3. Experimental Protocol and Architecture 
 

The experimental setup proposes three Edge AI 
endpoint devices that are part of the ecosystem of a 
proprietary integrated fog / on-premises solution, Mind 
in a Box (M/B), supporting coordination, sensing and 
tuning, and real-time collection of the inference data 
(Deep Data). 

In the course of this project, three devices have 
been utilized for bench-marking and comparison 
purposes. Raspberry Pi 4, Jetson TX2, and a 
HOMTOM S8 mobile phone with an Android 
operating system. The information about hardware 
specifications of each of the devices is shown in the 
Table 1. 

 
 

4. Experiments and Results 
 

At first, the operating systems for Jetson TX2 and 
Raspberry Pi 4, and then required environments as well 
as libraries to execute inference tasks installed. Object 
detection and natural language processing (NLP) tasks 
on the devices mentioned above were evaluated during 
this project. 

To execute the tasks on devices, Python and 
TensorFlow framework is used. Due to limited 
memory and storage in edge devices, it is highly 
recommended to use compressed files for execution, 
like TensorFlow Lite flat buffer (.tflite) file. 
TensorFlow Lite is an optimization technique for  
on-device machine learning and addresses some 
limitations such as latency, privacy, connectivity, size, 
and power consumption. 

TensorFlow Lite also supports multiple platforms, 
such as Android and iOS devices, embedded Linux, 
and microcontrollers. Therefore, all of the three 
devices mentioned above have been evaluated with 
TensorFlow Lite. Moreover, two other optimization 
techniques, like TF-TRT and TensorRT applied on 
Nvidia’s Jetson TX2 device. 

Below is a brief description of techniques and 
models used during this project. 
 
 
4.1. Deep Learning Models 
 
4.1.1. Object Detection 
 

To convert a TensorFlow model to TFLite,  
TF-TRT, and TensorRT for the object detection task, a 
pre-trained model trained on COCO dataset was 
selected from TensorFlow model Zoo. For each object 
detector, a variety of feature extractor models can be 
selected. It is important to select a one-stage object 
detection model and a feature extractor with fewer 
parameters for real-time applications. Both one-stage 
object detection and feature extractor with less number 
of parameters lead to a faster detection rate. Hence 
among different choices, a Single Shot MultiBox 
Detector (SSD) [4] model with MobileNet-V2 [5] 
feature extractor has been selected for this project. 
SSD and MobileNet-V2 are types of Convolutional 
Neural Networks (CNN) with a few different 
functionalities. MobileNet-V2 uses depth-wise 
separable convolution, which is a lighter version for 
convolution operation. SSD uses the convolutional 
filters to predict object classes and runs on input mage 
only one time. The combination of SSD and 
MobileNet-V2 is an efficient CNN architecture that 
performs well on mobile and embedded devices.  
Fig. 1 depicts the SSD architecture with MobileNet-V2 
backbone. 

 
 

Table 1. Hardware specifications. 
 

 Jetson TX2 Raspberry Pi 4 HOMTOM S8 

CPU 
Dual-core Nvidia Denver 2.0 and 
a quad-core ARM Cortex A57 

4×Cortex-A72 1.5 GHz 
4×1.5 GHz ARM Cortex-A53 
and 4×1 GHz ARM Cortex-A53 

GPU 256-core Pascal Broadcom Vide oCore VI@500 MHz ARM Mali-T860 MP2, 650×2 

Memory 8 GB 8 GB 4 GB 
OS Ubuntu Raspberry Pi OS Android 

Optimization TF-Lite, TF-TRT, TensorRT TF-Lite TF-Lite 
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Fig. 1. SSD architecture with the MobileNet-V2 back- bone. Figure from [6]. 
 

4.1.2. Natural Language Processing 
 

The inference task for natural language processing 
was also tested on the aforementioned devices with 
TensorFlow Lite optimization. For this purpose, Long 
Short-Term Memory (LSTM), which is a type of 
Recurrent Neural Network (RNN), is built and trained 
with the IMDB dataset. LSTM unit (shown in Fig. 2) 
in an RNN network allows the data to be processed 
sequentially, and it is suitable for classifying and 
making predictions on sequential data. The LSTM 
Recurrent Neural Network used in this project is 
shown in Fig. 3. The input length is set to 500 words, 
and 32 LSTM units are used in this network, including 
other required layers for the network. Afterward, the 
model was converted to TensorFlow lite format, and 
the performance of the model has been tested on the 
edge devices as shown in Fig. 4. 
 

 
 

Fig. 2. LSTM Unit. Figure from Wikipedia. 
 

 
 

Fig. 3. LSTM Recurrent Neural Network. 

 
 

Fig. 4. Result of inference task on different edge devices 
using Natural Language Processing model. 

 
 
4.2 Optimization Techniques 
 
4.2.1. TensorFlow Lite (TFLite) 
 

Model quantization is used as an optimization 
during the conversion process when converting the 
object detection model to TensorFlow Lite format. So, 
a single pre-trained object detection model converted 
to TensorFlow Lite format one time without any 
quantization and the other times with Dynamic Range, 
Float-16 and Full integer quantization techniques. 

The performance, score, size, CPU, and GPU 
temperature for each of the converted models are 
shown in Table 2. The inference task was executed  
200 times for each of the optimized models on 
Raspberry Pi 4 and Jetson TX2. Finally, the model 
with the lowest latency, CPU, and GPU temperature is 
kept for comparison with a high detection rate. 
 
 
4.2.1. TensorFlow-TensorRT (TF-TRT) 
 

TensorFlow™ integration with TensorRT™  
(TF-TRT) is another optimization technique. During 
TensorFlow-TensorRT (TF-TRT) optimization, 
TensorRT performs and executes several 
transformations and optimization to the TensorFlow 
graph wherever possible. The unchanged part of the 
graph executes by TensorFlow. A saved model or 
frozen graph of the trained TensorFlow model is 
required to optimize the TensorFlow graph. 
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Table 2. Result of TensorFlow Lite on different edge devices using Object Detection model. 
 

RPi4 / Jetson TX2 
                         Quantization 
 Metrics No-Quant Dynamic Range Float-16 Full integer 

Inference Time 447 / 474 ms 640 / 556 ms 442 / 470 ms 508 / 240 ms 
Model Size 67 MB 17 MB 33 MB 17 MB 
Detection Score 96 % 96 % 96 % 96 % / 94 % 
TX2 GPU temp increase 2 ◦C 1.5 ◦C 1.5 ◦C 1 ◦C 
CPU temp increase 5 / 3 ◦C 4 / 2 ◦C 5 / 2 ◦C 3 / 0.5 ◦C 

 
 

Similar to TensorFlow Lite, TF-TRT can convert 
tensors and weights to lower precision during 
optimization. Precision can be set to FP32, FP16, or 
INT8. Nvidia’s Jetson TX2’s GPU architecture is not 
compatible with INT8 precision. Hence, the 
conversion only took place for FP32 and FP16 
precisions. The result of executing the object detection 
model with FP32 and FP16 precision on Nvidia’s 
Jetson TX2 is shown in Fig. 6. 
 
 

4.2.3. TensorRT 
 

TensorRT is a software development kit (SDK) for 
optimizing trained deep learning models, and it 
consists of an inference optimizer and a runtime engine 
that improves latency, throughput, and efficiency. 
Some of the TensorFlow operations are not supported 
by TensorRT, and they should be replaced with a 
custom layer plugin node using Onnx, Caffe, or  
UFF parsers. 

In this project, the UFF parser has been used for 
replacing TensorFlow operations that TensorRT does 
not support. After that, the TensorRT engine was 
created, and the inference task was performed. Similar 
to TensorFlow Lite and TF-TRT, TensorRT can 
convert the model to lower precision during 
optimization. The result of running an object detection 
task on Nvidia’s Jetson TX2 is shown in Fig. 6. 
 
 

5. Result 
 

As it is clear from the hardware architecture and 
performance of the selected tasks on the devices, 
Nvidia’s Jetson TX2 has more capability than the other 
two devices. Also, Raspberry Pi 4 performs better than 
the HOMTOM S8 mobile device, as is shown in  
Table 3. 

 
 

Table 3. Result of inference task on different edge devices 
using Object Detection model. 

 
                     Device  
 Model Jetson TX2 RPi4 HOMTOM S8

TensorFlow Lite 240 ms 508 ms 53fi ms 
TF-TRT 165 ms – – 
TensorRT 23 ms – – 

Nonetheless, knowing the edge devices’ 
performance on a specific task and the metrics 
associated with it, enables implementing efficient load 
balancing strategies, thus leveraging the Mind in a Box 
load balancing capabilities. 
 
 

6. Applicable Architecture 
 

The setup for this experiment is shown in Fig. 5. As 
shown in this setup, the real-time data is captured by 
the edge devices, and the inference tasks are performed 
in situ by the previously implemented models on edge. 
The data, result of inference, and information about 
devices’ load, task, temperature, etc. are being sent 
from the Edge layer to the Mind in a Box in the fog 
layer. The Mind in a Box gains the capability to retrain 
the model with the newly captured data, and thus, to 
update it locally and / or on the edge devices. As for 
the load distribution itself, having access not only to 
the computational load to be processed and the queue 
on each edge devices, but also to multi-sensing 
information such as temperature, or cooling system 
activity, allows the Fog level device to implement 
advanced sensing and tuning strategies (Frequency, 
cooling system adjustments, etc.), in complement to 
applying conventional load balancing approaches. 

In addition, the Mind in a Box retains the option to 
run the inference for the queued tasks in the Fog layer 
if all the devices at the Edge layer are busy or 
unavailable. 
 

 
 

Fig. 5. Experimental setup. 
 
 

7. Conclusion 
 

In this project, the performance of two deep 
learning tasks, including object detection and natural 
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language processing on edge devices evaluated. 
Moreover, Nvidia’s Jetson TX2, Raspberry Pi 4, and 
HOMTOM S8 mobile devices have been assessed with 
the two deep learning tasks. Based on the evaluation 
performed in this research, developing advanced load 
balancing strategies to leverage a Fog level 
orchestration component, such as the one provided by 
the Mind in a Box solution, becomes straightforward. 

 
 

 
 

Fig. 6. Result of object detection task on Nvidia’s  
JetsonTX2 using TF-TRT and TensorRT. 
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Summary: The Sentinel satellite constellation series, developed and operated by the European Space Agency, represents a 
dedicated space component of the European Copernicus Programme, committed to long-term operational services in the 
environment, climate and security. A huge amount of acquired data allow us different surveys. We decided to detect changes 
in water levels in Lake Cerknica. The multispectral index has been calculated from Sentinel-2 data, and transformed to a 3D 
point cloud. As shown by the results, symmetry measures of 3D point clouds could be used for the detection of water levels. 
Linear and quadratic functions have been fitted, and the results R2 = 0.9130 and R2 = 0.9135 have been achieved, accordingly. 
 
Keywords: Sentinel-2, Lake Cerknica, Remote sensing, Water monitoring, Symmetry, Symmetry measure. 
 

 
1. Introduction 
 

Monitoring open water bodies accurately is an 
important and one of the basic applications in remote 
sensing. They are a significant part of the Earth’s water 
cycle, and water bodies such as rivers, lakes and 
reservoirs are irreplaceable for the global climate 
system and the ecosystem. Remote sensing has become 
a conventional approach for monitoring water bodies, 
as it is real-time, dynamic and cost-effective [1]. The 
measuring and monitoring of surface water using 
remote sensing technology is, therefore, an essential 
topic [2]. In particular, the use of freely available  
high-spatial resolution optical satellite data is relevant 
[3]. Such data include the images obtained by the 
Landsat series [4-6], Advanced Spaceborne Thermal 
Emission and Reflection Radiometer (ASTER) [7, 8], 
and Sentinel-2 [1, 9] multispectral imagery. A high 
extraction accuracy has been achieved in the mapping 
of surface water bodies, including lakes [10], rivers 
[11], coastlines [12] and water bodies in rural  
areas [13. 

Among all of the existing water body mapping 
methods, the calculation of a multispectral index is the 
most reliable, as it is user friendly, efficient and has 
low computational cost [14]. The use of the water 
index is currently accepted to enhance the differences 
between water and no water bodies, based on 
combinations of two or more spectral bands using 
various algebraic operations [15]. The well-known 
normalised difference water index (NDWI) [13] is 
sensitive to built-up lands, and frequently results in the 
overestimation of water bodies in urban areas [16]. The 
modified NDWI (MNDWI) [17] is used mostly in 
urban scenes to improve the separability of the  
built-up areas. The Automated Water Extraction Index 
(AWEI) [18] highlights the water bodies in urban areas 

over shadow and dark surfaces. It consists of two 
separate indices, one for areas where shadow is not 
important, and a second one, where shadow is 
significant. 

The observed water unit in the presented paper is 
Lake Cerknica. Lake Cerknica is one of the largest 
intermittent lakes in Europe. It is located in the 
southwestern part of Slovenia, caught between the 
Javorniki hills and the Bloke plateau on one side, and 
Mount Slivnica on the other. It appears every year on 
the karst plain, and is present for about eight months of 
the year. Water usually spreads over a surface of  
20 km2, but, at its fullest, the lake covers a surface of 
about 26 km2. The height above sea level is in the range 
from 546 m to the 551 m, with the maximum depth 
about 10 m. When full it is the largest lake in Slovenia 
[19]. The lake is an important wildlife resort, 
especially as a nesting place for many bird species. 
During the dry season the lake disappears, which 
enables hiking and grass mowing, but on the other 
hand, while present, allows for paddling and fishing. 
For these reasons it is crucial to detect water levels at 
different times of the year. 

The methodology used in the presented paper is 
described in Section 2. The results are given in  
Section 3, while Section 4 concludes the paper. 
 
 
2. Methodology 
 

This section presents the methodology used in this 
paper to determine the water levels in Lake Cerknica 
using Sentinel-2 data and symmetry measure. Firstly, 
the Sentinel-2 data were acquired from the European 
Space Agency’s (ESA) official website, then the 
multispectral index was calculated, followed by 
extraction of the area of Lake Cerknica from the 
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multispectral index and calculation of the symmetry 
measure of the lake. The water level of Lake Cerknica 
is predicted finally. Each of these steps is explained 
additionally in the continuation. A flowchart of 
proposed method is represented in Fig. 1. 
 

 
 

Fig. 1. Flowchart of the proposed approach. 

 
Sentinel-2 data are composed of 13 spectral bands 

that range from the visible range to the shortwave 
infrared. Data are freely available on the ESA website, 
accessible at https://scihub.copernicus.eu. The 
multispectral index named the Water In Wetlands 
index (WIW) was calculated from the acquired data 
[20]. The WIW (Eq. 1) is defined by: 
 

WIW = B8A ≤ 0.1804 && B12 ≤ 0.1131, (1) 
 
where B8A represents a narrow Near Infra-Red (NIR) 
band, and B12 is a Short Wave Infra-Red (SWIR) 
band. In other words, flooded areas could be 
distinguished from dry areas when pixels satisfy the 
conditions in Eq. (1) [20]. 

The area of Lake Cerknica was extracted using a 
mask, which, in the detail, describes the entire area of 
the lake. The extracted pixels from the WIW index 
were converted from 2D to 3D in such a way that a 
pixel with x and y coordinates, contained in the area of 
the flooded lake, stores the intensity (coordinate z) of 
the WIW index. 

The symmetry was calculated using the method 
presented in [21]. The method is based on maximising 
a specific objective function which we call a symmetry 
measure (see [21] for details). The function takes a set 
of points and a plane on the input, and outputs a value 
that represents the measure of symmetry of the point 
set with respect to the plane. One of the most important 
features of the symmetry measure is its 
differentiability w.r.t. the plane parameters. Candidate 
symmetry planes are created by pairing points of a 
simplified version of the input point set, and the 
symmetry measure is computed for all of them. A 
small subset of the candidates with the largest 
symmetry measure is then used to initialise a gradient 

based optimisation which leads to several local 
maxima of the measure. Among them, the one with the 
largest value of the measure is then selected as the 
resulting symmetry plane. 

The linear and quadratic functions are fitted by the 
obtained symmetry measures and known water levels. 
 
 
3. Results 
 
Sentinel-2 data processing is a demanding and 
computer intensive process. An AMD Ryzen 5 4500U 
with 32 GB of main memory on Windows 10 has been 
used for these reasons. In Fig. 2 we can see the exact 
location of Lake Cerknica in Slovenia. Fig. 3 shows 
the whole area of Lake Cerknica after the calculated 
WIW index and applied extraction mask. The Sentinel-
2 data used for the calculation of WIW presented in 
Fig. 3 were acquired on 24 February, 2021. At that 
time, most of the lake was flooded with water (the blue 
pixels in Fig. 3), and only the east part and a small 
portion of the centre of the lake were dry. Fig. 4 
represents only the flooded parts of the lake. Recently, 
the flooded parts were converted from 2D to 3D, and 
in that way prepared for the calculation of the 
symmetry measure, which was calculated finally. 

 
 

 
 

Fig. 2. Location of Lake Cerknica in Slovenia. 
 
 

 
 
Fig. 3. Area of Lake Cerknica, where blue pixels represent 

the flooded area of the lake. 
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The black line in Fig. 4 represents the plane of the 
3D object of the flooded Lake Cerknica where the 
largest symmetry measure value was achieved. The 
calculated symmetry measure for the flooded parts in 
Fig. 4 was 1016.89. Then, the several different flooded 
areas of the lake were tested (see Fig. 5). When the 
whole area of Lake Cerknica was flooded, the 
symmetry measure equaled 1,588.41, but, at the same 
time, when the lake was flooded less than presented in 
Fig. 4, the symmetry measures were also lower than in 
Fig. 4. An example of this can be seen in Fig. 5, where 
the symmetry measure was 983.77. This indicates that 
the lower the symmetry value is, the lower is the water 
level in Lake Cerknica. 

 

 
 

Fig. 4. Only the flooded area of Lake Cerknica, where  
the black line represents the largest symmetry value. 

 

 
 

Fig. 5. Only a small part of flooded area of Lake Cerknica, 
where the symmetry measure was 983.77. 

 
The linear and quadratic functions were fitted 

based on the calculated symmetry measures and 
known water levels of Lake Cerknica. For the 
completely dry lake we assumed that the symmetry 
measure was equal to 0 and the surface elevation 
(above the sea level) was 541 m, while, at the surface 
level of 551 m, the symmetry measure was 1,588.41 
(the whole lake was flooded). For the other two 

measured symmetries (983.77 and 1016.89) we 
presumed the surface elevations of 547 m and 550 m, 
accordingly. The linear function (Eq. (2)) is equal to: 

 
SE = 139.79 × SM – 75702.49, (2) 

 
while the quadratic function (Eq. (3)) looks like: 
 

SE = -1.37 × SM2 – 1634.47 × SM –  
– 483561.12, (3) 

 
where, in both equations (Eq. (2) and Eq. (3)), SE 
represents the predicted Surface Elevation and SM is 
the calculated Symmetry Measure. The performance of 
fitted functions was measured using R2. R2 is a 
statistical measure that represents the proportion of the 
variance for a dependent variable that's explained by 
an independent variable or variables in a regression 
model [22]. R2 for the linear equation was equal to 
0.9130, while the quadratic function achieved the 
result R2 = 0.9135. The learned Eq. (2) and Eq. (3) can 
now be used for the prediction of surface levels based 
on the calculated symmetry measures. 
 
 

4. Conclusion 
 

The methodology for detection of water levels in 
the intermittent Lake Cerknica using a multispectral 
index acquired from Sentinel-2 and symmetry measure 
is presented in this paper. The results presented in the 
previous Section show that the symmetry measure of 
the 3D point cloud generated from the WIW index 
could be used for the prediction of water levels. The 
learned linear and quadratic functions achieved good 
results, and can be used for the prediction of surface 
levels. The use of ground truth data of the measured 
surface elevations of Lake Cerknica (e.g. sending 
experts to measure the exact elevation) and a bigger 
learning set (a combination of measured surface 
elevations and calculated symmetry measures) will be 
the main topic of the future work. The influence of 
other factors, such as shadows and clouds, on the 
quality of the WIW index will also be part of our future 
research work. 
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Summary: We propose an improved transformer-based image anomaly detection and localization network. Our proposed 
model is a combination of a reconstruction-based approach and patch embedding. The use of transformer networks helps 
preserving the spatial information of the embedded patches, which is later processed by a Gaussian mixture density network 
to localize the anomalous areas. Additionally, we introduce a teacher-student strategy specific to transformers. It relies on a 
distillation token ensuring that the student learns from the teacher through attention. We use this token-based distillation, 
especially when using a convnet as a teacher. Deit-ADL shows improved results in both accuracy and image processing speed 
than VT-ADL. 
 
Keywords: Anomaly detection, Anomaly segmentation, Computer vision, Vision transformer, Gaussian density 
approximation. 
 

 
1. Introduction 
 

In computer vision, ideal is an image or part of an 
image that shows a significant difference from 
predefined normality characteristics. Systems that can 
intelligently do this task are from video surveillance 
[6] to defect segmentation [7, 8], inspection [7], quality 
control [9], medical imaging [10], financial 
transactions [11], etc. Demand is very high because of 
the wide range of applications. As the case shows, 
anomaly detection is particularly important in 
industries where it can be used to automatically 
identify defective products. Therefore, anomaly 
detection is the task of identifying these new samples 
in a supervised or unsupervised way. 

Recently, efforts are being made to improve the 
anomaly detection task in the field of deep learning. 
Most tasks try to learn a single class of manifolds [12] 
representing generic data using an encoding-decoding 
approach, and the output classifies the input image as 
normal or abnormal, while less processing the task. 
Segment the local anomaly in the image [13]. 
Primarily, this method uses a reconstruction-based 
approach or is trained on a pre-trained network or  
end-to-end. 

Based on the above facts and industrial needs, 
Pankaj Mishra [1] developed a Vision-Transformer 
Network based Image Anomaly Detection and 
Localization (VT-ADL). Recently, Dosovitskiy et al. 
The vision transformer network model proposed by [3] 
is a network designed to operate on image patches 
during training to preserve positional information. In 
this work, we use Gaussian Approximation of latent 
features [14, 15] to show how an adapted transformer 
network can be used for anomaly localization and how 
to adjust various configurations to solve some 
shortcomings of the vision transformer network. 

However, these VT-ADLs have disadvantages of 
low accuracy and slow model processing. In addition, 
Vision Transformer achieves the performance of 
existing CNNs only when a huge set of data is applied. 
Here, an improved VT-ADL model is proposed by 
referring to a model called Deit [2]. Since the 
distillization token was used to conduct transfer 
learning using CNN, a model that increases the 
computational speed and increases accuracy by 
reducing the number of parameters of the transformer 
model is proposed. 

The paper is organized as follows. Section 2 
describes related work about Image-based anomaly 
detection and vision transformer. Section 3 details the 
overall proposed model and knowledge distillation. 
Section 4 describes datasets and results from the 
experiment. Finally, Section 5 presents conclusion. 
 
 
2. Related Work 
 

Image-based anomaly detection has been used in 
many inspection and quality control systems, but is not 
a new topic in industrial use cases as it is still being 
investigated with the latest deep learning technology. 
Historically, several classical image processing and 
machine learning methods have been used to perform 
anomaly detection tasks such as Bayesian networks, 
rule-based systems, clustering algorithms, etc. 
However, in recent years, the trend has shifted to the 
use of deep learning. This is because the convolution 
layer revolutionized this field. Most of the proposed 
approaches are based on image reconstruction. 

In this case, the network is trained to reconstruct 
the input image. If the network is trained only on 
normal data, it is assumed that it will fail to properly 
reconstruct the anomaly. Network architectures mostly 
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consist of various configurations of autoencoders  
[16-20] or Generative Adversarial Networks (GANs) 
[21, 22]. At the image level, the simplest way is to 
learn using the MSE loss, and as a result expect a 
higher reconstruction loss for anomalous images. 
Additional information from the latent space [23] is 
also used for better classification. However, for 
anomaly localization, the pixel-reconstructed error is 
considered an anomaly score. Some methods have also 
tried to use visual attention maps [24] in latent space. 
Reconstruction-based methods are very intuitive and 
explainable, but their performance is limited when it 
comes to capturing small local anomalies [25]. 

Recently, Vision transformer (ViT) [3] narrowed 
the gap with the latest technologies on ImageNet 
without using convolution. Nevertheless, pre-training 
steps for a large amount of selected data are required 
for the learned converter to be effective. Vaswani et al. 
The Transformer architecture introduced by [26] is the 
reference model for all current natural language 
processing (NLP) operations in the case of machine 
translation. Many of the improvements in convnet for 
image classification are inspired by transformers. For 
example, Squeeze and Excitation [27], Selective 
Kernel [28], and Split-Attention Networks [29] utilize 
a mechanism similar to the transformers self-attention 
(SA) mechanism. 

Knowledge Distinction (KD) [30] represents a 
training paradigm in which student models utilize 

"soft" labels from strong teacher networks. This is not 
the maximum score, but the output vector of the 
teacher's SoftMax function and provides a "hard" 
label. This training improves the performance of the 
student model. On the other hand, Wei et al. The 
teacher’s supervision in [31] takes into account the 
effect of data augmentation, which sometimes leads to 
misalignment between actual labels and images. For 
example, consider an image with the label "Cat" 
representing a large landscape and a small cat in a 
corner. Implicitly change the label of the image when 
the cat is no longer in the crop of the data 
augmentation. KD is able to convey inductive biases 
[32] in a smooth manner in a student model, using a 
teacher model that integrates in a difficult way. 
 
 
3. Proposed Model 
 

In Fig. 1, Image is split into patches, which are 
augmented with positional embedding. The resulting 
sequence is fed to the Transformer encoder. Then 
encoded features are summed into a reconstruction 
vector which is fed to decoder. The transformer 
encoded features are also fed into a Gaussian 
approximation network [4], which is later used to 
localize the anomaly. 

 

 
 

Fig. 1. Model Overview. 
 
 

The proposed model combines the advantages of 
traditional reconstruction-based methods and patch-
based approaches. Input images are subdivided into 
patches and encoded using Vision Transformer. The 
resulting features are then fed to the decoder to 
reconstruct the original image, allowing the network to 
learn features representing aspects of the general 
image (the only data the network has trained on). At 
the same time, the Gaussian mixed density network 
models the distribution of transformer-encoded 

functions to estimate the distribution of normal data in 
this latent space. Since the function encoded by the 
converter is connected to the location information, the 
location can be automatically identified by detecting 
an abnormality with this model. 

The transformer encoder layer is based on the work 
by Vaswani et al and its application to images by 
Dosovitskiy et al [3]. The decoder is used to decode 
the reconstruction vector back to the original image 
shape. It maps R512  RH×W ×C. we used 5 transposed 
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convolutional layers, with batch normalization and 
ReLU in-between, except for the last layer, we use tanh 
as the final non- linearity. 

Gaussian Mixture Density Network estimates the 
conditional distribution 𝑝 𝑦|𝑥  [4] of a mixture density 
model. In particular, the image embedding (conditional 
variable x) as the input. The density estimate pˆ(y|x) 
follows the weighted sum of K Gaussian functions. 

 

 
�̂� 𝑦 ∣ 𝑥    

∑    𝑤 𝑥; 𝜃 𝒩 𝑦 ∣ 𝜇 𝑥; 𝜃 , 𝜎 𝑥; 𝜃 , (1) 

 
wherein, 𝑤 𝑥; 𝜃  denotes the weight, µk(x; θ) the 
mean, 𝜎 𝑥; 𝜃  the variance of the k-th Gaussian. All 
the GMM parameters are estimated using the neural 
network with parameters θ and input x. The mixing 
weights of the Gaussians must satisfy the constraints 
∑    𝑤 𝑥; 𝜃  = 1 and 𝑤 𝑥; 𝜃  ∀≥ 0 k. This is 
achieved using the SoftMax function to the output of 
weight estimation: 

 𝑤 𝑥
∑    

, (2) 

 

wherein 𝑎 𝑥 ∈ ℝ is the logit scores emitted by the 
neural network. Additionally, standard deviation 
𝜎 𝑥 must be positive. To satisfy this, a softplus  
non-linearities applied to the output of the neural 
network. 
 

 𝜎 𝑥 log 1 exp 𝛽 𝑥 ; 𝛽  1 (3) 
 

Since, mean µk(x; θ) doesn’t have any constraint, 
we used linear layer without any non-linearity for the 
respective output neurons. 

In Fig. 2, Minimize the KL divergence of the 
SoftMax distribution of the teacher's model and the 
SoftMax distribution of the student model. Training 
student model is done in a way that minimizes the sum 
of the student loss and the distillation loss. When 
training the transformer encoder, we use a distillation 
token to train it to increase the training efficiency. 

 

 
 

Fig. 2. Knowledge Distillation, taken from [5]. 

 
We introduce a variant of distillation where we take 

the hard decision of the teacher as a true label. Let 
𝑦   argmax  𝑍 𝑐  be the hard decision of the 
teacher, the objective associated with this hard-label 
distillation is: 

 

 
ℒhardDistill    

1
2

ℒ 𝜓 𝑍 , 𝑦
1
2

ℒ 𝜓 𝑍 , 𝑦  
(4) 

 

For a given image, the hard label associated with 
the teacher may change depending on the specific data 
augmentation. We will see that this choice is better 
than the traditional one, while being parameter-free 
and conceptually simpler: The teacher prediction yt 
plays the same role as the true label y. 

We add a new token, the distillation token, to the 
initial embeddings (patches and class token). Our 
distillation token is used similarly as the class token: it 
interacts with other embeddings through self-attention, 
and is output by the network after the last layer. Its 
target objective is given by the distillation component 
of the loss. The distillation embedding allows our 

model to learn from the output of the teacher, as in a 
regular distillation, while remaining complementary to 
the class embedding. 

 
 

4. Experiment and Result Analysis 
 

We used MVTec AD Dataset. It’s a real-world 
anomaly detection dataset. It contains 5,354  
high-resolution color images of different textures and 
objects categories. It has normal and anomalous 
images which showcase 70 different types of 
anomalies of different real-world products. 

In Fig. 3, First row shows the actual anomalous 
image of bottle, cable, capsule, metal nut and brush. 
Second row shows the ground truth and third row 
shows the generated anomaly score and anomaly 
localization by our method. 

Table 1 shows the results for MVTec dataset. The 
value shows the PRO curve up to an average false 
positive rate per-pixel of 30 % is reported. It measures 
the average overlap of each ground truth region with 
the predicted anomaly region for multiple thresholds. 
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Our proposed methods performed at par with the most 
recent state of the art algorithms and even 
outperformed them in 8 product categories. 

There was also an improvement in image 
throughput (image/s). The existing VT-ADL was 85.9, 
but our proposed model measured 290.9. These values 
were calculated as average values after 50 runs. The 
throughput is measured as the number of images that 
we can process per second on one RTX 3080 GPU. 

 

 
 

Fig. 3. Anomaly detection on MVTec dataset. 

5. Conclusion 
 

In this paper, we propose an improved model for 
anomaly detection and localization using a vision 
transformer. Deit-ADL shows improved results in both 
accuracy and image processing speed. 

In future research, we plan to develop a better 
anomaly detection model by referring to several 
studies that have improved the performance of the 
vision transformer. 
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Table 1. Comparative AUC results on MVTEC Dataset. Comparative results taken from [1]. 
 

Category 1-NN 
OC 
SVM 

K 
Means 

AE MSEVAE AE SSIM
Ano 
GAN 

CNN 
Feat. 
Dic 

Uni. 
Stud. 

VT-ADL 
DeiT-ADL 
(Ours) 

Carpet 0.512 0.355 0.253 0.456 0.501 0.647 0.204 0.469 0.695 0.773 0.818 

Grid 0.228 0.125 0.107 0.582 0.224 0.849 0.226 0.183 0.819 0.871 0.903 

Leather 0.446 0.306 0.308 0.819 0.635 0.561 0.378 0.641 0.819 0.728 0.836 

Tile 0.822 0.722 0.779 0.897 0.87 0.175 0.177 0.797 0.912 0.796 0.851 

Wood 0.502 0.336 0.411 0.727 0.628 0.605 0.386 0.621 0.725 0.781 0.802 

Bottle 0.898 0.85 0.495 0.91 0.897 0.834 0.62 0.742 0.918 0.949 0.956 

Cable 0.806 0.431 0.513 0.825 0.654 0.478 0.383 0.558 0.865 0.776 0.813 

Capsule 0.631 0.554 0.387 0.862 0.526 0.86 0.306 0.306 0.916 0.672 0.713 

Hazelnut 0.861 0.616 0.698 0.917 0.878 0.916 0.698 0.844 0.937 0.897 0.912 

Metal Nut 0.705 0.319 0.351 0.83 0.576 0.603 0.32 0.358 0.895 0.726 0.765 

Pill 0.725 0.544 0.514 0.893 0.769 0.83 0.776 0.46 0.935 0.705 0.785 

Screw 0.604 0.644 0.55 0.754 0.559 0.887 0.466 0.277 0.928 0.928 0.934 

Toothbrush 0.675 0.538 0.337 0.822 0.693 0.784 0.749 0.151 0.863 0.901 0.912 

Transistor 0.68 0.496 0.399 0.728 0.626 0.725 0.549 0.628 0.701 0.796 0.817 

Zipper 0.512 0.355 0.253 0.839 0.549 0.665 0.467 0.703 0.933 0.808 0.806 
Means 0.64 0.479 0.423 0.79 0.639 0.694 0.443 0.515 0.857 0.807 0.841 
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Summary: In this work we propose novel algorithms for ECG reconstruction. A subset of 3 of the 12 ECG leads will be 
selected to reconstruct the remaining ones. Traditional models focus on minimizing the mean square error between the original 
signal and the reconstructed one. Instead, in this paper we focus on preserving diagnostic information from the ECG. In order 
to compare these new strategies in relation to traditional reconstruction methods, an error measure called “Weighted Diagnostic 
Distortion” (WDD) was used. It measures the quality of the reconstructed signal based on the accuracy of the position and 
amplitude of the main characteristics (such as start point, end and peak) of ECG waves (PQRST). The results show best 
performance for one of the methods here proposed. 
 
Keywords: Weighted diagnostic distortion, ECG reconstruction, Neural networks, Genetic algorithms. 
 

 
1. Introduction 
 

Nowadays, the most common method for the 
diagnosis of heart disease is the analysis of the 12 leads 
of the ECG (I, II, III, aVR, aVF, aVL, V1, V2, V3, V4, 
V5, V6). To record 12 lead ECG, 10 electrodes are 
placed in certain areas of the body. However, some 
applications such as monitoring (ambulatory and 
continuous), and remote cardiac care require fewer 
electrodes. In this context, reconstruction of the 
missing ECG leads becomes a useful tool. 

The most frequently used ECG reconstruction 
method is to perform a linear transformation on the 
input signals. Although linear models generally 
perform well, non-linear models can even improve the 
quality of the reconstructed signal. This claim is 
mainly based on the fact that the torso is an 
inhomogeneous conductor, which was originally 
demonstrated in the work of Burger and van Milaan 
[2]. In this context, neural networks are considered one 
of the most widely used non-linear models. Initially, 
Atoui [3] proposed a method based on conventional 
neural networks. A committee of several networks 
were trained with the backpropagation algorithm, and 
their outputs were averaged. Recently, in 2020, Lee [4] 
carried out a more complete work regarding the 
analysis of results. Neural networks are implemented 
with slight variations in the structure with respect to 
Atoui's work, and it demonstrates the robustness of this 
method in relation to the most relevant methods up to 
date. The disadvantage of this implementation is the 
high computational cost for the use of several networks 
(50 in Atoui's work). To solve this, a convolutional 
neural network model is proposed [5]. Other machine 
learning approaches are also proposed with a new 
training method based on the Monte Carlo algorithm, 
called General Vector Machine (GVM) [6]. GVM 

search the global minimum, and therefore doesn’t 
require the use of several networks. 

In the state of the art, it can be verified that in most 
models the aim is to minimize the mean square error 
(MSE) and maximize the correlation. These 
measurements are useful in determining the similarity 
between the reference and the synthesized signal but 
the most important error criterion is based on similarity 
in the diagnosis made by expert cardiologists from 
both signals. In this direction, Zigel [1] introduces the 
WDD coefficient that compresses the diagnostic 
information from the parameters of ECG waves. 
Calculates the coefficient "mean opinion score" 
(MOS) [9], based on the results of surveys designed for 
experts to evaluate the quality of the synthesis 
according to the diagnosis made. Then, Zigel shows 
that the WDD coefficient is a better quality measure 
than those traditionally used (MSE and correlation), 
since it reports a higher correlation with MOS. This 
coefficient is frequently used [7, 8] to evaluate the 
proposed methods. Nevertheless, to the best of our 
knowledge there is no work focused on minimizing the 
diagnostic error in the training stage. This leads us to 
propose some new methods using neural networks 
models, where the loss function is based on the WDD. 
 
 

2. Materials and Methods 
 
2.1. Pre-processing 
 

Before lead reconstruction, it is usual to do some 
pre-processing on 12 leads of the ECG. To eliminate 
low-frequency noise, the baseline of the ECG signal is 
determined through a low pass filter with a cutoff 
frequency of 0.7 Hz. A second order Butterworth  
low-pass filter with a 45 Hz cutoff frequency was 
applied to 12 leads to remove motion artifacts noise. 
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2.1. ECG Database 
 

The database used to evaluate the methods is 
Lobachevsky University Electrocardiography (LUDB 
https://physionet.org/content/ludb/1.0.1/). This is 
better in several aspects than other public databases 
available. Various collections that are currently 
available in the public domain: MIT-BIH Arrhythmia 
Database, European ST-T Database, and QT Database, 
have certain limitations. MIT-BIH Arrhythmia 
Database, European ST-T Database have a markup 
only for QRS complexes. In turn, the QT Database 
contains annotations for P, QRS and T waves, but has 
only 2-lead recordings. The construction of the new 
LUDB database aims to eliminate these shortcomings. 
The database consists of 200 10-second 12-lead ECG 
signal records representing different morphologies of 
the ECG signal. The boundaries of P, T waves and 
QRS complexes were manually annotated by 
cardiologists for all 200 records. Also, each record is 
annotated with the corresponding diagnosis. 
 
 
2.2. ECG Wave Delimitation 
 

The calculation of the WDD coefficient depends on 
a previous phase to delimit the main waves of the ECG. 
The algorithm used to the ECG waves delimitation is 
based on the work of Laguna [10]. Detection of the 
QRS complex is performed first. T wave is recognized 
next, and, finally, the P wave. After detecting the ECG 
waves, it proceeds to search for their limits and peaks. 
The dyadic discrete wavelet transform (DWT) is 
calculated at scales 2 , k = 1,...,5. Then, with the use 
of thresholds and zero crossings of the DWT values in 
different scales, the limits and peaks of the ECG waves 
are found. We use the implementation of the python 
NeuroKit module(https://pypi.org/project/neurokit/). 
 
 
2.3. The WDD Measure 
 

The WDD measure is computed from the relevant 
diagnostic information of the ECG signal mainly 
distributed in the PQRST waves. The diagnostic 
features of PQRST waves are location, duration, 
amplitude, and shape. For each beat detected in the 
original and reconstructed signal, the features vectors 
(𝛽 for the original signal, 𝛽 for the reconstructed 
signal) are found: 
 

 𝛽  𝛽 , 𝛽 , . . . , 𝛽 , (1) 
 

 𝛽   𝛽 , 𝛽 , . . . , 𝛽 , (2) 
 
where p is the number of features in the vector. The 
diagnostic parameters used are: 𝑅𝑅int, 
𝑄𝑅𝑆dur,𝑄𝑇int,𝑄𝑇Pint, 𝑅𝑅int, 𝑃dur, 𝑃𝑅int, 𝑄𝑅𝑆peak_no, 
𝑄int, 𝑄𝑅𝑆sign,𝛥exist, 𝑇shape, 𝑆𝑇shape, 𝑃shape, 𝑅𝑅int, 
𝑄𝑅𝑆amp, 𝑆𝑇elevationand 𝑆𝑇slope. Table 1 shows an 

overview of all diagnostic parameters. These were 
chosen with the help of an experienced cardiologist. 

The Weighted Diagnostic Distortion between these 
two vectors is: 
 

 𝑊𝐷𝐷 𝛽, 𝛽 𝛥𝛽 𝛥𝛽 , (3) 

 
where 𝛥𝛽 is the normalized difference vector: 
 

 𝛥𝛽
^

| |, ^ , . . . ,
^

, ^ , (4) 

 
and 𝛬 is a diagonal weighting matrix. 
 
 
2.4. Genetic Algorithm with WDD Coefficient  
       (GAWDD) 
 

This method consists of a neural network model 
where the search for optimal weights values is 
performed with a genetic algorithm. The loss function 
of the neural network is the value of the WDD 
coefficient. To calculate the WDD coefficient, it’s 
necessary to estimate the limits of ECG waves 
previously (see diagnostic features used in Table 1). 
Since the gradient of the function used to delimit ECG 
waves cannot be calculated, the use of the 
backpropagation algorithm to train the network is not 
possible. This disadvantage justifies the use of the 
genetic algorithm to find the optimal value as an 
alternative. 

The 2-point crossover method and the tournament 
selection algorithm are used. The score function used 
(eq. (5)) includes the value of the WDD coefficient and 
a diversity measure to avoid rapid convergence. The 
diversity measure (Eq. (6)) consists of calculating for 
each individual the average of the distance with the rest 
of the individuals. The gene values have a 10 bits 
resolution and the initial population has  
n = 1400 individuals. A drawback of this method is the 
high computational cost due to the complexity of the 
fitness function, which involves the ECG waves 
delimitation for each beat. To deal with this problem, 
a variant is used, consisting of randomly selecting  
10 % of the beats for each generation. 
 

 𝑓 1 𝑤 1   

𝑤 ∗ 𝑑 , 
(5) 

 

where w is weighted parameter and 𝑑  is the diversity 
measure for individual i: 
 

 𝑑
∑ ! ,

, (6) 
 

 ℎ𝑎𝑚𝑚𝑖𝑛𝑔 𝑖, 𝑗   
,

, (7) 
 

where 𝛿 𝑖, 𝑗  is the number of different bits between 
individuals i and j, and nbits is the number of bits of 
the individuals. 
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2.5 Fine Tuning with Reduced WDD Coefficient  
      (FTWDDred) 
 

This method consists of a neural network model 
with two training stages. In the first stage, the 
backpropagation method, with classic error loss 
function, is used with all points of the ECG signal. In 
the second stage, the backpropagation algorithm is also 

used, but only the characteristic points of the ECG 
waves are used for error computation. This is made 
possible by the use of the Lobachevsky University 
Electrocardiography Database with the annotations file 
of ECG wave marks. So we avoid the use of the wave 
delimitation algorithm prone to induce artifacts in the 
neural network learning process due to the difficulty of 
this task. 

 
 

Table 1. Description of the diagnostic features (10 mm = 1 mV). 
 

 
 
 

3. Results 
 

For the evaluation of the methods, leads I, II and 
V2 are used to reconstruct the remaining leads. For the 
analysis of the results, lead V1 is discarded due to the 
low performance of the wave delimiter in this lead. For 
the evaluation of the methods, 25 % of the records from 
the database are randomly selected. A comparison is 
made between the two here proposed methods and 
other two relevant state of the art methods: Atoui's 
Neural Networks (AtouiNN) and Linear Regression. 
Tables 2, 3 and 4 show the results of the MSE, 
Correlation and WDD measures respectively. We 
observe that the FTWDDred method has the best 
performance in the WDD and Correlation measures, 
but not with respect to the MSE measure. The worst 
performance relative to MSE is due to FTWDDred 
targeting the diagnostic areas of the ECG in the second 
phase. Therefore, since the MSE is measured in the 
entire signal, it is expected that AtouiNN is better with 
respect to this measure than FTWDDred. We also note 
that the difference between FTWDDred and AtouiNN 

is small in the WDD measure. Therefore, the test was 
repeated 30 times to verify if the differences between 
the results of these methods are significant with the 
 t-test. The results show that only lead V3 shows 
significant differences for alpha = 0.05. 

 
 

Table 2. WDD for each method (lower values are better). 
 

Methods V3 V4 V5 V6 Mean 
Linear Model 12.57 12.46 9.26 8.05 10.59 

AtouiNN 13.45 9.69 8.19 7.22 9.64 
FTWDDred 12.95 8.50 8.52 7.17 9,28 

GAWDD 12.98 11.57 8.54 7.74 10.21 

 
Table 3. Correlation for each method (higher values  

are better). 
 

Methods V3 V4 V5 V6 Mean 
Linear Model 0.90 0.86 0.90 0.92 0.89 
AtouiNN 0.91 0.88 0.92 0.93 0.91 
FTWDDred 0.92 0.89 0.92 0.94 0.92 
GAWDD 0.82 0.74 0.72 0.84 0.78 
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Table 4. MSE for each method (MSE value × 100, lower 
values are better). 

 
Methods V3 V4 V5 V6 Mean 

Linear Model 0.22 0.29 0.24 0.21 0.24 
AtouiNN 0.17 0.27 0.18 0.17 0.20 
FTWDDred 0.16 0.28 0.19 0.17 0.20 
GAWDD 0.45 0.52 0.46 0.38 0.45 

 
 

Figs. 1 and 2 show that in some areas of the PQRST 
waves, the FTWDDred method better approximates 
the original signal than the AtouiNN. We observe that 
this improvement occurs mainly in the QRS peaks, 
also in the T peak, although to a minor extent. This 
result corresponds to what is expected according to the 
approach of the FTWDDred method. Since the 
information on the location, duration and shape of the 

ECG waves isn’t used, only an improvement in the 
amplitude of the points used to perform the fine 
adjustment is obtained. 

 
 

3. Conclusions 
 

A novel approach is proposed and evaluated to 
improve ECG reconstruction focusing on relevant 
diagnostic information. The best performance was 
achieved with the FTWDDred method, but the 
GAWDD method didn’t improve the results of the 
Atoui neural network. This is caused by limitations of 
the ECG wave delimitation algorithm. In the analysis 
of the results, it was shown that the improvements of 
the FTWDDred are only with respect to the amplitude 
of the ECG waves, mainly in the QRS. This drawback 
leads to the study of other alternatives in future works. 

 

 
 

Fig. 1. Record 169 signal reconstructed with AtouiNN (left) and FTWDDred (right) methods. 
 
 

 
 

Fig. 2. Record 185 signal reconstructed with AtouiNN (left) and FTWDDred (right) methods. 
 
 

References 
 
[1]. Y. Zigel, A. Cohen, and A. Katz, A diagnostic 

meaningful distortion measure for ECG compression, 
in Proceedings of the 19th Conference IEEE in Israel, 
1996, pp. 117-120. 

[2]. H. C. Burger, J. B. van Milaan, Heart-vector and leads, 
Brit. Heart J., Vol. 8, Issue 3, 1946, pp. 157-161. 

[3]. H. Atoui, J. Fayn, P. Rubel, A novel neural-network 
model for deriving standard 12-lead ECGs from serial 
three-lead ECGs: Application to self-care, IEEE Trans. 
Inf. Technol. Biomed., Vol.14, Issue 3, May 2010,  
pp. 883-890. 

[4]. D. Lee, H. Kwon, H. Lee, C. Seo, K. Park, Optimal 
lead position in patch-type monitoring sensors for 
reconstructing 12-Lead ECG signals with universal 
transformation coefficient, Sensors (Basel), Vol. 20, 
Issue 4. 963. 

[5]. Ld. Wang, W. Zhou, Y. Xing, et al., A novel method 
based on convolutional neural networks for deriving 
standard 12-lead ECG from serial 3-lead ECGt, 
Frontiers Inf. Technol. Electronic Eng., Vol. 20, 2019, 
pp. 405-413. 

[6]. Z. Xu, R. Zhou, Y. Cao, B. Yong, X. Wang, Q. Zhou, 
Reconstruction of 12-lead electrocardiogram based on 
GVM, in Proceedings of the Sixth International 
Conference on Advanced Cloud and Big Data 
(CBD’18), 2018, pp. 275-280. 

[7]. J. J. Nallikuzhy, S. Dandapat, Spatial enhancement of 
ECG using diagnostic similarity score based lead 
selective multi-scale linear model, Comput. Biol. Med, 
Vol. 85., June 2017, pp. 53-62. 

[8]. J. J. Nallikuzhy, S. Dandapat, Spatial enhancement of 
ECG using multiple joint dictionary learning, 
Biomedical Signal Processing and Control, Vol. 54, 
2019, 101598. 



3rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2021),  
17-18 November 2021, Porto, Portugal 

79 

[9]. Y. Zigel, A. Cohen, A. Katz, The weighted diagnostic 
distortion (WDD) measure for ECG signal 
compression, IEEE Trans. Biomed. Eng., Vol. 47, 
Issue 11, Nov 2000, pp. 1424-1430. 

[10]. J. P. Martinez, R. Almeida, S. Olmos, A. P. Rocha,  
P. Laguna, A wavelet-based ECG delineator: 

evaluation on standard databases, IEEE Transactions 
on Biomedical Engineering, Vol. 51, Issue 4,  
April 2004, pp. 570-581. 

 

 



3rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2021),  
17-18 November 2021, Porto, Portugal 

80 

(023) 
 

Matrix Beaconing for the Location of Autonomous Industrial Vehicles  
on a Simulation Platform 

 
A. Ndao, M. Djoko-Kouam and A.-J. Fougères 

ECAM Rennes, Louis de Broglie, Campus de Ker Lann, Bruz, Rennes 35091, France 
Tel.: 33299058454 

E-mail: arame.ndao@ecam-rennes.com 
 
 
Summary: The use of automated guided vehicles (AGVs) and other autonomous mobile robots is a challenge facing Industry 
4.0. While the autonomy of autonomous vehicles has been well characterized in the field of road and road transport, this is not 
the case for the autonomous vehicles used in industry (autonomous industrial vehicles or AIVs). The establishment and 
deployment of AIV fleets in industrial companies remain problematic in several respects, including their acceptability by 
employees, the location of vehicles, the fluidity of traffic, and the perception by vehicles of changing and, therefore, dynamic 
environments. Thus, simulation serves to account for the constraints and requirements formulated by the manufacturers and 
future users of autonomous vehicles. In this paper, we present the development of a co-simulation platforms, and a method for 
estimating the positions of the vehicles simulated in this platform. 
 
Keywords: Autonomous industrial vehicle, Matrix beaconing, Simulation platform, Agent-based simulation, Fuzzy agent. 
 

 
1. Introduction 
 

Among the challenges facing Industry 4.0 are the 
development and optimization of the flows of data, 
products, and materials in production companies. 
Certain technological bricks have been defined [1, 2], 
in particular, for the use of automated guided vehicles 
(AGVs) and other autonomous mobile robots. While 
the autonomy of autonomous vehicles has been well 
characterized in the field of road and road transport  
(6 autonomous driving levels distinguishes by the 
Society of Automotive Engineers [3]), this is not the 
case for the autonomous vehicles used in industry 
(autonomous industrial vehicles or AIVs) [4]. The 
establishment and deployment of AIV fleets in 
industrial companies remain problematic in several 
respects, including their acceptability by employees, 
the location of vehicles, the fluidity of traffic, and the 
perception by vehicles of changing and, therefore, 
dynamic environments. Autonomy has, accordingly, 
been limited to predetermined trajectories. Thus, the 
capacity to exchange information among the various 
AIVs of a fleet should improve this autonomy  
in terms of: 

- adaptation to traffic constraints, especially when 
the AIV environment changes over time (in the 
dynamic environments of storage areas, production 
lines, etc.), with; this adaptive capacity making full use 
of the development of AI and IoT technologies [5] to 
perceive the environment; 

- Decision-making, even when the information 
available to an AIV is incomplete, uncertain, or 
available but fragmented [6]; 

- Communication with other AIVs in a fleet and 
with the associated infrastructure or people (commonly 
referred to as “V2X communications”) [7];  

- Reduction (or simply control) of the energy 
impact, irrespective of any traffic constraints [8]. 

In this paper, we present our research on these 
issues and offer a state- of- the- art proposal related to 
communication among and with autonomous vehicles, 
the development of simulation platforms, and the 
location of autonomous vehicles. We then describe the 
co-simulation platform that we have developed and our 
method for estimating the positions of the vehicles 
simulated thereon. 
 
 
2. State of the Art 
 
2.1. Communication Among Vehicles 
 

The experimental self-driving cars that are already 
plying roads all over the world to accumulate data and 
miles do not cooperate with their surroundings. 
Instead, they rely on on-board sensors [9], such as 
radar, laser or lidar, cameras, and GPS and information 
collected internally (through an odometer, assessment 
of the condition of the wheels, and so on), to acquire 
raw information with which to construct a 
representation of their surroundings. A vehicle’s 
control system then matches its perception with a 
priori known information, such as a detailed map or a 
learned representation of the environment in which it 
is operating [10, 11] to choose a course of action and 
position itself on the road. The same is true of the AIVs 
increasingly deployed at industrial production sites, 
which still have very limited capacity for adaptation. 

In recent years, the automotive industry has joined 
forces with telecommunications players to develop 
communication standards that facilitate direct 
cooperation among vehicles through the exchange of 
structured information [12]. Thus, for instance, a 
vehicle may start to deaccelerate or brake, not because 
it observes that it is approaching the vehicle ahead of 
it, but because the vehicle ahead indicates that it has 
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initiated such an action. This type of coordination 
saves precious time in reactions to critical events and, 
therefore, promotes safety in addition to contributing 
significantly to profitability. Thus, for example, 
vehicles can be linked for movement on a highway in 
convoys (platooning) [13] or to optimize passing 
through intersections [14]. 
 
 
2.2. Simulation Platforms for AIVs 
 

Before full-scale testing of traffic scenarios 
involving autonomous vehicles in industrial or more 
complex traffic situations can begin, it is essential to 
consider the simulation involved. Perhaps the greatest 
advantage to be gained by running a simulation is that 
actionable results can be obtained without applying a 
scale factor [15-19]. As might be expected, there are 
numerous methods in use for such testing [20]. 

While progress in the autonomy of automobiles is 
widely reported [21], including to the general public, 
studies of AIVs have been relatively few. AGVs and 
autonomous vehicles more generally have the capacity 
to adapt to their environs. A combination of computer 
and physical solutions can facilitate shared 
communications and, thereby, the autonomy of these 
vehicles. Agent-based approaches are often presented 
in this case [22, 23]. We propose here use of the notion 
of a fuzzy agent to manage the levels of imprecision 
and uncertainty involved in modeling the behavior of 
simulated vehicles [24, 25]. 
 
 
2.3. Estimating the Locations and Positions of AIVs 
 

A position estimation provides an approximation of 
a vehicle’s location in relation to its environment. The 
literature on estimation theory is vast, encompassing a 
wide variety of techniques and ideas. Naturally, the 
most common techniques receive frequent attention 
[26-28]. These general techniques can be applied to a 
variety of problems, an example being parametric 
estimation methods such as weighted least squares 
estimators, maximum-likelihood estimators, minimum 
mean-square error estimators [26]. 

Incremental or relative localization [27] makes it 
possible to determine the position and orientation of a 
vehicle by taking into account its successive 
movements from a known starting point. Absolute 
localization [27], by contrast, involves determining the 
position of a vehicle or robot in its external or internal 
environment using exteroceptive sensors. Two 
strategies are used for localization that rely on either 
natural or artificial landmarks (e.g., GPS or beacons), 
respectively. Absolute localization by definition 
avoids the drift over time that characterizes relative 
localization; the main disadvantage of this strategy is 
the loss of visibility of the landmarks in the 
environment that a vehicle uses to determine  
its position. 

In our study, the measurements necessary for the 
estimation were susceptible to corruption by noise. 
The result can be generation of an input that introduces 
uncertainty into the inference. Uncertainty is, then, at 
the heart of the estimation problem: in the absence of 
uncertainty, many problems would have simple 
algebraic solutions [26]. 
 
 
3. A Co-simulation Platform 
 
3.1. Presentation of the Platform 
 

The simulation platform is composed of (1) a 
digital simulation framework that is agent-oriented, 
allowing it to simulate the movements of vehicles in a 
virtual environment, and (2) a physical platform that 
serves to develop scenarios for the circulation of 
vehicles of reduced size or a set of small vehicles. The 
objective is to visualize the same movements through 
the virtual and physical simulations. Fig. 1 shows the 
platform architecture. The obstacles that a vehicle 
encounters on the physical platform must appear on the 
software platform. The platform also offers the ability 
to conduct augmented simulations (for example, 
adding a new vehicle, a person, or even direct 
communications between AIVs virtually). We 
developed two interfaces to follow the evolution of the 
simulations, one on the server side, for viewing the 
simulation and managing the components of the two 
systems, and the physical system, including 
communication with the vehicles moving on the 
platform and the virtual system including 
communication with simulator agents (Fig. 2). This 
latest HMI allows users to increase the simulation by 
introducing a new virtual vehicle to the set or making 
a human operator appear on the vehicle’s traffic map. 

The AIVs of the physical platform are small and 
capable of following the road (line tracking), stopping 
in front of an obstacle, geolocating on the circuit, 
communicating by radio, and transmitting information 
(position, speed, etc.) or receiving it from roadside 
equipment. They can also decide on an action to be 
taken based on all of the information received from the 
environment. 

The simulator’s AIVs are fuzzy autonomous 
software agents. Thus, they manage their movements 
while responding to the directives of the server (or of 
the simulator through the server). To do so, the fuzzy 
agents communicate with the server or each other. 

 
 

3.2. Presentation of the Physical Platform 
 

When designing the scenarios involving 
autonomous vehicles, we were particularly interested 
in those that favor traffic congestion situations. 
Accounting for this characteristic led us naturally to 
diagram the circulation in four loops, as Figs. 2 (the 
HMI) and 3 (the physical platform) show. 
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Fig. 1. Architecture of the co-simulation platform. 
 

 
 

Fig. 2. Server HMI. 
 

 
 

Fig. 3. Autonomous vehicles on the physical platform. 
 
We thus defined a traffic platform as an entity 

consisting, on the one hand, of a circuit made up of four 
curving sections and four straight sections placed  
end- to-end to form what we designated 
“CircuitLacet4”, and, on the other hand, of a set of  
12 RFID tags distributed along the circuit. Each 
quadrant had three markers, with each marker being 
represented by one RFID tag, so that any nearby 
vehicle could position itself on the circuit. 

Beyond basic functionality, such as line tracking 
and the detection of nearby obstacles, we incorporated 
three speed-increasing kinematics into the AIVs. We 
also developed communication functions (using Wi-
Fi) between the vehicles and the server so that each 
vehicle could send its position back to the server 
relative to the RFID tags on the road circuit. 

3.3. Internal Architecture of an AIV 
 

We equipped each AIV with modules that allowed 
us to test all of our scenarios of interest. These included 
controlling modules and modules for detecting RFID 
tags, indicating the vehicle’s status on an LCD display, 
detecting obstacles, regulating the power supply, 
transmitting data to the server, receiving instructions 
from the server regarding movements, operating the 
motors, and line monitoring. It is important that the 
electronic module for each of these functions be easily 
identifiable within the system, just as each function 
must be easily monitored, when conducting a dynamic 
search for sources of dysfunction. Thus, for each 
autonomous vehicle to fulfill the tasks assigned to it, 
we had to define the organization in as structured a 
manner as possible from the perspective of the 
software, the hardware, and the electronics. The result 
of this work was a complete internal map of the 
autonomous vehicles. Fig. 4 highlights the various 
modules as well as the connections among them. 

The PRAV module, which controls the detection of 
RFID tags and the display, is connected physically to 
both the RFID module and the AFFI module. The 
ground markings detection (DEMS) and wheel motor 
control (PMOT) modules are connected to the module 
dedicated to the line tracking control (PILS) through 
the BRAC module. Doubly connected in this way, the 
BRAC module performs the intermediary role of 
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mixing and optimizing the multiple paths of the 
electrical links, which are already in a certain amount 
disorder, with the result that it is almost impossible to 
locate the sources of dysfunction. We designed the 
BRAC module, being thus located in the center of a 
star based on DEMS, PMOT, and PILS, to connect 
with the PILS module through simple superposition 
according to the form factor of an Arduino board in a 
connection identified as Bus3 in Fig. 4. The TSVA 
module, which also controls an obstacle detection 
module (DOBS) through a direct four-wire connection, 
provides telecommunications with the remote server. 
Notably, the TSVA is implemented by means of a 

raspberry card, which requires a supply of current that 
is both sufficient and stable. This situation justifies the 
presence of the power supply regulator module (RALI) 
that is connected through Bus6 to its input (USB-C ). 
In a multi-connection crossroads, the TVSA is the 
most- surrounded module in the system, its neighbors 
being the server by the radio link, the DOBS module 
by the direct link, RALI by Bus6, the PRAV module 
by Bus5, and, lastly, PILS by Bus3. Fig. 4 shows 
clearly the central position of the TSVA module from 
the perspectives of both its functions and its systemic 
connections. 

 

 
 

Fig. 4. Internal architecture of the autonomous vehicles. 
 
4. The AIV Position Estimation Method 
 
4.1. The Conceptual Model of the Platform 
 

The co-simulation system includes a simulator 
capable of reproducing virtually and the AIV evolving 
in its traffic environment, also called the traffic zone. 
The conceptual vision of such a device naturally leads 
to the highlighting of a set of entities, each representing 
a real object deemed sufficiently relevant for inclusion 
in the simulation model. The main entities that 
constitute the static model of the simulation device as 
a whole are the traffic area, the beacons, the 
components of the AIVs involved in the estimation of 
their positions, the circuit that we termed 
“CircuitLacet4” shown in Fig. 5, and the section.  
Fig. 6 shows the class diagram of the static model of 
the entire simulation device. 

 
 

Fig. 5. “CircuitLacet4” circuit profile. 
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4.2. The Mathematical Position Estimation Model 
 

Our computational approach also makes it possible 
to obtain the next position of the AIV on the circuit 
given its current position. Schematically, we defined 
the current position of the AIV as Pn and the next 
position as Pn + 1. Our approach was to define an 
abstract chunk model in which the updating of the 
current position would only be stated in principle, with 

no details provided about the concrete implementation. 
We then defined a concrete traffic section model by 
building on the aforementioned abstract model. The 
concrete section model served for the actual 
calculation of Pn + 1. Thus, we formally defined three 
types of concrete sections with their associated 
calculation intelligences: a circular arc section, a 
horizontal section, and a vertical section. 

 

 
 

Fig. 6. Static model of the global simulation system. 
 
 

For a circular arc section with center C and radius 
R, and for a time step t, the update of the position of 
the AIV is given by the expression (1). For horizontal 
and vertical sections respectively, expressions (2) and 
(3) give the required update. 
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4.3. The AIV Position Update Algorithm 
 

Thus integrated into the concrete section model, the 
intelligence for calculating the next position of the VA 
also allows for management of the “handover” of the 
autonomous vehicle from one section to the next. The 
flowchart in Fig. 7 shows the algorithm for this 
processing. 

 
 

Fig. 7. Algorithm for updating the position of an AIV. 
 
 
5. Conclusions 
 
There has been a great deal of research on autonomous 
vehicles, but relatively little of it has concerned 
industrial vehicles (or mobile robots), with the focus 
instead remaining on road vehicles. Obvious 
similarities exist between these two uses of 
autonomous vehicles, starting with the need to 
simulate the vehicles and their traffic contexts before 
developing and deploying them in real environments. 
In the industrial field, simulation serves to account for 
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the constraints and requirements formulated by the 
manufacturers and future users of autonomous 
vehicles. 

The development of simulation platforms is, 
therefore, an important step in improving the 
autonomy of AIVs. The platforms identified in the 
literature have been either virtual or physical, but our 
approach relies on co-simulation platform experiments 
combining the physical and virtual approaches. On 
both the physical and virtual levels, it is essential to 
determine the correct location of the vehicles. We 
accordingly proposed an approach for estimating the 
position of AIVs according to the principle of matrix 
beaconing that we then implemented in our simulation 
framework. 

There are many possible ways in which the co-
simulation system can evolve. The main goals are to be 
able to modify the physical platform freely, for the 
system to adapt to it autonomously, and, ultimately, to 
deploy the simulation in any industrial environment. A 
manufacturer of AIVs could thus provide the 
simulation to customers and work with them on 
deployment scenarios specific to their job sites. 
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Summary: Alternation is considered as a natural generalization of nondeterminism whereas residuality is considered as a 
natural distillation of the essence of the automaton’s states language recognition. In this paper, we investigate two crossed 
semantic properties termed alternation and residuality. Both properties become central to the study of regular languages and 
related problems, and provoked a tremendous amount of research. Alternation becomes an appealing abstraction and a key 
ingredient in modeling software systems, including model checking, formal methods, and software programs’ verification. 
Residuality is a framework that allows one to eventually perform the semantic checking of each state of the automaton 
independently. To name a few applications in residuality: programming languages artificial intelligence, and learning 
algorithms such as L*, NL, and AL*. We present a new paradigm of learning regular languages represented by a special type 
of alternating finite automata (AFA), namely reversal AFA (r-AFA), which provide a succinct representation of regular 
languages. Using the residuality property, we introduce residual language equations which exactly correspond to the states of 
the r-AFA. Such a model can be described naturally as a set of residual language equations that parallels the solutions of 
algebraic equations. Moreover, the solution of such systems of residual language equations is the class of regular languages. 
Furthermore, we exploit the succinctness relationship between r-AFA and DFA (deterministic finite automata), and we develop 
a new active learning algorithm, called r-AL*, which is complemented with an extension of L*.  
 
Keywords: Alternating and residual finite automata, Language learning algorithm, L*, NL, AL*, r-AL*, Alternation, 
Residuality, Residual language equations, Derivative languages. 
 

 
1. Introduction 
 

The notion of alternation is a natural generalization 
of nondeterminism. It received its historical details and 
formal treatment in [1]. This seminal paper and most 
of the subsequent research focused on a variety of 
alternating automata in terms of their types, sizes, 
languages, and computational complexities. The 
alternating property has played an important role in 
understanding many questions in complexity theory 
and model checking. For alternating finite automata 
(AFA), it is proved that they are precisely as powerful 
as deterministic finite automata (DFA) as far as 
language recognition. However, beyond this 
seemingly negative result the presence of alternation 
can lead to simplified construction in the area of finite 
automata [2-6]. Unlike finite automata and Turing 
machines, alternation increases the expressiveness of 
pushdown automata, precisely synchronized 
alternating pushdown automata (PDA). That is, PDA 
add the power of conjunction over context-free 
grammar which lay the foundation of one of the most 
widely used class of languages, context-free 
languages, in computer science [7-9]. In terms of the 
number of states, a minimal deterministic finite 
automata (DFA) might be exponentially larger than a 
nondeterministic finite automaton (NFA) and double 
exponentially larger than an alternating finite automata 
(AFA). All these automata have the same expressive 
power in terms of language recognition − they accept 
regular languages but differ in efficiency. Furthermore, 
AFA have particularly emerged as practical tools in 
several applications. To name a few: model checking, 

learning algorithms, formal methods and software 
programs’ verification. Furthermore, learning regular 
languages has gained widespread in a wide variety of 
applications such as pattern recognition, data mining 
and learning algorithms. For example, Angluin-style et 
al. learning [10-12] well-known learning algorithm 
styles L* for DFA and NL for NFA have provoked a 
tremendous amount of research in machine learning, 
artificial intelligence, and other areas. For many 
practical applications, it is desirable to work with AFA 
rather than other types of automaton because of their 
succinctness and membership problem’s efficiency. 
The uniqueness of the minimality of the DFA play an 
important role in the language learning algorithm L* 
[10] where it has been proved that the class of regular 
languages could be learned efficiently, in polynomial 
time in terms of the number of states of the DFA. A 
generalization of L*, NL has been extended to NFA for 
learning residual NFA (RNFA for short). 

Residuality is considered as a natural distillation of 
the essence of the automaton’s states language 
recognition. It adds a natural meaning to the 
automaton’s states. An automaton A accepting a 
language ℒ is residual if every state q of A represents a 
residual language, specifically ∂w(ℒ) = {v ∈ Σ∗ | wv ∈ 
ℒ} of ℒ. Residual automata discern significant facts 
from the semantics of each state of the automaton. 
Importantly, every DFA have a useful property termed 
residuality. Such a semantic property plays an 
important role for learning finite automata, underlines 
the algorithm L* [10] for learning DFA, and 
generalizes the NL algorithm for NFA [11]. In 
addition, residual automata play an important role in 
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the context of language algorithmic learning, and it is 
considered as a steppingstone towards language 
learning algorithms. AFA’s structure is more compact 
than that of NFA and DFA, which makes residuality 
very desirable when learning AFA. Angluin et. al [12] 
extended the learning algorithm L* to residual 
automata. In this paper, we investigate two semantic 
properties termed alternation and residuality which 
complement each other, and we encapsulate them in a 
model that we refer to as alternating residual automata 
(ARA). In addition, we show a new perspective on the 
AL* algorithm for learning alternating residual 
automata. We study the efficiency of the algorithms 
using regular languages which are represented by 
extended regular expressions. Technically, the states of 
DFA and ARA have the property of residuality which 
corresponds to residual languages [13-15]. The 
learning framework for ARA starts with the learner 
who can formulate membership queries to test if a 
word is in ℒ, and equivalence queries to ask if a 
hypothesis is equivalent to the target language (i.e., 
target automaton), otherwise a counterexample is 
returned. The remaining of the paper is organized as 
follows. In Section 2, we introduce some basic 
preliminary concepts and definitions. Section 3, 
alternating finite automata and background are 
described in some details. Section 4 looks at the related 
work and background of derivatives of regular 
expressions and languages. Section 5, the property of 
residuality is described as an important framework in 
languages algorithmic learning. In Section 6, we 
present a new paradigm approach, namely r-AL*, a 
reversal alternating and residual learning algorithm for 
regular languages. In addition, we introduce residual 
language equations that parallels the solution of 
algebraic equations. Finally, in Section 7 we conclude 
the paper with a summary and discuss the future work. 
 
 

2. Preliminaries 
 

In this section we briefly recall some relevant 
definitions. An alphabet is a finite, nonempty set. The 
elements of an alphabet are called symbols or letters. 
A word (string) over an alphabet Σ is a finite sequence 
consisting of zero or more symbols of Σ. The set of all 
words (respectively all nonempty words) over an 
alphabet Σ is denoted by Σ∗ (respectively Σ+). A 
language over Σ is a (possibly infinite) set of finite 
words ℒ ⊆ Σ∗. The word consisting of zero letters is 
called the empty word, denoted by ϵ. The length of a 
word w, denoted by |w|, is the number of symbols in w. 
By definition, |ϵ| = 0. Given a language ℒ over an 
alphabet Σ, the Kleene star “∗”) of ℒ is the set  
ℒ ∗ = ∪   ℒi and the positive Kleene plus “+”) of ℒ is 

ℒ+ = ∪   ℒi. The language ℒ  = Σ∗\ℒ is the 
complement of ℒ. The concatenation of two words 
u and v is the word consisting of the symbols of u 

followed by the symbols of v, denoted u·v (also written 
as uv). We say that an extended regular expression e is 
nullable if the language it represents contains the 

empty string, that is if λ ∈ ℒ (e). The set of extended 
regular expressions E  over Σ is the subset of  
(Σ ∪ {ϵ, φ, +, ꞏ, ∗, ¬, ∩, (, )})∗ that satisfies the 
following conditions: 

(i) Σ ∪ {λ, φ} ⊆ E; 
(ii) If e1, e2 ∈ E then (e1 + e2), (e1.e2), (e1∗), (e1 ∩ e2), 

and (¬e1) ∈ E. 
The language denoted by an extended regular 

expressions e ∈ E, denoted by ℒ(e), is defined 
inductively as follows: 

(i) ℒ(φ) = φ, ℒ(ϵ) = ϵ, and ℒ(a) = {a} for a ∈ Σ. 
(ii) if e1, e2 ∈ Σ. Then 
ℒ((e1 + e2)) = ℒ(e1) ∪ ℒ(e2), ℒ((e1ꞏ e2)) = 
ℒ(e1)ꞏℒ(e2), ℒ((e1 ∩ e2)) = ℒ(e1) ∩ ℒ(e2),  
ℒ((e1∗)) = ℒ(e1)∗, and ℒ((¬e1)) = ℒ e1 . 
Thus, extended regular expressions e and their 

corresponding languages, ℒ(e), can be used 
interchangeably. We denote the reversal of a word w 
by wR, while the reversal of a language ℒ, denoted ℒR, 
is defined as ℒR = {wR | w ∈ ℒ}. We denote by the 
symbol B the Boolean semiring, B = {0, 1}. Let Q be a 
set. Then BQ is the set of all mappings of Q into B. Note 
that û ∈  BQ can also be considered as a Q-vector  
over B. 
 
 
3. Alternating Finite Automata (AFA) 
 

Alternating finite automata (AFA) has the property 
of alternation in the following sense: If in a given state 
q the automaton reads an input symbol a, it will 
activate all states of the automaton to work on the 
remaining part of the input in parallel. Once the states 
have completed their tasks, q will evaluate their results 
using a Boolean function and pass on the resulting 
value by which it was activated. A word w is accepted 
if the starting state computes the values of 1. 
Otherwise, it is rejected. NFA are a generalization of 
DFA by allowing a state to have multiple outgoing 
transitions labeled with the same symbol or a  
ϵ-transition. A string is accepted by an NFA if there 
exists some path that leads to an accepting state. In a 
nondeterministic computation all configurations are 
existential in the sense that there exists at least one 
successful path that leads to acceptance. An alternating 
finite automaton (AFA) may have also universal 
configurations from which the computation branches 
into a number of parallel computations that must all 
lead to acceptance. We represent existential and 
universal choices by a Boolean formula. Formally, let 
Q be a set, we use BQ to be the set of all Boolean 
formulas over Q. That is, BQ is built from the elements 
q ∈ Q, 1, and 0 using the binary operations and (∨), or 
(∧), and not (−). We now formalize this idea. 

Definition 1: An alternating finite automaton 
(AFA) is a quintuple A = (Σ, Q, s, F, g) where (a) Σ is 
an alphabet, the input alphabet; (b) Q is a finite set, the 
set of states; (c) s ∈ Q is the starting state; (d) F ⊆ Q is 
the set of final states; (e) g is a mapping of Q into the 
set of all mappings of Σ × BQ into B. 
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We turn to defining the sequential behavior of an 
AFA. For q ∈ Q and a ∈ Σ, let gq(a) be the Boolean 
function defined as: 
 

 gq(a, û): Σ × BQ → B,  

 
where a ∈ Σ and û ∈ BQ. Also, for a ∈ Σ, q ∈ Q, and û 
∈ BQ, gq(a, û) = gq(a)(û), is equal to either 0 or 1. Later, 
we also need the mappings g(a) of Q into the set of all 
mappings of BQ into B and the mappings gq(a) of BQ 
into B defined by 
 

 
g(a)(q)(û) = gq(a)(û) = gq(a, û), 

for a ∈ Σ, q ∈ Q, and û ∈ BQ 
 

 
Now define f ∈ BQ by the condition 

 
 fq = 1 ⇐⇒ q ∈ F,  

 
f is called the characteristic vector of F. We extend g 
to a mapping of Q into the set of all mappings of  
Σ∗× BQ into B as follows: 
 

𝑔 𝑤, û   

 
u  if 𝑤  𝜖

𝑔 𝑎, 𝑔 𝑣, û  if 𝑤  𝑎𝑣 𝑤𝑖𝑡ℎ 𝑎 Σ, 𝑣 ∈ Σ∗, 
 

 
where w ∈ 𝛴∗ and û ∈ BQ. 
 

Definition 2: Let A = (Q, Σ, s, F, g) be an AFA. A 
word w ∈ Σ∗ is accepted by A if and only if  
gs(w, f ) = 1. The language accepted by A is the set  
ℒ(A) = {w | w ∈ Σ∗ ∧ gs(w, f ) = 1}. 

We denote the language of A by ℒ(A) and the 
language accepted by a state q ∈ Q by ℒ. Note that in 
the same spirit as the characteristic vector of F, we 
extend g to languages. Thus, we define the 
characteristic output of A, gA(w, û), as follows. 

Definition 3: Let A = (Q, Σ, s, F, g) be an AFA and 
ℒ(A) the language accepted by A. Then, characteristic 
output of A is defined as 
 

gA(w, û) = 
1 𝑖𝑓 𝑔 𝑤, û  1 for all 𝑤 ∈ ℒ A

 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 
Example 1: Consider the following AFA A = (Q, 

Σ, s, F, g) where Q = {q0, q1, q2}, Σ = {a, b}, s = {q0}, 
F = {q2}, and g is given by the following table  
F = {q2}. The example shows a run of the AFA on the 
input bab. See Table 1. 
 
 

Table 1. AFA: State table. 
 

 a  b 
q0 
q1  
q2 

q0 ∧ q1 
q0 
q0 ∨ q1 

q1 ∨ q2  
q0 ∧ q2 
1 

In the same example of AFA, we have drawn the 

existential states as ∨ and the universal states as ∧. 
The AFA can have multiple runs on a given input 
where both of these choices coexist. Notice that the run 
branches in parallel to two states, q0 and q2 on the 
second input symbol b from q1. See Fig. 1. 

 

 
 

Fig. 1. AFA accepting the string aba. 
 
In addition, we can show three separate 

mappings of BQ	 into B. That is, g(q0), g(q1), and 
g(q2). See Table 2. 

 
 

Table 2. g(q0), g(q1), g(q2). 
 

  a b  a b  a b 
000 0 1 000 0 0 000 1 0 
001 0 0 001 0 1 001 1 0 
010 0 1 010 0 0 010 0 1 
011 0 1 011 0 1 011 0 1 
100 0 1 100 1 0 100 1 0 
101 0 0 101 1 0 101 1 0 
110 1 1 110 1 0 110 1 1 
111 1 1 111 1 0 111 1 1 

 
 
4. Derivatives of Regular Expressions  
    and Languages 
 

The notion of derivative regular expressions has 
been introduced by Brzozowski [16] in order to find 
quotient on regular expressions and give 
corresponding derivatives and their auxiliary 
functions. Let e be an extended regular expression and 
u is a word over Σ∗. We denote by ∂u(e) the derivative 
of e with respect to u, formally defined as 

Definition 4: The derivative of an extended regular 
expression e with respect to a word u ∈ Σ∗ is defined 
to as: ∂u(e) = {v ∈ Σ∗ | uv ∈ e}. 

Intuitively, ∂u(e) is the set of all remaining strings 
obtainable from e by taking off the prefix u, if possible. 
The derivatives of an extended regular expression e 
with respect to a symbol a ∈ Σ are defined as follows: 
 

 

∂a(ϕ) = ϕ, 
∂a(ϵ) = ϕ, 
∂a(a) = ϵ, 
∂ϵ(a) = a, 
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∂a(b) = ϕ if b ≠ a, 
∂a(e1 + e2) = ∂a(e1) + ∂a(e2), 

∂a𝑒∗ = ∂a(e1) ꞏ 𝑒∗, 
∂a(e1 ∩ e2) = ∂a(e1) ∩ ∂a (e2), 

∂a (e1) = ∂𝑎 𝑒  
 

 

∂a(ϕ) = ϕ, 
∂a(ϵ) = ϕ, 
∂a(a) = ϵ, 
∂ϵ(a) = a, 

∂a(b) = ϕ if b ≠ a, 
∂a(e1 + e2) = ∂a(e1) + ∂a(e2), 

∂a𝑒∗ = ∂a(e1) ꞏ 𝑒∗, 
∂a(e1 ∩ e2) = ∂a(e1) ∩ ∂a (e2), 

∂a (e1) = ∂𝑎 𝑒  

 

 

∂a 𝑒   𝑒   
∂a 𝑒 𝑒   ∂a 𝑒  if 𝑒  is nullable

∂a 𝑒 𝑒  otherwise
 

 
The last equation takes the symbol a off of the first 

expression e1, or from the second regular expression e2 

if ℒ (e1) is nullable ((i.e., the empty string ϵ ∈ ℒ (e1)). 
 

Example 2: Let Σ = {a, b}. 
(i) Let e = a(ab)∗. Then the derivatives of e with 

respect to a and b respectively are ∂a(e) = (ab) and 
∂b(e) = ϕ. 

(ii) Let e = (ab + a)∗ba. Then the derivative of e with 
respect to a using some auxiliary calculations is: 
 

 

∂a(e) = ∂a ((ab + a)*ba) = 
= ∂a ((ab + a) *)ba + ∂a (ba) = 

= ∂a ((ab + a))(ab + b) *ba + ∂a (b)a = 
= ∂a ((ab + a))(ab + b) *ba + ∂a (b)a = 

= (∂a (ab) + ∂a (a))(ab + a) *ba + ∂a (b)a = 
= (b + ϵ)(ab + a) *ba + ∂a (b)a = 

= (b + ϵ)(ab + a) *ba + ϕ = 
= (b + ϵ)(ab + a)*ba, 

 

 

 

∂a(e) = ∂a ((ab + a)*ba) = 
= ∂a ((ab + a) *)ba + ∂a (ba) = 

= ∂a ((ab + a))(ab + b) *ba + ∂a (b)a = 
= ∂a ((ab + a))(ab + b) *ba + ∂a (b)a = 

= (∂a (ab) + ∂a (a))(ab + a) *ba + ∂a (b)a = 
= (b + ϵ)(ab + a) *ba + ∂a (b)a = 

= (b + ϵ)(ab + a) *ba + ϕ = 
= (b + ϵ)(ab + a)*ba 

 

 
In a similar manner, we can compute the derivative 

of e with respect to b, that is, ∂b(e). 
In addition, the concept of derivatives apply to 

languages. For a language ℒ, the derivative of ℒ with 
respect to a string w is the set of remainder words after 
having read w from any word in ℒ, as formally defined 
as follows: 

Definition 5: The derivative of a language  

ℒ ⊆ Σ∗ with respect to a word w ∈ Σ∗ is defined to 

as ∂w(ℒ) = {v ∈ Σ∗ | wv ∈ ℒ }. 

Proposition 1: Let a ∈ Σ, w ∈ Σ∗, and e ∈ E. Then 

aw ∈ ℒ (e) iff w ∈ ℒ (∂a(e)) and ϵ ∈ ℒ (e) iff 
nullable (e). 
 
 
5. Residuality 
 

The property of residuality introduced by Denis et 
al. [13] is considered as a natural distillation of the 
essence of the automaton’s states language 
recognition. Importantly, it adds a foundational 
meaning for a better understanding of regular language 
algorithms learning and computational learning 
theory. A language ℒr ∈ Σ∗ is residual of ℒ if there is u 
∈ Σ∗ such that ℒr = ∂u(ℒ). Residual finite state automata 
(RFA) [13] are a subclass of NFA where each state 
represents a residual language of the language that is 
accepted by the automaton. An automaton A accepting 
a language ℒ is residual if every state q of A 
corresponds to a residual language. The class of RFA 
lies between deterministic (DFA) and nondeterministic 
automata (NFA). RFA share a number of significant 
properties with DFA and NFA. For example, they 
share with DFA a significant property. RFA share with 
NFA the existence of automata that are exponentially 
smaller, in the number of states, than the 
corresponding minimal DFA for the language. These 
properties make RFA especially appealing in several 
areas of computer science. 

Definition 6: A residual finite automaton (RFA) is 
a non- deterministic finite automaton (NFA)  
A = (Σ, Q, s, F, ∂) such that for every state q ∈ Q, ℒq is 
a residual language ∈ ℒ (A). 

The most significant property of residual automata 
(RFA) is that it performs the semantics of each state 
independently. 
 
 
6. r-A𝐋∗: A Reversal 𝐀𝐋∗-like Alternating  
    and Residual Learning Algorithm 
 

With respect to minimization of AFA, we consider 
a special kind of AFA that we call s-AFA. An s-AFA 
is an AFA A = (Q, Σ, s, F, g) such as every a ∈ Σ and 
every û ∈ BQ, gq(a, û) does not depend on ûs. 
Intuitively, this means that the starting state s cannot 
be reached in any computation. Obviously, for every 
AFA one construct an equivalent s-AFA which has just 
one more state. On the other hand, if A is a (k + 1)-state 
s-AFA then there exists an equivalent k-state AFA. For 
example, the language {ϵ, a, a2} is accepted by a  
3-state s-AFA but not any 2-state AFA. s-AFA are 
particularly useful to simplify certain constructions of 
regular language learning algorithms. 

Theorem 1: ℒ is accepted by an s-AFA with k + 1 
states if and only if ℒR is accepted by a DFA with 2k 
states. 

Proof: Due to the limited number of pages 
allowed, we only sketch the proof by construction. The 
reader may refer to the authors’ prior work for details 
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[2, 6]. Let D be a (k+1)-state s-AFA and ℒ = ℒ(D). Let  
D  = (QD, Σ, sD, FD) be a 2k-state DFA and ℒ. Let  
K = {1, 2,..., k} and K0 = K ∪ {0}. Without loss of 
generality, we assume that QD = BK and sD = {0,...,0}. 
For û ∈ BK

0, let û′ ∈ BK be defined by û′ = û for all  
i ∈ K. We know define a (k + 1)-state s-AFA  
A = (QA, Σ, sA, FA, g) by 

 

 

QA = K0, 
sA = 0, 

𝐹   0  if 𝑠 ∈  𝐹
 0 otherwise

, 

g(a, û)i = 
∂ û′ 𝑎  𝑖𝑓 𝑖  0 𝑎𝑛𝑑 û′ ∈ 𝐹

 1 𝑖𝑓 𝑖  0 𝑎𝑛𝑑 û′ ∉  𝐹
 

 

 
For i ∈ K0, a ∈ Σ and û ∈ BK

0.The function g is well 
defined since A is deterministic. By induction on the 
length of w ∈ Σ∗, one shows that û = g(w, f) if and only 
if δ(sD, wR) = û′. Since û0 = 1 if and only if û′ ∈ FD,  
w ∈ ℒ(A) if only if wR ∈ ℒ(D). □ 

Corollary 1: For any AFA, there exists an 
equivalent s-AFA having at most one additional state. 

Corollary 2: Let A be an s-AFA such that (ℒ(A))R 
is accepted by a minimized DFA with n states. Then A 
has at least 1 + ⌈(log2n)⌉ states. 

Now, we introduce a variation of s-AFA which we 
call r-AFA (r short for reversal). The new r-AFA is the 
same as an s-AFA except that the input word is read in 
reverse. The following theorem is straightforward 
proved by the above sequence of results. 

Theorem 2: For each language ℒ that is accepted 
by a DFA with n states, there exists an equivalent  
r-AFA with at most 1 + ⌈(log2n)⌉ states. 

We present a new paradigm of learning regular 
languages and introduce residual language equations 
using r-AFA. An r-AFA A = (Q, Σ, s, F, δ) can be 
described naturally as a set of residual language 
equations that parallels the solutions of algebraic 
equations. Moreover, the solution of such systems of 
residual equations is the class of regular languages. We 
use Xq to denote a Boolean variable associated with the 
state q and 𝑥  to denote its negation. Let Xq = {xq | q ∈ 
Q}. Then the following system ℒ(A) of residual 
language equations can be used to describe A: 
 

 A = {Xq = ∑ 𝑎. 𝑔 𝑎, X 𝜖 𝑓∈  
, (1) 

 

 ϵ 𝑓   
ϵ 𝑖𝑓 𝑓   1
ϕ otherwise

  

 
In the system ℒ(A) of equations, the Boolean 

function 𝑔 𝑎, X  is considered as being given by a 
Boolean expression in BXQ. Any system of residual 
language equations of the above form has a unique 
solution for each XQ, q ∈ Q. Furthermore, the solution 
for each Xq is regular. The system of equations (1) 
corresponds to the set of residual language equations 
of ℒ. That is, each residual language equation exactly 
corresponds to the states of A. That is, there is a 

bijection between the residual language equations of ℒ 
and the states of the minimal r-AFA. 
 
 
6.1. Learning from Reversal AFA, Membership,  
      and Equivalence Queries 
 

We present a new active learning algorithm called 
r-AL∗ which is complemented with an extension of L∗ 
[10-12] and complemented with membership and 
equivalence queries. The r-AL∗ algorithm can be seen 
as a game between two players − the learner and the 
teacher (oracle). The learner guesses a set of rules that 
define the language ℒ. The learner aims to construct 
the minimal r-AFA and consequently deriving the 
minimal DFA for an unknown regular target regular 
language ℒ over Σ in polynomial time. We introduce 
an extension of the membership query called reversal 
membership queries. That is, the input is consumed in 
reverse. In this querying algorithmic framework, a 
learner wants to learn a regular language from a 
teacher who knows the regular language and can 
answer queries from the learner. The teacher is 
assumed to be fully knowledgeable in answering the 
queries. The algorithm can guarantee to learn a correct 
r-AFA which recognizes the target regular language. 
When the learner asks whether a word in the language, 
the teacher’s answer is very simple, yes or no. If the 
teacher replies yes to an equivalence query, then the 
algorithm terminates, as the hypothesis r-AFA is 
correct. Otherwise, the teacher must supply a 
counterexample, that is a word in the symmetric 
difference of ℒ with respect to ℒ(r-AFA). The 
following summarizes the main steps of the r-AL∗ 
algorithm with a focus on the r-AFA. 

Teacher 
(i) Convert AFA to r-AFA then to DFA; 
(ii) Find the residual language equations ℒq for  

q ∈ Q. 
Learner-Teacher 
(i) r-AL∗ Reversal Membership Query: Is a given 

reversal word wR in the target language, i.e.,  
w ∈ ℒ? 

(ii) Reversal Equivalence Query: Does a given 
hypothesis automaton provided in the form of 
r-AFA recognizes the target language,  
ℒ = ℒ(r-AFA)? 

 
 

7. Conclusion 
 

A new active learning algorithm called r-AL∗ for 
learning AFA in the spirit of L∗ algorithm was 
introduced in this paper. Its time complexity is almost 
the same as that of L∗ [10]. Although this result extends 
the current results of regular languages algorithmic 
learning, a further improvement would be needed to 
conduct additional practical experiments. Using the 
residuality property, we introduced residual language 
equations which exactly correspond to the states of the 
r-AFA. That is, there is a bijection between the 
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residual language equations of ℒ and the states of the 
minimal r-AFA. Such models can be described 
naturally as a set of residual language equations that 
parallels the solutions of algebraic equations. 
Moreover, the solution of such systems of residual 
language equations is the class of regular languages. 
Furthermore, we exploit the succinctness relationship 
between r-AFA and DFA to develop a new active 
learning algorithm. 
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Summary: While early detection of breast cancer can reduce mortality, women in low- and middle-income countries often 
have limited access to breast cancer screening programs. Microwave-based techniques can provide portable, low-cost, and 
user-friendly systems that use machine learning to detect the presence of breast lesions. To optimize the design of a portable 
system, this study analyzed and quantified the effects of a point-like scatterer (PLS) on the electric fields in a microwave breast 
cancer screening device. Electromagnetic (EM) fields were simulated as a function of frequency and the PLS position inside 
the sensing chamber. An analytical approach was developed to describe the relative field strength agreed with simulated results 
to within -1.3 % ± 10 %. The fit returned an r2 = 0.92 (p < 0.01) for PLS positions within ±6 cm in both x and y directions and 
frequencies from 2-8 GHz. Analyzing the EM field strength variations with the position of a PLS facilitates optimal antenna 
placement and will allow data to be generated for transfer learning of machine learning networks. 
 
Keywords: Breast cancer, Microwave sensing, Electromagnetic (EM) simulation, Point-like scatterer (PLS), Electric field  
(E-field), Mathematical fitting. 
 

 
1. Introduction 
 

Breast cancer is the second most frequently 
diagnosed cancer in Canada [1], representing 25 % of 
all new cancer cases in Canadian women [2]. In 
Canada, the 5-year survival rate for breast cancer in 
females is 88 % [2], aided in part by established 
screening programs. Women living in remote 
communities and low- and middle-income countries 
(LMIC) often lack access to early detection, resulting 
in increased breast cancer mortality. The  
age-standardized mortality rate due to breast cancer is 
estimated to be between 18.0 and 22.3 per 100000 for 
Middle, Northern, and Western Africa, whereas 
Australia and New Zealand have a mortality rate of 
approximately 12.1 per 100000 [3]. In Canada, a 60 % 
mortality-to-incidence rate is found in rural areas of 
Manitoba, while urban Manitoba has a 37 % mortality-
to-incidence rate [4]. Breast cancer detection systems 
such as X-ray Mammography, Magnetic Resonance 
Imaging (MRI), and Ultrasound are costly,  
time-consuming, lack sensitivity or specificity, and 
require highly trained personnel [2]. They are therefore 
not ideal for screening in regions with limited human 
and capital infrastructure. 

Microwave-based breast cancer sensing is an 
approach that can overcome many of the drawbacks of 
X-ray Mammography, MRI, and Ultrasound [5]. It 
employs non-ionizing radiation, is potentially more 
sensitive and specific, lower in cost and compact, and 
does not require breast compression [6, 7]. However, 
most existing microwave breast imaging systems are 
not suited for rugged, remote locations, and hence, an 
inexpensive, self-contained and portable microwave 
breast cancer detection system that will increase 
accessibility, is needed for the remote areas. 

A portable 2D simulated microwave breast cancer 
detection system that uses machine learning 
techniques was proposed [8]. The proposed system 
consisted of twelve solid-state sensors and a 
transmitting antenna. To optimize the design of the 
prototype device, a preliminary experimental and 
simulation study was conducted [9]. The prototype 
system has a transmitting antenna and thirteen 
microstrip patch antennas on a semi-circular sensor 
array. The responses of the receiver arrays to a  
point-like scatterer (PLS) as a function of microwave 
frequency and the receiver antenna positions were 
examined. In that study, the output voltages obtained 
from the antenna array were well correlated with the 
E-field magnitudes from the simulated system [9]. 

The current work investigated the effect of 
changing the location of a PLS on the electromagnetic 
(EM) field within the proposed portable microwave 
breast cancer detection device. Understanding the 
relationship of a PLS on the EM fields will inform and 
advance future designs and improve tumour detection 
using machine learning networks that take these 
factors into account. To optimize the system, the 
relative EM fields need to be estimated in a 
computationally efficient way. A mathematical model 
was derived to estimate the magnitude of the E-field at 
the receiver array when a PLS is present in the sensing 
chamber, relative to that without the PLS (open space). 

 
 

2. Methods 
 
2.1. Simulated Portable Microwave System 

 
CST Studio Suite® [10] was used to calculate the 

EM fields as a function of frequency and the positions 
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of the PLS inside the sensing chamber of the simulated 
system. The simulated portable microwave system was 
designed with a horn antenna as a transmitter. The 
simulation complexity was reduced by replacing the 
patch antennas described in [9] with 37 point-like 
receivers. The geometry of the simulated system is 
shown in Fig. 1. The distance between the transmitter 
antenna and the midpoint of the receiver array was  
20 cm. The X-axis (y = 0) was 11 cm from the 
transmitter antenna, and the hemispherical 37-point 
receiver array was symmetric to the Y-axis (x = 0) at  
9 cm from the central axis (y = 0). An Aluminum (Al) 
rod was used as the PLS and placed at various x and y 
positions in the sensing chamber. The intensity of the 
E-field was measured at the receiver array for every 
frequency and each Al rod’s position. 

The ratio of E-field intensity with the rod present to 
the open-space E-field intensity was evaluated for 
various rod positions and frequencies. The ratios of  
E-field intensities as a function of rod position 
averaged over all frequencies were also calculated. 

 

 
 

Fig. 1. The geometry of the simulated system illustrated  
the relative position of the transmitting  

and receiving antennas. 
 
A mathematical equation was derived and fitted to 

the E-field intensity ratio as a function of four 
variables. These were - (i) Frequency from 2 GHz to  
8 GHz; (ii) X-axis values for the Al rod position over 
a range of ±6 cm, (iii) Y-axis values for the Al rod 
position over ±6 cm, and (iv) Receiver positions over 
±90 degrees. 
 
 
2.2. Mathematical Modeling for a Point-like  
       Scatterer (PLS) 
 

Electromagnetic waves travel at the speed of light 
(c) in open space with the synchronized propagation of 
electric and magnetic fields in the ẑ direction. The 
electric field (E) of the propagated electromagnetic 
wave in Vm-1 and the power per unit area (S) in Wm-2 
can be written as (1) and (2) respectively, where f is 

the frequency, U is the amplitude of the propagated 
wave, t is the time, and ∅ is a phase shift. 

 

𝐸 𝑈 cos
2𝜋
𝑐

𝑓𝑧 2𝜋𝑓𝑡 ∅  1  𝑆  

𝜀 𝑐𝐸 𝜀 𝑐 𝑈 cos
2𝜋
𝑐

𝑓𝑧 2𝜋𝑓𝑡 ∅  
(1) 

 
Since the intensity (Wm2) is the average power per 

unit area, it can be described by Eq. (3). 
 

 𝐼 〈𝑆〉 〈𝜀 𝑐𝐸 〉   𝜀 𝑐𝑈   (2) 

 
Under a far-field approximation, the electric field 

(Er) at the Al rod can be approximated by Eq. (3). 
 

 𝐸 cos 𝑓𝑢 2𝜋𝑓𝑡 ∅ , (3) 

 
where the coordinates for the Al rod with respect to the 
centre axis are given by (x, y), where x and y are the 
X-axis, and Y-axis values of the Al rod position,  
l = 0.11 m is the distance from the transmitter to the 
centre point, and u is the distance from the transmitter 
antenna to the Al rod given by Eq. (4). 
 

 |𝑢| 𝑙 𝑦 𝑥   (4) 

 
The field intensity (Ir) at the Al rod is given by  

Eq. (5), 
 

 𝐼 𝜀 𝑐   (5) 

 
The electric field at the receiving antenna for the 

open space condition (𝐸 ), and in the presence of the 
Al rod (𝐸 ) can be approximated by Eq. (6) and (7), 
respectively. 

 

 𝐸 cos 𝑓𝑣 2𝜋𝑓𝑡 ∅ , (6) 

 

𝐸 cos 𝑓𝑤 2𝜋𝑓𝑡 𝜑 , (7) 

 

where ∅ and φ are the phase shifts due to the path 
length directly from the transmitter antenna to the 
receiver, and from the transmitter to the receiver via 

the rod position, |𝑣|   𝑙 𝑞 cos 𝜃 𝑞 sin 𝜃  is 
the distance from the transmitter antenna to the 
receiver array, |𝑤|  
 𝑞 cos 𝜃 𝑦 𝑞 sin 𝜃 𝑥  is the distance 
from the Al rod to the receiver array, q = 0.09 m is the 
distance from the centre (0,0) point to the midpoint of 
the receiver array, and θ is the sensor angle in radians. 

The electric fields received by the receiver array of 
the simulated device in Eqs. (6) and (7) must be 
summed. The sum of the electric fields at the receiver 
array can be written as Eq. (8). 
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𝐸  
𝑈

4𝜋𝑣

cos
2𝜋
𝑐

𝑓𝑣 2𝜋𝑓𝑡 ∅

𝜀 𝑐𝑈𝑣
32𝜋 𝑢 𝑤

cos
2𝜋
𝑐

𝑓𝑤 2𝜋𝑓𝑡 𝜑
 (8) 

 
The intensities of the electric fields at the receiver 

array in the presence of the Al rod (I) and for the open 
space condition (IOS) are given by Eq. (9) and (10), 
respectively. 

 
𝐼   

 
𝜀 𝑐𝑈

16𝜋 𝑣
⎝

⎛

1
2

𝜀 𝑐𝑈𝑣
32𝜋 𝑢 𝑤

1 cos
2𝜋
𝑐

𝑓𝑣
2𝜋
𝑐

𝑓𝑤 ∅ 𝜑

𝜀 𝑐 𝑈 𝑢 𝑤
2048𝜋 𝑣 ⎠

⎞ 

(9) 
 

 𝐼   
1

32
𝜀 𝑐

𝑈
𝜋 𝑣

 (10) 

 
The ratio (R) of electric field intensity (I) with the Al 
rod present at (x, y) to the intensity for open space 
conditions 𝐼  is given by Eq. (11). 
 

 
𝑹  1   

𝑐𝑜𝑠 𝑣 𝑤 𝐶 , 
(11) 

 

where 𝐶    (m4), and 𝐶   ∅ 𝜑 (radians). 

Eq. (11) was used to extract four parameters, A, B, 
C, and D which have the following characteristics. 

A is a unitless value that scales the Al rod’s position 
to account for the experimental near-field conditions 
instead of the far-field assumptions used in the 
derivation of Eq. (11). F2 is equivalent to C2 of Eq. (11) 
divided by 2π and represents the phase shift 
(constrained to 0 to 2π) at the sensor due to the rod 
position. 2πB/c is the phase shift at the reference centre 
(x = 0, and y = 0) and theoretically should be equal to 
π/2. F1 is equivalent to C1 of Eq. (11) and is ideally a 
constant but was allowed to vary as a function of the 
rod position using an empirical relationship that is 
controlled by C (m4) and D (m2). 

In Eq. (12), 𝑥  and 𝑦  are the X-axis and Y-axis 
values of the Al rod position in meters scaled by A, f 
is the frequency in GHz, θ is the sensor angle in 
radians, and l = 0.11 m and q = 0.09 m, describe the 
system geometry while c = 3⨯108 m is the speed of 
light. Here, 𝑢 , 𝑣 , 𝑎𝑛𝑑 𝑤  represent u, v, and w of Eq. 
(11) scaled by A. 
 

𝑹  1
𝐹 . 𝑣

2. 𝑢 . 𝑤
 

.

. .
cos 𝑣 𝑤 2𝜋𝐹 , 

(12) 

 

where 𝐹   𝐶 𝐷. 𝑥 𝑦  (m4);  

𝑣   𝑞 sin 𝜃 𝑞 cos 𝜃 𝑙  (m);  

𝑤   𝑞 sin 𝜃 𝑥 𝑞 cos 𝜃 𝑦  (m);  

𝐹   1  (unitless);  

𝐹   𝐵 𝑓. 𝑥 𝑙 𝑦  10
𝐵 𝑓𝑢  (ms-1). 

 
The fitting constants were obtained using a robust 

multi-dimensional fitting procedure [11]. 
 
 
3. Results and Discussion 
 
3.1. Simulated Portable Microwave System 
 

The ratios of the simulated E-field intensity 
averaged over frequency as a function of the Al rod 
position on the X- and Y-axis and receiver positions 
are displayed in Fig. 2. Fig. 2(a) illustrates that the 
peaks of the ratios shift in angle as the Al rod’s position 
shifts along the X-axis, with Fig. 2(b) showing that the 
peaks move to smaller angles as the Al rod shifts in the 
positive direction (toward the receivers) on the Y- axis. 
 
 

 
(a) 

 

 
(b) 

 
Fig. 2. The ratio of the E-field intensities (averaged over all 
frequencies) when the Al rod was present to the open space 
E-field intensities as a function of rod position  
on (a) the X-axis (y = 0) and (b) the Y-axis (x = 0). 
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3.2. Mathematical Modeling 
 

The fitting returned an r2 = 0.92 for Al rod positions 
situated within ±6 cm along the X-axis (y = 0) and  
Y-axis (x = 0). Eq. (12) agreed with simulated results 
to within -0.00343 (-1.3 %) ± 0.092 (± 10 %), the  
p-values for all parameters were less than 0.01, and  
F-value was 30183.28. Outliers were removed using 
Chauvenet’s criterion. The residuals following the 
final fit were normally distributed and fell  
within ±3 sd. 

Fitting Eq. (12) to the data returned the following 
values: 

A = 0.871 ± 0.002 (unitless), 
B = 0.748 ± 0.0002 (ms-1), 
C = 1.451 ⨯ 10-03 ± 6.99 ⨯ 10-06 (m4),  
D = 0.228 ± 0.004 (m2). 
The values of A, B, C, and D have small 

uncertainties, with A being consistent with the ideal 

value of l and B being close to the theoretical value of 
0.75. While F1 is ideally a constant = C, a term 
(controlled by D) was necessary to improve the 
agreement with the simulated data by reducing the 
ratio (primarily through the third term of Eq. (12)) as 
the rod moves away from x = 0 and y = 0. 

Figs. 3 and 4 illustrate the simulated data obtained 
from CST Studio Suit® and the results of the analytical 
function Eq. (12) using the fitting parameters as a 
function of Al rod positions, frequencies, and receiver 
positions. In Fig. 3(a), the ratio of the E-field intensity 
is plotted as a function of frequency and receiver 
positions for rod positions of (0 cm, 0 cm) and in  
Fig. 3(b), for (4 cm, 0 cm). 

Fig. 4 (a) illustrates the ratio of the E-field intensity 
for a frequency of 2 GHz as a function of receiver 
positions and rod positions on the X-axis, while Fig. 4 
(b) shows the results for rod positions on the Y-axis. 

 
 

    
 

 (a) (b) 
 

Fig. 3. The ratio of the E-field intensity obtained from the fit of Eq. (12) (surface) and simulated data (points) as a function 
of frequency and receiver position for an (a) Al rod position (0 cm, 0 cm) and (b) Al rod position (4 cm, 0 cm). 

 
 

 
(a) Different positions of Al rod along the X-axis (y = 0) 

for frequency = 2 GHz. 

 
(b) Different positions of Al rod along the Y-axis (x = 0) 

for frequency = 2 GHz. 
 

Fig. 4. For frequency = 2 GHz, fitted (surface) and simulated data (points)as a function of receiver position  
for (a) positions of Al rod along the X-axis and (b) positions of Al rod along the Y-axis. 
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The ratio of E-field intensities from the simulated 

data and those derived from Eq. (12) were averaged 
over all frequencies and are shown as a function of 
receiver position and rod position on the X-axis in  
Fig. 5(a) and along the Y-axis in Fig. 5(b). It can be 
observed that the ratio curves obtained from Eq. (12) 
display a similar pattern to the ratios obtained from the 
simulation. The angles at which the maxima and 
minima of the fitted and simulated ratio curves were 
similar, with the results from Eq. (12) agreeing with 
the simulated data to within ±5 degrees for all rod 
positions. 
 
 

4. Conclusions 
 

A prototype portable microwave-based breast 
cancer detection system is being developed to improve 

breast screening cancer access and reduce the mortality 
rate in remote regions and low-income countries. To 
optimize the system’s design and improve the 
machine-learning-based detection, the system was 
simulated to explore the behaviors of the 
electromagnetic (EM) fields due to the presence of the 
point-like scatterer inside the sensing region. A 
mathematical equation was derived to estimate the 
ratio of the open electromagnetic (EM) field intensity 
to that with the inclusion of a point-like scatterer 
(PLS), and it was shown to agree well with the 
simulated results over a suitable range of PLS 
positions and frequencies. This equation can be used to 
optimize the antenna placement within the system and 
to rapidly generate datasets for future machine learning 
purposes. 

 
 
 

  
                                                 (a)                                                                                            (b) 
 

Fig. 5. The fitted and simulated ratios of the averaged E-field intensity as a function of receiver position for various positions 
of the Al rod on (a) the X-axis (y = 0) and (b) the Y-axis (x = 0). 
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Summary: EEG signals recorded from human epileptic brains contain two main abnormalities well known clinically as 
epileptic spikes and epileptic High Frequency Oscillations (HFOs). The visual examination of these two kinds of epileptic 
patterns associated with long routine EEG recordings is a tedious task, very time consuming, requires a great deal of mental 
concentration and experienced reviewers. Therefore, to tackle this drawback, the automatic computer-based algorithms for the 
detection of epileptic patterns can be considered as an efficient, fast and reliable tool. In the present study, we have proposed 
and evaluated the performance of an artificial neural network based machine learning model dedicated to detect both spikes 
and HFOs. 

The evaluated sensitivity, specificity and FDR related to spikes detection were respectively 89.53 %, 91.79 % and 08.33 
%. However, the performance assessments for HFOs detection, were respectively 95.37 %, 90.70 % and 08.83 %. The proposed 
method may be considered helpful in the localization of epileptogenic zone. 
 
Keywords: Epilepsy, EEG, Spike, HFO and neural network. 
 

 
1. Introduction 
 

Since its inception in the 1950s, Artificial 
Intelligence (AI) has been emerged as mathematics 
and informatics disciplines were originally intended to 
reproduce human intelligence. Its applications and 
services concern all human activities, allow in 
particular to improve the quality of life for so many 
unhealthy patients. The concept of Machine Learning 
in conjunction with the successful advances of signal 
and image processing theories reflected a significant 
evolution in biomedical engineering field, in particular 
in the diagnosis of several neurological diseases such 
as Alzheimer’s, Parkinson’s and Epilepsy [1-3]. 
Indeed, each neurological disease is characterized by 
its own abnormalities, which are manifested especially 
in electroencephalographic (EEG) signals. In 
particular, EEG recordings of epileptic patients contain 
two main abnormalities well known clinically as 
epileptic spikes and epileptic High Frequency 
Oscillations (HFOs). International Federation of 
Societies for Electroencephalography and Clinical 
Neurophysiology (IFSECN) defined a spike as a peak, 
clearly distinguished from the background activity, in 
which its duration is comprised between 20 ms and  
70 ms [4-6]. However, an HFO is defined as a 
spontaneous rhythmic wave that persists for at least 
three or four periods or cycles, with established 
frequency ranged from 80 up to 500 Hz [7]. 

The visual marking or the identification of these 
epileptic bursts is a very difficult task. In addition, their 
examination require also a lot of time and mental 
focus. Moreover, the visual marking should be done 
with good inter-rater reliability. In this study, we have 
proposed a framework for joint spikes and HFOs 
detection. We have chosen as a machine learning 
technique the neural network. The structure of the 
paper parts is ordered as follows: Section 1 presents 

Introduction. Section 2 describes the clinical used 
database and visual marking of target events. In 
Section 3, the various details of the proposed method 
are provided. Section 4 presents the performance 
metrics. Section 5 presents the discussion and the 
different results. Last section presents conclusion and 
our outlines future work. 
 
 
2. Database and Visual Marking 
 

In order to test the functionalities and the execution 
of the current proposal, we used the same clinical 
database employed in [8]. Briefly, this database was 
recorded in the Montreal Neurological Institute and 
Hospital (MNI), Canada. A Stellate Harmonie-Routine 
EEG system with a sampling frequency of 2000 Hz 
was used for the iEEG data acquisition. In the present 
study, the variety of implemented techniques, 
algorithms and used tools are fully programmed with 
Python environment. Here, expert visual marking is 
serve as the benchmark or the gold standard. Both 
spikes and HFOs were visually and separately 
annotated by a one neurologist. All our results are 
considered as a ground truth for evaluating the 
performance measures of the proposed present 
method. 
 
 
3. Detection of Epileptic Patterns by Artificial  
    Neural Network (ANN) 
 

Machine Learning (ML) is a popular supervised 
learning model that associate essentially two 
successive steps, training phase followed by testing 
phase. In our context of epileptic bursts detection, the 
objective of machine learning technique is to distinctly 
classify data into two binary classes: (HFO, 
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background) as well as (spike, background). The 
neural network is chosen in our case as a ML technique 
for the automatic recognition of the events of interests 
(spikes and HFOs). A neural network is an approach, 
which its functioning is inspired from biological 
neurons in the human brain. 

The neural network architecture is made up of three 
layers: an input layer, hidden layers and an output 
layer. Each layer is made up of several neurons. The 
optimal setting parameters of ANN structure were 
obtained based on relevant marked clinical HFOs and 
spikes, which have been considered as a ground truth. 
In our case, the main internal architecture of neural 
network is composed of a one input layer, an output 
layer and two hidden layers. The used activation 
function is the relu. In Fig. 1, a detailed flowchart of 
our proposal is shown. All theoretical aspects and 
details about the implementation of the different blocs 
used for automatic HFOs and spikes detection are 
described in the next sections. 

 
 

 
 

Fig. 1. The proposed methodology for the automatic 
detection of epileptic bursts based on Neural-Network. 
 
 

3.1. Pre-processing Step 
 

In the context of machine learning, it is important 
to do so many pre-processing steps like denoising, 
equalization matching and filtering. In our case, four 
domains are used for feature extraction that are mainly 
based on the following measurements: time series 
analysis, frequency-traces, time-frequency 
representation and Hilbert spaces. In our context, the 
band-pass filter was chosen to be between 80 and  
500 Hz for HFOs detection and 30-70 Hz for spikes. 
 
 
3.2. Features Extraction 
 

A precise method of extracting informative 
characteristics is very important to extract the 
attributes that well describe the behavior and the traces 
of epileptic patterns in EEG signals. 

The following measurements are computed for 
different labeled events (spikes, HFOs and 
background). We used 14 features that are: the mean 
of filtered signal, the std of filtered signal, the power 
of filtered signal, the mean of FFT spectrum, the peaks 
number in FFT space and their mean value, the 
Shannon entropy, Zeros-crossing rate, mean of Hilbert 

instantaneous amplitude, mean of Hilbert 
instantaneous frequency, mean of Hilbert 
instantaneous phase, Normalized energy of time-
frequency map, normalized number of pixels in time- 
frequency map different to zero, normalized number of 
local peaks or maxima in time frequency map. After 
that, a Recursive Feature Elimination (RFE) is applied 
in order to keep only the most informative features and 
remove irrelevant features. As a result, only the 
following features are retained for HFOs detection: the 
std of filtered signal, the power of filtered and the mean 
of Hilbert instantaneous amplitude. For spikes 
detection, the retained features are respectively: the 
mean of filtered signal and the mean of Hilbert 
instantaneous amplitude. 
 
 
3.3. Training-testing Phases with Cross-validation 
 

Cross-validation is one of the most popular 
techniques used for testing the effectiveness of a 
machine learning model. This is a procedure used to 
evaluate a model if the used database is limited. We 
used the k-fold cross-validation method with k is equal 
to 10. Our data partitioned into 10 equal sized subsets. 
Then, we train iteratively our learning model on all the 
subsets except a one of the 10 subsets. The last one is 
used for testing the model. So, in each iteration 90 % 
of the data are used for training and the 10 % remaining 
data are employed for testing phase. 

 
 

3.4. Performance Measure 
 

There are several metrics employed to assess the 
performance of the proposed approach. These metrics 
are calculated based on the following parameters set: 
TP, TN, FP and FN. TP (True Positives) counts the 
cases where the epileptic pattern is detected by the 
algorithm and by the expert. FP (False Positives) 
counts the cases where the background activity is 
marked visually by the expert and misclassified as an 
epileptic pattern by the algorithm. TN (True 
Negatives) counts the cases where the background 
activity is detected by the expert and the algorithm. FN 
(False Negatives) counts the cases where the epileptic 
pattern is marked visually by the expert and 
misclassified as a background activity by the 
algorithm. 
The following metrics [9] are used to evaluate the 
performance of the proposed method:  
 

TP
Sensitivity

TP FN



 (1) 

 
The sensitivity evaluates how good the algorithm 

is correctly detecting spikes or HFOs. 
 

TN
Specificity

TN FP



 (2) 
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The specificity provides information on the ability 
of the algorithm to detect negative backgrounds events. 
 

FP
FDR

FP TP



 (3) 

 
It reflects the ability of the proposed approach to 

detect false epileptic patterns coming essentially from 
the filtering of sharp waves and artifacts. 

 
 

4. Results and Discussions 
 
A first example of spike detection by the proposed 

neural network based approach is provided in  
the Fig. 2. 

 

 
 

Fig. 2. An example of spikes detection by Neural  
Network approach. 

 
A second example of HFOs detection by the 

proposed neural network based approach is provided 
in the Fig. 3. 

 

 
 

Fig. 3. An example of HFOs detection by Neural Network 
based technique. 

 
After the execution of different approaches of 

neural network used for both spikes and HFOs 
detection, the obtained confusion matrix are provided 
in Table 1. 

For the detection of spikes, we obtained the 
evaluated sensitivity, the specificity and the FDR as 

follows: 89.53 %, 91.79 % and 08.33 %. However, for 
HFOs detection, the performances are respectively 
95.37 %, 90.70 % and 08.83 %. Overall, the proposed 
approach may be considered efficient and helpful for 
detecting both spikes and HFOs in EEG signals. 
 
 

Table 1. Confusion matrix for both epileptic spikes  
and HFOs detection. 

 

 
 
 
5. Conclusions 
 

The detection of epileptic patterns in EEG records 
by advanced methods such as machine learning 
become an efficient, fast and reliable tool in the 
diagnosis and treatment of epilepsy compared to the 
visual marking by a neurologist. Indeed, the visual 
marking of epileptic patterns associated with long EEG 
recordings is a tedious task and time consuming 
process. To tackle this drawback, the development of 
an automatic system based on artificial intelligence is 
necessary in order to accelerate the diagnosis of 
epilepsy. Our work is to propose and then evaluate the 
robustness of our ANN approach dedicated to build an 
automatic system of detection of epileptic patterns. 
The obtained results show that the ANN classifier is 
efficient and accurate to detect spikes and HFOs in 
EEG signals. 
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Summary: This work consists of the development of a MLPNN (Multi-Layer Perceptron Neural Network) for the 
classification of an original dataset from alcoholics and non-alcoholics during a task of verb recognition. We used either 300 
(dataset with transformation) or 3072 (dataset without transformation) neurons in the input layer, two hidden layers with ReLU 
activation function and an output layer with 1 unit and two output labels: alcoholic (1) and control (0). The dataset of 
electroencephalogram (EEG) signals was divided in epochs of event-related potentials (ERPs) in response to verb stimulus. 
We performed Fast Fourier transforms (FFTs) and created two datasets being one with FFT and another one without any 
transformation. Initially, the MLPNN was able to successfully classify the dataset with 84 % of accuracy. 
 
Keywords: Deep learning, Neural network, Neuroimaging data, Signal processing, Alcoholism automated diagnosis. 

 

 
1. Introduction 
 

Alcoholism is a psychiatric disorder responsible for 
a large number of addicted subjects around the globe. 
Actually, there are several neuroinformatics studies 
working with alcoholic x non-alcoholic related 
problems, such as [1] and [2]. 

The present work is related to a previous study [3] 
using fNIRS (Functional Near-Infrared Spectroscopy) 
neuroimaging technique to collect mirror neuron data 
from volunteers in a language recognition task, and the 
data was processed and classified through a SLPNN 
(Single-Layer Perceptron Neural Network) using four 
output neurons for labeling different verbs. 

 
 

2. Materials and Methods 
 

We used two laptops for performing the stimuli 
presentation and EEG recording respectively. We used 
an Easy-cap (Brain Products) with 16 scalp electrodes 
connected to the amplifier V-Amp (Brain Products®) 
for the EEG recordings. One laptop was dedicated to 
run the software generator of visual and auditory 
stimuli that sends a synchronizing trigger to another 
notebook connected to V-AMP and running the EEG 
acquisition software Open Vibe. Both notebooks run 
under the battery to reduce AC line sinusoidal 
oscillations in the EEG signal. For training the 
artificial neural network, we used a workstation 
PowerEdge T640 (Dell), and we used a Sony VAIO 
SVE14A15FBB for the programming of the Brazilian 
Portuguese stimuli related subroutines to be included 
in the stimulation software, as well as modifying the 
MLPNN architecture source code. 

2.1. Participants 
 

6 non-alcoholic and 9 alcoholic Brazilian subjects 
were recruited to participate on this project. Each 
participant was recorded twice in the same task. 
Subjects were divided into alcoholic and non-alcoholic 
groups through their answers from AUDIT [6] and 
BIG-5 [7] tests. 

 
 

2.2. Multi-Layer Perceptron Neural Network 

 
We defined four scenarios in our experiments, for 

the two first scenarios were used a default setup with 
150 epochs, batch size of 32, validation split of 30 % 
(0.3), dropout of 50 % (0.5), learning rate of 1×10-3, 
momentum of 80 % (0.8), SGD (Stochastic Gradient 
Descendent), binary cross entropy as cost function, 
two hidden layers being the first one containing  
100 neurons with ReLU activation function and an 
output layer containing one neuron with sigmoid 
activation function. From the third scenario the 
number of hidden layers raised to three, being only 
changed the numbers of the neurons as 1000 instead of 
100 at the first one and was added a hidden layer using 
64 units with two regularizers: L1 and L2 to avoid the 
data overfitting in the validation data. The MLPNN 
was developed using Keras with TensorFlow 
frameworks in Python [11]. It was used 300 and 3072 
input neurons  respectively for FFT and raw dataset 
(non-FFT) and two output neurons  considered as 
Alcoholic (1) and Control (Non-Alcoholic) (0), our 
dataset contains 25040 ERP’s (samples). 
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2.3. Software Generator for Visual and Auditory  
       Stimuli 
 

We used a Psychtoolbox framework based 
innominated software in MATLAB/Octave developed 
by Researchers from Shahid Beheshti University in 
Tehran, Iran with the purpose of displaying 33 verbs 
divided in 3 blocks being 11 verbs per block to the 
subject and obtaining information about response 
times in seconds. The software at the front-end induces 
the subject to react to the spoken or graphical language 
with the aim to test the language comprehension and 
the visualization of the appeared stimuli from each 
verb. In addition, the task helps to activate different 
brain areas that can be detected by the EEG electrodes 
to collect the neural signals without the need to execute 
any movement and guarantee the acquisition of VEP’s 
(Visually Evoked Potentials) and AEP’s (Auditory 
Evoked Potentials). 

The back-end part recorded the order of verbs, list 
of the stimuli that were displayed and display time 
from each stimulus among other parameters. The 
retrieved data combined with the subject’s answers 
from AUDIT [6] and BIG-5 [7] tests were used in 
statistic analysis to discover correlations between their 
answers x behaviors. 

 

 
 

Fig. 1. Scheme from the four kinds of stimuli: Rest image 
(A) that is displayed before the appearance of each stimuli, 
including the visual descriptive stimulus (B), the visual 
written stimulus (C), the auditory stimulus (D)  
and the classification question. 

2.3.1. Brazilian Portuguese Speech and Image  
          Generation 
 

Initially, the original verbs contained in the 
software loading folder were in Farsi language. 
Displayed verbs are divided in 3 different groups: 
Alcoholic, control and emotional of 11 verbs each. 

 
 

Table 1. Verbs used in the experiment and their 
correspondent translations. 

 

 
 

We developed a Brazilian version to meet the needs 
of the local researches. The auditory verb files were 
generated with the NaturalReaders website 
(https://www.naturalreaders.com/online/), and the 
recording was done through the Ubuntu sound recorder 
Audiorecorder. The original Farsi audio files have 
lengths of 47.232, 91.008, one file with 132.784, two 
channels (stereo) and frequency of 44100 Hz. Initially, 
it was purposed to set the same amplitude peak 
normalization equal the division between the highest 
absolute value of the Portuguese generated signal , 
and the highest absolute value of the original Persian 
audio signal  and the result of them is multiplied by 
the entire Portuguese generated signal, the developed 
version below is a adapted version from [12] and [13]: 

 

 
 

(1) 

 
The original audio signals were analyzed and it was 

noticed that the speech can happen at the beginning of 
the sound (sound wave with only one part: speech + 
silence), middle of the sound (three parts: silence + 
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speech + silence) or only at the final of the auditory 
signal (two parts: silence + speech), it was purposed a 
subroutine that reads the original Persian audio signal 
xn and returns the number of halves available (border 
between the cell in the two channels equal to 0 and cell 
in the two channels not equal 0 or vice-versa), i is the 
position where the last cells are equal 0 before the next 
cells not equal 0 and j is the position where the last 
cells are not equal 0 before the next cells that are equal 
0. There is a silent period in the way the generated 
audio was recorded through the computer. Thus, it was 

necessary to exclude the silent period ranges in the 
audio signal before and after the period that contains 
sound without silence in the two channels, the input 
parameter and output parameter of this subroutine is 
the sn signal obtained in equation (1). The last 
subroutine at the Equation (2) below creates the 
Brazilian Portuguese audio signals with the speech 
starting in the same period of time of the original 
Persian audio signals xn, same halves and same length 
between newArr and xn, N is the length of any an audio 
signal and i was the obtained value previously: 

 

 

 

(2) 

 
After that, the new audio signal obtained in newArr 

is written in the computer with the same frequency of 
the original Farsi audio signal. The image files were 
created using the GIMP (GNU Image Manipulation 
Program) software using a white background as can be 
seen in the Fig. 2 item D, The parameters used were 
height x width of 720 pixels × 960 pixels, Calibri font 
with size 16 in black color and each one of the inserted 
words were centralized in the image document. 

 
 

2.4. EEG Data Acquisition 
 

All EEG data was registered two times using the 
10-20 cap pattern with 16 electrodes distributed 
through the scalp in each subject. The EEG signals 
were recorded using the Psychtoolbox framework 
stimulation software (PFSS) and the data was captured 
with OpenViBE [8]. The EEG signal was synchronized 
with the stimuli triggers generated by the PFSS to 
isolate the ERP’s. The data analysis was performed 
using EEGlab [9] in MATLAB/Octave. The data was 
pre-processed through a band pass filter with 
frequencies ranging between 1 to 50 Hz for noise 
removal. The ERP signals were separated by image, 
sound and text stimuli. The trials with eye movement 
artifacts, head movement and chewy noise were 
excluded. We performed spectral analysis and ERSP 
(Event-Related Spectral Perturbations) [10], and 
parametric comparisons were used between alcoholic 
and  
non-alcoholic conditions. P-value < 0.01 was 
considered significantly different. 

 
 

2.4.1. Data Analysis and Transformation 
 

We generated two datasets being one using FFT 
transformation with a total of 25.040 lines which 
represents the amount of EEG registers from ERP 

(Event Related Potentials) to different kinds of stimuli 
by 300 columns which represents the number of 
component points from the FFT frequency, and a raw 
dataset with the same number of rows as the previous 
one by 3072 columns representing the number of 
component points in the time domain. 
For the raw dataset all of his values are in a range 
between [-483.36 347.01]. 

 
 

 
 

Fig. 2. Averaged ERP of the raw dataset in the time domain 
(without application of the FFT algorithm) of the alcoholic 

and non-alcoholic epochs. 
 

 
 

Fig. 3. Topographic averaged ERP signal of the raw dataset 
in the time domain of the alcoholic (left panel)  

and non-alcoholic (right panel) epochs. 
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Using the same concept of the DFT (Discrete 
Fourier Transform) [14] it was applied in the raw 
dataset a FFT (Fast Fourier Transform) where his time 
complexity is equal O(Nlog2N) which means that FFT 
makes faster computations than DFT O(N2) and his 
purpose consists in removing the negative values, at 
the FFT dataset the range of the values are between  
[0 50.586] and negative values were removed from the 
dataset 

 

 
 

(3) 

 
 

 
 

Fig. 4. Averaged frequency domain spectrum of the ERP  
of the alcoholic and non-alcoholic datasets submitted  
to the FFT transformation with a frequency between 0  
and 50 Hz. 

 

 
 

Fig. 5. Topographic averaged frequency spectrum  
of the alcoholic (left panel) and non-alcoholic (right panel) 

epochs submitted to the FFT transformation. 
 
 

Two plus datasets were generated to the raw and 
FFT ones being one with Min-Max normalization 
algorithm where his purpose consists in normalizing 
each value, letting all of his values in a range  
between [0 1]: 

 

 
 

(4) 

 
And another dataset without normalization was 

generated for the datasets with FFT and without FFT. 
 

3. Results 
 
3.1. Training and Test Data (67 %-33 %) 
 

For the first scenario we decided to use the default 
settings already used in the example. The execution 
times for the algorithm with raw and FFT data were 
respectively equal 131 seconds and 114 seconds, the 
overall accuracies and losses for the raw dataset kept 
stagnant with a fast increase until the epoch 50 while 
the accuracies for the FFT dataset grew slowly from 
the epoch 30 and unexpectedly the FFT dataset got a 
lower accuracy than the raw dataset one. 

 
 

 
 

Fig. 6. Test accuracy over the epochs: (A) Dataset without 
application of any transformation algorithm, (B) Dataset 
with application of FFT. Test loss over the epochs:  
(C) Dataset without application of any transformation 
algorithm, (D) Dataset with application of FFT. 

 
 
Table 2. Accuracy and Loss Total Averages for Training 

and Test Data Scale of (67 %-33 %). 
 

 Test Acc Avg Test Loss Avg 

Non-FFT 0.88 0.323 

FFT 0.818 0.416 

 
 
3.2. Min-max Normalized Dataset With Same  
       Previous Training-test Scale Set 

 
With the application of the Min-Max normalization 

function and using the same parameters that were used 
at the previous scenario. The execution times in 
seconds were 138 and 125 seconds to the raw and FFT 
datasets respectively. 

For the raw dataset his accuracies as long as the 
epochs were passed by began with a low percentage in 
relation to the first setup and until the last epoch tends 
to keep his accuracies stagnated with lots of ups  
and downs. 

The dataset created with FFT transformation tends 
to have an accuracy similar to the previous execution 
but his training accuracy stays higher than the training 
one until the 60 epoch, so, his accuracy grew higher 
than in his previous scenario. 
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Fig. 7. Test accuracy over the epochs: (A) Dataset without 
application of any transformation algorithm, (B) Dataset 
with application of FFT. Test loss over the epochs:  
(C) Dataset without application of any transformation 
algorithm, (D) Dataset with application of FFT. 

 
 

Table 3. Accuracy and Loss Total Average  
with the Min-Max Function. 

 
 Test Acc Avg Test Loss Avg

Non-FFT 0.627 0.65 

FFT 0.831 0.383 
 
 

3.3. Training – Validation – Test Data  
       (96 %-2 %-2 %) using L1 and L2  
       Regularizers 
 

The execution time of the raw dataset took almost 
7 minutes being it the time for the training and the 
whole execution time was equal 2543 seconds where 
each epoch lasted 14 seconds approximately, by his 
turn, the FFT dataset execution time took 2 minutes for 
execute the training of the dataset and the full 
execution time of 1675 seconds what is a result very 
meaningful to this scenario, at the same time it was got 
a accuracy mean close to the 90 % using the same 
dataset without the need of modify or include more 
content, here each epoch lasted between 11 and  
8 seconds. Different from the previous scenarios, the 
accuracies and losses obtained in the raw dataset grew 
and decreased a little, maintaining the validation 
accuracy and validation loss with stagnated values and 
eventually ups and downs. 
 
 

Table 4. Accuracy and Loss Total Averages for Training 
and Test Data Scale of (67 %-33 %). 

 
 Test Acc Avg Test Loss Avg 

Non-FFT 0.591 0.729 

FFT 0.9 0.378 
 
 

3.4. Applying Dataset Percentage Decrease 
 

We performed a dataset size reduction to estimate 
the influence of a percentage reduction in the accuracy 

of the classification. We verified that the average test 
accuracy has an approximate quadratic increase with 
the size of the dataset (Figs. 8 and 9). 
 
 

 
 

Fig. 8. Test accuracy over the epochs: (A) Dataset without 
application of any transformation algorithm, (B) Dataset 
with application of FFT. Test loss over the epochs:  
(C) Dataset without application of any transformation 
algorithm, (D) Dataset with application of FFT. 
 
 

 
 

Fig. 9. Average variation obtained when the entire FFT 
dataset is submitted to a percentage reduction. 

 
 

 
 

Fig. 10. Average variation obtained when the entire raw 
dataset (Non-FFT) is submitted to a percentage reduction. 
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4. Discussion 
 
During the data analysis and artifact removal it was 

hard to remove some kinds of artifacts like chewing. 
It was evidenced that the use of L1 and L2 

regularizers associated with the use of more training 
samples increased the test/validation accuracy of the 
data to a relevant value next 95 % and drastically 
reduced the validation/test lost amounts, almost 
reaching zero. On the other hand, the test data accuracy 
for a raw dataset (Non-FFT) in the first scenario had an 
accuracy higher than the FFT dataset test data accuracy 
without the use of regularizers, normalization or any 
other improvement. 

The use of Min-Max normalization had an 
imperceptible improvement in the second scenario on 
the overall accuracy in both datasets and the overall 
lost was small, also, it was executed a classification in 
the first scenario without use of normalization and with 
training-test scale: 98 %-2 % and it was obtained an 
accuracy of 91 % on the raw dataset (Non-FFT) that 
was bigger than the FFT dataset. 

There was a significant impact at the FFT dataset 
while the raw dataset kept oscillating without any 
constant progression in accuracy when we reduced the 
percentage of the two datasets. 
 
 
5. Conclusions 
 

The main idea was to establish an initial study in 
order to verify how accurate a MLPNN architecture 
using a framework could classify a relatively small 
dataset with 25040 samples obtained from 30 EEG 
recordings in a total of 15 subjects being a total of 
ERP’s (samples) equal to 12480 control and 12560 
alcoholic, with the results it was not necessary to 
establish an artificial expansion of the dataset. Larger 
datasets with more training samples would allow the 
neural network to achieve higher accuracies as 
indicated by study varying the size of the dataset. More 
extensive studies will allow using 2D topographic 
images acquired from the same EEG signals and using 
two neural networks: CNN (Convolutional Neural 
Network) architecture to classify the 2D topographic 
images and a RNN (Recurrent Neural Network) to 
analyze deeply the dynamic behavior, as well as 
developing applications for diagnosis and prognosis 
for specific alcohol use disorders. We concluded that 
the FFT dataset had a better efficacy in the training of 
the MLPNN than the non-FFT dataset when used L1 
and L2 regularizers, Min-Max normalization and more 
training percentual amount than validation + test data, 
on the other hand, the MLPNN had a better efficacy 
than non-FFT dataset without the use of additional 
techniques. 
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