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On behalf of the MicDAT’ 2018 Organizing Committee, I introduce with pleasure these proceedings devoted to contributions from the 1st International Conference on Microelectronic Devices and Technologies (MicDAT’2018) held in Barcelona, Castelldefels, Spain. The conference is organized by the International Frequency Sensor Association (IFSA) in technical cooperation with our sponsor Excelera, S.L. (Barcelona, Spain) and media partners: MDPI journals ‘Micromachines’ and ‘Sensors’ (Switzerland). The conference program provides an opportunity for researchers interested in microelectronics to discuss their latest results and exchange ideas on the new trends and challenges. The main objective of the MicDAT’ 2018 conference is to encourage discussion on a broad range of microelectronics related topics and to stimulate new collaborations among the participants.
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The proceedings contains all papers of oral, poster and invited presentations. We hope that these proceedings will give readers an excellent overview of important and diversity topics discussed at the conference. Based on the proceeding’s contributions, selected and extended papers will be submitted by the authors to the ‘Sensors & Transducers’ open access journal (ISSN: 2306-8515, e-ISSN 1726-5479) or special issue of Journal of Low Power Electronics and Applications (JLPEA, ISSN 2079-9268) - an MDPI international, peer-reviewed open access journal. The limited number of articles, published in ‘Sensors & Transducers’ journal will be invited to be extended for ‘Advances in Microelectronics: Reviews’, Vol. 2, Book Series.

We thank all authors for submitting their latest work, thus contributing to the excellent technical contents of the conference. Especially, we would like to thank the individuals and organizations that worked together diligently to make this conference a success, and to the members of the International Program Committee for the thorough and careful review of the papers. It is important to point out that the great majority of the efforts in organizing the technical program of the conference came from volunteers.

Prof., Dr. Sergey Y. Yurish
MicDAT’ 2018 Chairman
A Ku-Band Power Amplifier Using Differential Transmission-Line Transformer in 0.25-µm GaN
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Summary: This paper presents a Ku-band monolithic microwave integrated power amplifier (PA) in WIN™ 0.25-µm Gallium-Nitride (GaN) and Silicon-Carbide (SiC) HEMT power device technology. The broadband performance is achieved by using low-loss Guanella-type differential transmission-line transformers (DTLTs) for both input and output matching networks. The designed PA achieves a 3-dB bandwidth from 13 to 18.2 GHz with a small signal gain of 14.7 dB. The continuous wave (CW) measurements demonstrate a maximum saturated output power of 32.3 dBm, an output 1-dB gain compression point (OP1dB) of 27.6 dBm, and a maximum power added efficiency of 14.8 %. The chip dimensions, including all pads, are 2.16 × 1.45 mm².

Keywords: GaN power amplifier, Ku-band, Differential Transmission-Line Transformer (DTLT).

1. Introduction

Power amplifier is a key part in RF front-end module (FEM). GaN technology became a good candidate for designing high output power and high efficiency power amplifier due to its having wider energy band gap, higher electron saturation velocity, better thermal conductivity and higher breakdown voltage than those of GaAs counterparts. Meanwhile, GaN PAs can operate at a high drain voltage which offers high optimal load impedance of the PA at high output level. These inherencies of GaN technology implies that GaN PA can be designed using low-Q matching network for the output power matching that offers wide bandwidth, high power and high power added efficiency (PAE) performance. These advantages make GaN PAs find various applications in base-station, mobile backhaul, and military and defense industries.

Recent works have reported on the GaN PAs that apply in Ku-band phase array systems and microwave T/R Front-End Modules (FEMs). A GaN dual-gate device at frequencies up to 18 GHz has been demonstrated in [1]. The Ku-band PA shows a small-signal gain of 10 dB and an output power of near 2.5 W at 18 GHz. Work [2] demonstrates an X-band fully integrated GaN switchless bidirectional amplifiers (BDAs) for phased array systems which integrates a power amplifier and a low noise amplifier with sharing matching networks. The PA presents a 27-dB average gain and about 30-dBm saturated power in transmit mode and a 15-dB gain with a 4.5-dB noise figure (NF) in receiving mode. Work [3] proposes an X-band GaN T/R FEM which comprises of a high power amplifier, a low noise amplifier and an SPDT in a chip area of 3 × 3 mm². It presents nearly 8-W output power and 22-dB gain in transmit mode and 15-dB gain and 2.5-dB noise figure in receiver mode.

This paper designs a 1-W Ku-band wideband power amplifier for Ku-band backhaul applications. In order to achieve broadband, low-loss impedance transformer, Guanella-type differential transmission-line transformer can be utilized to transform impedance ratio [4]. In our previous work in CMOS technology [5], the DTLTs provided wideband 1:4 impedance transformation by broadside coupling and connecting the transmission lines parallel on the low impedance side and serially on the high impedance side. This work adopts the DTLT technique by using edge coupling in GaN process.

2. Circuit Design

The selections of the optimal biased conditions and transistor size are performed by swept the maximum frequency of oscillation \( f_{\text{max}} \) against the biased current density. As shown the simulations in Fig. 1, it suggests that the highest \( f_{\text{max}} \) can be obtained around the current density of 0.15 mA/µm for various transistor sizes. The chosen transistor sizes of the power and drive stages are 4 × 110 µm and 2 × 80 µm, respectively.
Fig. 2 shows the schematic circuit of the proposed Ku-band wideband two-stage GaN power amplifier with two Guanella-type DTLTs as the input and output matching networks (OMNs). The T-shape broadband matching network is used to enhance broadband performance [6]. In addition, the parallel RC ($R_1$, $R_2$, $C_1$, and $C_2$) stabilizing circuits are added in front of the transistors Q1 and Q2 to ensure unconditional stability at all frequencies. The Guanella-type DTLTs were utilized as the input and output networks for 4:1 and 1:4 impedance transformations. Since GaN process only provides two metal layers, the DTLTs are realized by edge-coupling structure. To consider the current-handling capability that flow the metal traces, the edge-coupled output DTLT uses the stacked metal 2 to metal 1 to bear high current capability. As shown in Fig. 2, the metal trace of the output DTLT uses the 35-$\mu$m width and 5-$\mu$m space. The metal trace of the input DTLT uses 20-$\mu$m width and 5-$\mu$m space. The simulated optimum load impedance ($Z_{\text{opt}}$) of the power stage is $10.9 + j38.7 \ \Omega$ at 15 GHz. The DTLT, $L_{\text{out}}$ and $C_{\text{out}}$ were utilized to transform $Z_{\text{opt}}$ to 50 $\Omega$. Fig. 3 shows the simulated impedance loci over the frequencies of the output matching network. As can be seen, the OMN brings 50 $\Omega$ load very close to the optimized load impedance ($Z_{\text{opt}}$) from 12 to 18 GHz. Thus, the wideband power match is successfully implemented by OMN DTLT.

3. Measurement Results

Fig. 4 shows the photo of the fabricated GaN PA which was measured by on-wafer test. The de-embedded input and output baluns were used to convert the differential signal into single-ended signal. Fig. 5 shows the S-parameters at biased currents of $I_{\text{DD1}} = 58.2$ mA and $I_{\text{DD2}} = 78.2$ mA under the supply voltage of $V_{\text{DD1}} = V_{\text{DD2}} = 28$ V and $V_{\text{G1}} = -2.43$ V, $V_{\text{G2}} = -2.71$ V. The PA achieves a small signal gain of 14.7 dB and the 3-dB bandwidths are from 13-18.2 GHz which corresponds to a fractional bandwidth (FBW) of 33.33 %. As can be seen, the simulated and measured S-parameters are in good agreements. Fig. 6 shows the simulated and measured CW power performance at 15 GHz. The proposed PA exhibits the measured $P_{\text{sat}}$ of 32.3 dBm, the OP1dB of 27.6 dBm, the peak PAE of 14.8 % and the PAE at $P_{\text{1dB}}$ of 10.4 %. Fig. 7 displays the power performance versus the frequency of interest. A flat saturated power (30 ± 1 dBm) can be obtained from 13.5 to 17 GHz which is attributed by the successful use of DTLT in wideband OMN. Fig. 8 shows the PAE versus the frequency. The 1-dB bandwidths of saturated power and OP1dB are from 13.5 to 16 GHz and 13.5 to 16 GHz, respectively. From 13.5 to 16.5 GHz, the peak PAE are better than 10 %. Fig. 9 shows the measurements under 16 QAM/36 Mbps modulated signals. Fig. 9(a) shows the constellation diagram. Fig. 9(b) depicts the ACPR diagram and spectrum mask characteristics. Fig. 9(c) shows the ACPR at upper and lower sides.
Fig. 5. Simulated and measured S-parameters of the proposed PA.

Fig. 6. Measured power performance at 15 GHz.

Fig. 7. Measured power performance versus the frequency of interest.

Fig. 8. Measured PAE versus the frequency of interest.

Fig. 9. The measurements under 16 QAM/36 Mbps modulated signals. (a) Constellation diagram, (b) ACPR, (c) ACPR with both sides, and (d) EVM.
Both ACPR in upper and lower sides are in slight difference at the same frequency. Fig. 9(d) shows the error vector magnitude (EVM) at 15 GHz and 16 GHz, respectively. In the acceptable EVM of 11 %, the proposed PA delivers 23.3 dBm and 21.4 dBm at 15 GHz and 16 GHz, respectively.

Table 1 summarizes the performance of the recently published Ku-band 0.25-µm GaN PAs. Compared to the cited works, our GaN PA demonstrates the smallest chip size and the best flatness in gain and output power. Since the power measurements of the designed GaN PA are done by on-wafer testing in continuous wave (CW) mode with no heat sink, our work shows moderate performance in output power, PAE and fractional bandwidth. It is believed that the output power and PAE can be significantly improved under pulse mode testing with proper thermal design.

Table 1. Comparisons of Ku-Band Wideband 0.25-µm GaN PAs.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>[1]</th>
<th>[2]</th>
<th>[3]</th>
<th>This Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaN, process</td>
<td>0.25-µm</td>
<td>0.25-µm</td>
<td>0.25-µm</td>
<td>0.25-µm</td>
</tr>
<tr>
<td>Topology</td>
<td>Dual-gate, HPA</td>
<td>Switchless Bidirectional amplifier</td>
<td>T/R module</td>
<td>Push-pull +DTLT</td>
</tr>
<tr>
<td>Freq., (GHz)</td>
<td>16</td>
<td>10</td>
<td>9.9</td>
<td>15.6</td>
</tr>
<tr>
<td>BW3dB (GHz)</td>
<td>14-18</td>
<td>8-12</td>
<td>8.6-11.2</td>
<td>13-18.2</td>
</tr>
<tr>
<td>Fractional bandwidth (%)</td>
<td>25</td>
<td>40</td>
<td>26</td>
<td>33</td>
</tr>
<tr>
<td>Gain (dB)</td>
<td>10</td>
<td>24-30</td>
<td>22</td>
<td>14.6</td>
</tr>
<tr>
<td>$P_{\text{sat}}$ (dBm)</td>
<td>34</td>
<td>30-32.5</td>
<td>39</td>
<td>32.3</td>
</tr>
<tr>
<td>OP1dB (dBm)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>27.6</td>
</tr>
<tr>
<td>PAE_{peak} (%)</td>
<td>N/A</td>
<td>10.5-15.4</td>
<td>25</td>
<td>14.8</td>
</tr>
<tr>
<td>Chip Size (mm²)</td>
<td>2.75×2.25</td>
<td>2.5×1.87</td>
<td>3×3</td>
<td>2.16×1.45</td>
</tr>
</tbody>
</table>

4. Conclusion

A Ku-band wideband PA has been successfully developed in WIN 0.25-µm GaN/SiC process. By adopting the Guanella-type DTLTs, the PA achieves a small signal gain of 14.6 dB and a 3-dB bandwidth from 13-18.2 GHz which equals to 33.33 % fractional bandwidth. The PA exhibits a power gain of 14.6 dB, a $P_{\text{sat}}$ of 32.3 dBm, an OP1dB of 27.6 dBm, a peak PAE of 14.8 % and a PAE at $P_{\text{1dB}}$ of 10.4 %. 30 ± 1 dBm flat saturated power is obtained from 13.5 to 17 GHz due to the successful use of DTLT as the OMN. To the authors’ best knowledge, the proposed PA is the first demonstration with Guanella-type DTLT to realize Ku-band GaN technology.
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Summary: In this paper, an adaptive fully differential Operational Amplifier using Self Cascode Transistor giving a maximum differential gain 75.31 dB with slew rate of 14.58 V/\mu S has been presented. In comparison to conventional design, proposed design with adaptive bias has slew rate increased by 7x for a capacitive load of 3 pF. An adaptive bias circuit with current reference circuit is also designed using Self Cascode configuration to get reference current varying by only 20 nA when temperature varies from 25°C to 100°C. A Common Mode Feedback circuit designed using Self Cascode shows only 0.01% variation in V_{ocm} as V_{icm} varies by 1 V. The proposed Operational Amplifier has been developed in a standard TSMC 0.18 \mu m CMOS technology with 3.3 V power supply and the simulations are done using Cadence software.

Keywords: Self cascode, High DC gain, Adaptive bias, CMFB, OpAmp, Current reference.

1. Introduction

The decrement of power supply for low power design makes it difficult to implement useful analog circuits, so novel circuit architectures have to be introduced. The values of the current sources inside the amplifiers are the main sources responsible of quiescent power dissipation. In this paper we propose a novel rail-to-rail fully differential self cascode (SC) operational amplifier (OPAMP), showing enhanced gain characteristics, where DC gain has been enhanced by a technique which increases the output impedance of the OTA input stage through a regenerative feedback [1] [2]. Fig. 1 shows the variation of Rout with length of M1 in SC, where “Ls” and Ld are transistor lengths for M1 and M2 respectively in SC already published in [2] but reproduced here.

Using this, highly optimized SC can be obtained by just varying the length of M1 resulting in maximum gain of OP AMP. SC is also used in the design of current mirrors in this paper.

1.1. Analysis of Self Cascode Transistor

Fig. 2 shows an NMOS SC configuration with gates shorted together and width of upper transistor is m times the lower transistor where m \gg 1. Length can be adjusted between the two so as to get the optimized trans-conductance gm_{eff} and output resistance Rout.

For this design, Ln = 400 n (for M1) and Ln = 600 n (for M2) transistor. Fig. 4 shows that Gm of SC increases with decrease in length but its Rout increases. Hence, an optimum value for gm_{eff} and r_o needs to be found out which will provide highest gain as compared to non SC transistor. Similar but complementary setup is made and used for pMOS transistors.
For a VDS varying from 0 to 3.3 V, ‘gmeff’ graphs are plotted in Fig. 3. As observed, gmeff and Rout are functions of length of M1 transistor. Fig. 2b shows circuit for computing equivalent impedance Rout of SC. Equivalent trans-conductance ‘gmeff’ and Rout of SC are as computed below in equation (1), and (2).

$$R_{out} = (g_{m2} r_{o2} - r_{o1} - r_{o1}') = (g_{m2} r_{o1} - 1) r_{o2}'$$

$$= (m g_{m1} r_{o1} - 1) r_{o2} = (m - 1) r_{o2}$$

(1)

$$g_{meff} = \frac{g_{m2}}{m} = g_{m1}$$

(2)

2. OPAMP Schematic Design

Fig. 4 shows the schematic design of proposed OPAMP. Here, a positive feedback has been provided at the PMOS stage to get a gain increment of about 35 dB as compared to classical two stage cascode OPAMP at 1MHz. Figs. 5-7 shows frequency response for Adm, and Acm respectively of proposed OPAMP with R-C frequency compensation. Table 1 shows the tabulated values of characterizing parameters of proposed and conventional OPAMP.
Fig. 5. Differential mode gain (Adm) of proposed design versus frequency.

Fig. 6. Adm of proposed OPAMP with R-C miller compensation at second stage Vs. frequency.

Fig. 7. Common mode gain (Acm) of proposed design versus frequency.
Table 1. Simulated values of characterizing parameters of proposed OPAMP for $V_{dd}=3.3V$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Proposed OPAMP Design</th>
<th>Conventional 2-stage OPAMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC Differential Mode Gain, Adm, (dB)</td>
<td>75.31</td>
<td>40</td>
</tr>
<tr>
<td>DC Common mode Gain, Acm, (dB)</td>
<td>-20.92</td>
<td>---</td>
</tr>
<tr>
<td>CMRR (dB)</td>
<td>99.23</td>
<td>---</td>
</tr>
<tr>
<td>Bandwidth (UGB) (MHz)</td>
<td>623.12</td>
<td>0.75</td>
</tr>
<tr>
<td>Phase Margin (deg)</td>
<td>82</td>
<td>---</td>
</tr>
<tr>
<td>PSRR (dB)</td>
<td>53.86</td>
<td>---</td>
</tr>
<tr>
<td>ICMR (mV)</td>
<td>700</td>
<td>---</td>
</tr>
<tr>
<td>OCMR (mV)</td>
<td>800</td>
<td>1000</td>
</tr>
<tr>
<td>Slew Rate (58V/μS)</td>
<td>14.58</td>
<td>2.3</td>
</tr>
</tbody>
</table>

3. Novel Current Reference Circuit Design

Typically CMOS reference current, Fig. 8 is designed using a CMOS Widlar source [5] mirror and a passive resistor. The precision of the reference current depends on the complete value of the resistor. A slight variation in the resistor value can degrade the performance over temperature and process corners as current $I$ is proportional to inverse of mobility and square of resistance. Since $\mu_p$ is a temperature dependent variable that reduces with temperature, the reference current ‘I’ will increase with temperature. Also, the mobility changes with carrier concentration, which makes the reference current sensitive to process variations too. Thus in our OPAMP, a current reference is designed with only MOS transistors using SC as shown in Fig. 9 generating a 10 $\mu$A in each arms. Here, instead of using resistor, a SC is replaced in linear region. PMOS Transistor pairs e.g. (M11, M12) in Fig. 9 is biased in deep triode region so that even if temperature increases, (M11, M12) remains in linear region. Thus a better stability with respect to temperature can be obtained by varying the W/L of Transistor pair (M11, M12).

Fig. 10 shows the variation of reference current $I_{ref}$ is by only 0.002 $\mu$A with temperature varying from 25 to 80 degree C.

![Fig. 8. Conventional Widlar reference current Generation [5].](image)

![Fig. 9. Proposed current reference design with only SC’s.](image)
4. Adaptive Bias Circuit

An adaptive bias circuit is designed for slew rate improvement. The circuit is shown in Fig. 11. Basic current subtractor is realized in differential arms to provide extra current as seen from Eq. (3)

\[ I_{\text{total}} = I_{\text{bias}} + A \mod(I_1 - I_2), \]  

where \(I_1\) and \(I_2\) are the current in branches close to main \(I_{\text{bias}}\) current mirror branch in differential tail branch.

\[ I_{\text{total}} = I_{\text{bias}} (1 + A + A^2 + \ldots). \]  

To ensure transistors to remain in saturation it is necessary to have value of parameter \(A < 1\) but not too less than 0.5 as it will reduce slew rate. \(I_{\text{total}}\) forms a geometric progression because of the positive feedback for \(A < 1\) as in Eq. (4). For \(A = 0.9\), current \(I\) shows 10 times improvement in slew rate as observed in Figs. 12 and 13.

5. Common Mode Feedback Circuit

Common mode feedback circuit is designed to maintain stable DC value at output, which will stabilize from process variations. CMFB senses voltage \(V_{\text{out}}\) and adjust the current of \(I_{\text{bias}}\) to maintain constant \(V_{\text{ocm}}\). Instead of using resistive sensing, we have used all SC in implementation of CMFB as shown in Fig. 14.
6. Conclusions

This paper presents a high performance 2 stage OPAMP design using SC MOS structure. Both the trans-conductance $g_{m}\text{eff}$ and output resistance $R_{out}$ are optimized by channel length ratio of the SC MOSFETs. Table 1 summarizes the parameters of the proposed design.

As seen in Fig. 15, CMFB circuit levels the output to a constant value, within 0.01% for $V_{icm}$ varies from 1.5 to 2.5 V in differential mode operation. The DC gain improvement has been achieved by using partial positive feedback technique. This technique improves gain and bandwidth of the circuit. The measured DC gain of the proposed OPAMP is 35 dB higher and slew rate is 7 times higher than that of the conventional 2 stage cascode OPAMP. The proposed OPAMP has a power efficient high DC gain adaptive bias circuit which utilizes current subtractor based on CCM for providing extra tail current sources in addition to fixed bias current sources.

Fig. 14. Common Mode Feedback Circuit (CMFB) circuit.

Fig. 15. Variation of $V_{out}$-common mode ($V_{ocm}$) w.r.t input common mode voltage $V_{icm}$ varying from 1.5 to 2.5 V.
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Summary: Thermal transient testing technology is currently the most effective method for obtaining thermal characteristic parameters of high-power semiconductor devices. This paper briefly outlines the basic theory of the thermal transient testing technology, and focuses on two key algorithms in the implementation of this technology: deconvolution and transformation of thermal network model algorithms. Meanwhile, a software system of the thermal transient testing applied to power semiconductor devices is established. Mathematica is used to solve the problem of data accuracy in network model transformation. By comparing the commonly used deconvolution algorithm, it is concluded that the thermal characteristic parameters of the device calculated by Bayesian deconvolution based on Richardson-Lucy algorithm are the most precise. Finally, the measurement data of power semiconductor devices tested by mature commercial thermal transient testing equipment is set as an example to verify the accuracy and effectiveness of the proposed system.
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1. Introduction

High-Power semiconductor devices due to high voltage, high current, and excellent switching performance, have gradually been applied to high voltage and high power density applications, especially power electronics. Thermal characteristic have always been a quite important concern in the application of power semiconductor devices. 55 % of the failure of electronic devices is caused by heat-related problems [1]. Therefore, it is quite important to accurately measure the thermal parameters of power electronics.

For high-power IGBT devices, junction temperature and thermal resistance are two critical thermal characteristics. Many electrical parameters of the device are related to the junction temperature, which is also affected by the thermal resistance of the device. Accurately measuring the junction temperature and thermal resistance of high-power IGBT devices not only helps to optimize the heat dissipation structure of the device package, but also guides users to give full play to the device performance and prolong its service life. This has become a common concern for the manufacturers and users. Traditional steady-state thermal resistance test method can only measure the overall thermal resistance of the device, so that the further thermal analysis of the device is restricted. The thermal transient testing technology can comprehensively analyze thermal properties of each layer structure of the device from chip to heat sink on the path of heat conduction, construct equivalent thermal model of devices, and provide reliable data base for the research on thermal characteristic of the device [2].

Hence, in order to give full information of the thermal characteristic parameters of high-power electronics, a complete set of software analysis and test system is proposed in this paper. The system can accurately measure the thermal characteristic parameters, and provide reliable data foundation for life expectancy, extreme operation and over-temperature protection [3]. The result has important reference value and practical significance.

2. Methodology

Fig. 1(a) is a simple package model composed of different materials. The model is placed on an ideal heat sink and other surfaces are thermal adiabatic. When a constant power \( P_H \) is applied to the model, the model can be equivalent to the \( n \)-order RC network shown in Fig. 1(b). Among them, the thermal transient response function \( a(t) \) of the model under the power \( P_H \) is

\[
a(t) = P_H \cdot \sum_{i=1}^{n} R_{thi} \cdot (1 - \exp(-\frac{t}{\tau_i})),
\]

where \( P_H \) is the unit power, \( R_{thi} \) denotes the thermal resistance of the heat transfer model equivalent to an RC network, \( t \) is the time, \( \tau_i \) represents the time constant and can be calculated by thermal resistance \( R_{thi} \) and thermal capacity \( C_{thi} \).
When the applied power step denotes as a unit power, the time \( t \) in formula (1) is logarithmic and the formula (1) is derived to obtain the convolution formula shown in formula (2).

\[
\frac{d}{dz} a(z) = R(z) \otimes w(z) + n(z), \tag{2}
\]

where \( \otimes \) is the convolution operator, the \( w(z) \) represents the constructor which can be calculated by the following formula

\[
w(z) = \exp(z - \exp(z)). \tag{3}
\]

The thermal transient response function \( a(z) \) in equation (1) can be obtained by measuring the change of temperature-sensitive parameters of the device in the cooling process and combining the relationship between the temperature-sensitive parameters and the junction temperature and thermal impedance. In addition, the constructor is known. Hence, the time constant spectrum is

\[
R(z) = \frac{d}{dz} a(z) \otimes^{-1} w(z), \tag{4}
\]

where \( \otimes^{-1} \) is the deconvolution operator.

It should be noted that the actual measured thermal transient response signal is usually mixed with a certain noise signal \( n(z). \) These noise signals can affect the results of thermal transient tests that must be taken into account when analyzing.

\[
\frac{d}{dz} a(z) = R(z) \otimes w(z) + n(z), \tag{5}
\]

The thermal transient testing technology is based on the formula (1). Thermal transient response signal \( a(z), \) time constant spectrum \( R(z), \) constructor \( w(z) \) and noise \( n(z) \) in the formula (1) are all expressed as function of logarithmic time \( z \). Take the derivative and deconvolution operation of \( a(z) \) to get \( R(z) \). Then, split \( R(z) \) into a number of segments having \( \Delta z \) width and compute the thermal resistance and heat capacity parameters of the Foster model. Considering the heat capacity of Foster model with no clear physical meaning, hence thermal network model transformation algorithm is used to transform the Foster model to Cauer model, which can reflect the actual heat capacity transfer process. Finally, the structure function of the device can be obtained by accumulating the thermal resistance and heat capacity parameters of the Cauer model in stages, or taking the derivative after accumulating [4].

2.1. Deconvolution Algorithm

Up to now, there are two deconvolution algorithms that have been successfully used in the thermal transient testing technology: Fourier deconvolution and Bayesian deconvolution.

A. Fourier Deconvolution

The Fourier deconvolution algorithm is based on the convolution theorem, which transforms the problem in the time domain to the frequency domain for operations. We have the equivalent formula

\[
M'(\Phi) - V'(\Phi) \cdot W(\Phi) + N(\Phi) = V'(\Phi) - W(\Phi). \tag{6}
\]

Foster model

Thus theoretically we can obtain the required function by a simple division as shown in formula (7).
Because the noise corresponds to the high frequency component in the signal spectrum. Although the noise signal has smaller amplitude relative to the measured signal, the high-frequency components of the constructor are some very small items with a smaller magnitude. After the division operation, the noise signal will be amplified, resulting in many differences between the deconvolution reconstruction signal and the original signal, sometimes even resulting in unacceptable results. Therefore, it is necessary to properly handle the noise problem during the application process.

B. Bayesian Deconvolution

Different from the Fourier deconvolution, Bayesian deconvolution is based on Bayes’ theorem and total conditional probability formula. It can avoid the noise problem in Fourier deconvolution algorithm. The procedure described by [5] has been proven very suitable for the time-constant spectrum identification. These applies the following iterative formulas

\[
R^{i+1}(z) = R^i(z) - w(z) \otimes \left( \frac{da(z)/dz}{w(z) \otimes R^i(z)} \right),
\]

(8)

\[
R^{i+1}(z) = R^i(z) \frac{w(z) \otimes (da(z)/dz)}{w(z) \otimes (w(z) \otimes R^i(z))},
\]

(9)

The deconvolution algorithm using the iterative formula shown in equation (8) is called Richardson-Lucy algorithms, and shown in equation (9) is called Positive iterative deconvolution. Whether formula (8) or formula (9), the amplitude of the reconstructed signal will be amplified during each iteration. In order to make the reconstructed signal as close as possible to the original input signal, the correction \( I \) needs to be introduced to improve the formula.

\[
R^{i+1}(z) = R^i(z)(w(z) \otimes \frac{da(z)/dz}{w(z) \otimes R^i(z)}) \ast I,
\]

(10)

\[
R^{i+1}(z) = R^i(z) \frac{w(z) \otimes (da(z)/dz)}{w(z) \otimes (w(z) \otimes R^i(z))} \ast I,
\]

(11)

2.2. Network Model Transformation Algorithm

Because the Foster network model describes the node-to-node thermal capacity without explicit physical meaning, the Foster network model needs to be converted into a Cauer network model that describes the thermal capacity between the nodes and reference nodes. The existing network model transformation algorithm has been relatively mature, and the detailed conversion process is given in [4]. However, due to the limitation of software accuracy, truncation error and operation error occur when the network model conversion operation is performed. The obtained structure function is inconsistent with reality. Therefore, appropriate calculation software should be selected during processing to avoid this situation.

The method that have been published and used to solve the data accuracy problem of the network model conversion process in the thermal transient testing technology is the GMP (GNU MP Bignum Library) open source math library mentioned in the JESD 51-14 standard. However, GMP library functions are written in C language. When calling in interpretive language programming software, you need to write a special interface function, or directly use it in the C language-based software. No matter which way you need to have a programming base. The simulation verified that using Mathematica, a multi-precision calculation software, not only can achieve the same accuracy as GMP, but also is simpler and easier to operate than GMP. This greatly reduces the difficulty of algorithm implementation.

Based on the above theory, this paper establishes a software system of thermal transient testing technology as shown in Fig. 3, which is used to measure the thermal characteristic parameters of power electronics.

3. Case Study

Taking the thermal transient response signal of power electronics measured by commercial thermal transient tester as an example, and the time constant spectrum calculated by the equipment as a reference value. This article compares two kinds of common deconvolution algorithms. Meanwhile, the thermal transient testing software system established in this paper is used for simulation analysis to verify the validity and accuracy of the system. In order to make the results comparable, the simulation parameters are set with the testing equipment parameters.
3.1. The Contrastive Analysis of Deconvolution Algorithms

In order to compare the accuracy of thermal transient test results when different deconvolution algorithms are applied, this paper uses different deconvolution algorithms to process the same measurement data. The time constant spectrum deviation $\Delta$ is defined as the criterion for measuring the accuracy of the algorithm. The simulation results are shown in Table 1 and Fig. 4.

$$\Delta = \sum_{n} \left( \frac{X(z) - R(z)}{n} \right)^2,$$

(10)

Table 1. The deviation of time constant spectral calculated by different deconvolution methods.

<table>
<thead>
<tr>
<th>Deviation</th>
<th>Fourier deconvolution</th>
<th>Bayesian deconvolution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Richardson-Lucy algorithm</td>
<td>Positive iterative deconvolution</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>0.00131</td>
<td>0.000199</td>
</tr>
</tbody>
</table>

Table 1 shows that the result of Richardson-Lucy algorithm is closer to the reference value. The deviation of Richardson-Lucy algorithm is 0.000199, which is far less than the Fourier deconvolution, and less than the positive iterative deconvolution. Fig. 4 also shows that compared with the Fourier deconvolution algorithm and the Bayesian deconvolution based on the Positive iterative deconvolution, the structure function using the Bayesian deconvolution based on the Richardson-Lucy algorithm is most consistent with the reference value.

3.2. The Simulation Verification of Software System

Taking the measurement data of a high-power semiconductor device as an example, the thermal transient testing software system established in this paper is used for simulation calculation. After the calculation, structure function curves are shown in Figs. 5 and 6.

Choosing the structure function curve obtained from the thermal transient testing equipment as a reference, it can be seen that the simulation results through the system mentioned above are in good agreement with the reference values. The error between them is very small. Therefore, the software system established in this paper can obtain the thermal parameters of the device accurately and effectively.

Furthermore, the internal structure of the device can be identified by combining two structure functions. Each layer structure is marked with different colors respectively.
4. Conclusions

A complete set of software system of the thermal transient testing applied to high-power semiconductor devices is established in this paper based on the research status of thermal transient testing technology at home and abroad. Aiming at the problem of deconvolution algorithm, this paper compares the commonly used deconvolution algorithm to get the conclusion that the Bayesian deconvolution algorithm based on Richardson-Lucy algorithm obtains the most accurate structure function. In response to another key issue: data accuracy in the process of network model conversion, it is proposed to reduce the difficulty of implementing the algorithm by using Mathematica to achieve the same effect as GMP. Finally, taking the actual measured data measured by a mature commercial thermal transient test equipment for power semiconductor devices as an example, the validity and accuracy of the system established in this paper are verified.
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Summary: The present paper deals with the analysis approach of multiconductor microstrip systems in integrated circuits using the finite element method (FEM). Interconnects are multiple strip and multilevel in ICs. Today interconnects are great attention in high speed digital design and microwave integrated circuit application. With increased density of packing, line to line coupling of electromagnetic also becomes prominent. Computation of the matrices of capacitances, inductances per unit length of multiconductor is important since these elements are essential parameters in designing of package.
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1. Introduction

Today the electronic circuits see their threshold of electromagnetic susceptibility decrease. This increased vulnerability comes from their reduction in size in supply voltage and an increase in their frequency of operation. The frequencies of the order of gigahertz are particularly harmful for these systems because their wavelength is likely to generate resonance phenomena on the tracks of the integrated circuits thus increasing the risks that it is disturbed.

Computation of the interconnect parameters such as matrices of capacitances and inductances per unit length is important since these parameters are essential in designing of package, lossless transmission line system and microwave circuits. Therefore, the improvement of accurate and efficient computational method to analyze the modeling of multiconductor structure becomes an important area of interest.

Transmission interconnect lines have been investigated for many years. In [1] Hassan Ymeri presented a new semi-analytical procedure for single and coupled interconnects on lossy silicon substrate. In [2] starting from several reasonable approximations, closed-form expression for the mutual impedance per unit length of coupled IC interconnects with Silicon substrate have been proposed. [3], analysis of multiconductor quasi-TEM transmission lines and multimode waveguide is done. We can mention, finite difference methods (FDM) [4], Analytical method [5], the Green’s function approach [6], the Galerkin method [7].

In this paper, we design four-conductor transmission lines interconnect with two dielectric layers, and four-conductor transmission line with two levels systems using FEM to calculate the capacitance matrix then compare the results with some methods in previous publications.

2. Main Results

The capacitance coefficients for a system of parallel microstrip lines are defined as follows, it is convenient to write [8-9]:

\[ Q = \sum_{j=1}^{n} C_{ij} V_j, \]  

where \( V_j \) is the voltage of \( j \)th conductor with reference to the ground plane, \( Q \) is the charge per unit length, \( C_{ij} \) is the short circuit capacitance between \( i \)th and \( j \)th conductor. The short circuit capacitances can be obtained either from measurement or from numerical computation [10-11]. We obtain

\[ C_{ii} = \sum_{j=1}^{n} C_{ij}, \]  

\[ C_{ij} = -C_{ji}, \quad i \neq j, \]

where \( C_{ii} \) is the capacitance per unit length between the \( i \)th conductor and the ground plane. The coupling capacitances are illustrated in Fig. 1.

Fig. 1. The per unit length capacitances of general \( n \) conductor.
The matrix \( [c] \) capacitance for \( n \) conductor is given by

\[
C = \begin{bmatrix}
C_{11} & -C_{12} & \ldots & -C_{1n} \\
-C_{12} & C_{22} & \ldots & -C_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
-C_{1n} & -C_{2n} & \ldots & C_{nn}
\end{bmatrix}
\] (4)

The inductance and capacitance of multiconductor transmission lines are related as

\[
[L] = \mu_0 \varepsilon_0 [C]^{-1},
\]

where \([L]\) is the Inductance matrix, \([C]^{-1}\) is the inverse matrix of the capacitance of multiconductor transmission line when all dielectric constants are set equal to 1, \(\mu_0\) is the permeability of space or vacuum, \(\varepsilon_0\) is the permittivity of free space or vacuum.

The characteristic impedance and capacitance per unit length are related as follows:

\[
Z = \frac{\sqrt{L}}{\sqrt{C}}.
\] (6)

The electrical parameters are:
- Capacitance per unit length matrix \(( [C] \text{ in } \text{pF/m})\),
- Inductance per unit length \(( [L] \text{ in } \text{nH/m})\),
- Impedance \(( [Z] \text{ in } \Omega)\).

To illustrate and validate the new proposed formulation, in the first section we consider a planar interconnects line including four strips, Fig. 2 shows the geometry of the model.

The capacitance per unit length of the multistrip transmission lines are related as follows:

\[
C = \begin{bmatrix}
0.968 & -0.328 & -0.08 & -0.01 \\
-0.328 & 1.126 & -0.325 & -0.08 \\
-0.08 & -0.325 & 1.126 & -0.328 \\
-0.01 & -0.08 & -0.328 & 0.968
\end{bmatrix}
\]

The inductance per unit length matrix is:

\[
L = \begin{bmatrix}
0.3846 & 0.3182 & 0.2699 & 0.2160 \\
0.0381 & 0.1025 & 0.0387 & 0.0219 \\
0.0220 & 0.0387 & 0.1025 & 0.0219 \\
0.0117 & 0.0219 & 0.0381 & 0.1062
\end{bmatrix}
\]

The impedance per unit length matrix is:

\[
Z = \begin{bmatrix}
0.3846 & 0.3182 & 0.2699 & 0.2160 \\
0.3166 & 0.3957 & 0.3287 & 0.2706 \\
0.2683 & 0.3286 & 0.3963 & 0.3198 \\
0.2144 & 0.2702 & 0.3196 & 0.3884
\end{bmatrix}
\]

In the second section we consider a planar interconnects line including four strips with two levels systems, Fig. 5 shows the geometry of the model.

This microstrip coupled interconnects have the following geometrical parameters: \(\omega_1 = \omega_2 = \omega_3 = \omega_4 = 20 \ \mu\text{m}, S = 60 \ \mu\text{m}, h = 60 \ \mu\text{m}, t = 5 \ \mu\text{m}, d = 30 \ \mu\text{m}, \varepsilon_1 = 11.7, \varepsilon_2 = 3.9\).
The capacitance per unit length of the multistrip transmission lines are related as follows:

\[
C = \begin{bmatrix}
6.921 & -1.251 & -1.321 & -2.104 \\
-1.251 & 8.602 & -4.962 & -3.978 \\
-1.321 & -4.962 & 12.86 & -1.409 \\
-2.104 & -3.978 & -1.409 & 14.012 \\
\end{bmatrix}
\]

Table 2. Capacitance matrix of the model in Fig. 5.

<table>
<thead>
<tr>
<th>Capacitance (10^{-12} F/m)</th>
<th>MoM</th>
<th>FEM</th>
<th>Our work</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{11}</td>
<td>7.158</td>
<td>7.210</td>
<td>6.921</td>
</tr>
<tr>
<td>C_{12}</td>
<td>-1.284</td>
<td>-1.323</td>
<td>-1.251</td>
</tr>
<tr>
<td>C_{13}</td>
<td>-1.296</td>
<td>-1.340</td>
<td>-1.312</td>
</tr>
<tr>
<td>C_{14}</td>
<td>-2.224</td>
<td>-2.308</td>
<td>-2.104</td>
</tr>
<tr>
<td>C_{22}</td>
<td>8.732</td>
<td>9.022</td>
<td>8.602</td>
</tr>
<tr>
<td>C_{33}</td>
<td>13.39</td>
<td>13.86</td>
<td>12.86</td>
</tr>
<tr>
<td>C_{44}</td>
<td>14.11</td>
<td>14.55</td>
<td>14.01</td>
</tr>
</tbody>
</table>

The inductance per unit length matrix is:

\[
L = \begin{bmatrix}
0.2125 & 0.1016 & 0.0683 & 0.0676 \\
0.1016 & 0.2619 & 0.1226 & 0.1019 \\
0.0683 & 0.1226 & 0.1473 & 0.0599 \\
0.0676 & 0.1019 & 0.0599 & 0.1245 \\
\end{bmatrix}
\]

The impedance per unit length matrix is:

\[
Z = \begin{bmatrix}
0.7629 & 0.7553 & 0.6077 & 0.5786 \\
0.7553 & 0.9686 & 0.7539 & 0.6942 \\
0.6077 & 0.7539 & 0.6359 & 0.5479 \\
0.5786 & 0.6942 & 0.5479 & 0.5533 \\
\end{bmatrix}
\]

In the third section we consider a planar interconnects line including nine strips with four levels systems, Fig. 7 shows the geometry of the model.

This microstrip coupled interconnects have the following geometrical parameters: \( \omega = 20 \ \mu m, \ S = 60 \ \mu m, \ h = 40 \ \mu m, \ t = 5 \ \mu m, \ \varepsilon_1 = 11.7, \ \varepsilon_2 = 8.9, \ \varepsilon_3 = 3.9, \ \varepsilon_4 = 1. \)

Table 3. Capacitance matrix of the model in Fig. 7.

<table>
<thead>
<tr>
<th>Capacitance (10^{-12} F/m)</th>
<th>Our work</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{11}</td>
<td>4.768</td>
</tr>
<tr>
<td>C_{22}</td>
<td>4.389</td>
</tr>
<tr>
<td>C_{33}</td>
<td>4.012</td>
</tr>
<tr>
<td>C_{44}</td>
<td>3.673</td>
</tr>
<tr>
<td>C_{55}</td>
<td>3.216</td>
</tr>
<tr>
<td>C_{66}</td>
<td>3.051</td>
</tr>
<tr>
<td>C_{77}</td>
<td>2.865</td>
</tr>
<tr>
<td>C_{88}</td>
<td>2.654</td>
</tr>
<tr>
<td>C_{99}</td>
<td>2.325</td>
</tr>
</tbody>
</table>
Table 4. Inductance matrix of the model in Fig. 7.

<table>
<thead>
<tr>
<th>Capacitance (10−11 F/m)</th>
<th>Our work</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_{11}</td>
<td>0.5302</td>
</tr>
<tr>
<td>L_{22}</td>
<td>0.4881</td>
</tr>
<tr>
<td>L_{33}</td>
<td>0.4462</td>
</tr>
<tr>
<td>L_{44}</td>
<td>0.4085</td>
</tr>
<tr>
<td>L_{55}</td>
<td>0.3576</td>
</tr>
<tr>
<td>L_{66}</td>
<td>0.3393</td>
</tr>
<tr>
<td>L_{77}</td>
<td>0.3186</td>
</tr>
<tr>
<td>L_{88}</td>
<td>0.2951</td>
</tr>
<tr>
<td>L_{99}</td>
<td>0.2586</td>
</tr>
</tbody>
</table>

In the fourth section we consider a planar interconnects line including four strips with two levels systems, Fig. 5 shows the geometry of the model.

The calculation of the matrix [C] for the given cut is made by making certain parameters vary.

The parameters studied are: t is the thickness of the track varying from 5 to 10 μm, d is the height of the oxides between two tracks, ranging from 40 to 100 μm, six cases were simulated, the table below shows the values of the parameters.

Table 5.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>W = 20 μm</td>
<td>W = 20 μm</td>
<td>W = 20 μm</td>
</tr>
<tr>
<td>S = 60 μm</td>
<td>S = 60 μm</td>
<td>S = 60 μm</td>
</tr>
<tr>
<td>t = 5 μm</td>
<td>t = 10 μm</td>
<td>t = 5 μm</td>
</tr>
<tr>
<td>d = 40 μm</td>
<td>d = 40 μm</td>
<td>d = 80 μm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>W = 20 μm</td>
<td>W = 20 μm</td>
<td>W = 20 μm</td>
</tr>
<tr>
<td>S = 60 μm</td>
<td>S = 60 μm</td>
<td>S = 60 μm</td>
</tr>
<tr>
<td>t = 10 μm</td>
<td>t = 5 μm</td>
<td>t = 1 μm</td>
</tr>
<tr>
<td>d = 80 μm</td>
<td>d = 100 μm</td>
<td>d = 100 μm</td>
</tr>
</tbody>
</table>

This evolution can be explained by the fact that we combine the increase of the distance between the track, in order to locate an optimum layer thickness corresponds to the thickness for which the parasitic capacitance-to-capacitance ratio mass is the lowest.

3. Conclusions

In this paper we have identified the potential distributor for four interconnect transmission lines and we computed the capacitance matrix. The results obtained in this research to comply with literature and motivating for the future study.
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1. Introduction

The capability of storing and retrieving large amounts of information is essential for most modern digital systems. The structured storing of bits, usually as a two-dimensional array, is defined as a memory [1]. One of the types of memories used in modern systems is the Random-Access Memory (RAM). The RAM is a volatile read/write memory in which the access time for read and write operations is independent of the data location in the memory array. The Static RAM (SRAM) is a type of RAM in which the written data remains stored as long as there is power applied to the system.

Area and dissipated power are limiting factors in improving the performance of mobile and Systems-on-Chip (SoCs) devices [2]. 70% of the area of a SoC chip is occupied by the SRAM memory [3]. Using a nanoelectronic device instead of CMOS transistors within the SRAM could be the solution to these limitations.

 Particularly the single-electron transistor (SET) present attractive features like reduced dimensions, extremely low power consumption and low noise behavior. Single-electronic devices are able to control the movement of individual electrons through the tunneling phenomenon, i.e., the nonzero probability that the electron will be transmitted through a potential energy barrier [4].

This work proposes a new and fully working nanoelectronic SRAM based on the SET transistor and with individual read and write addressing.

2. Single-Electron Transistor

The SET consists of two tunnel junctions connected together, forming an island between them [5]. Its operation is based on the flow control of single electrons by tunneling. That leads to very low power consumption. The gate voltage manipulates the Fermi level, i.e., the highest energy level occupied on the island, thus controlling the electrons conduction through the transistor [6].

The operation of SETs up to 350 K has already been reported [7]. In this work, a SPICE model for the SET, which operates at room temperature, proposed by and available at Lietsching et al. [8] was employed.

3. SRAM Architecture

A generic SRAM architecture (Fig. 1) is composed of storing cells, read and write control and address logic. The cells store 1 bit in a latch or flip-flop device and are usually arranged in an \(m \times n\) matrix, where \(m\) corresponds to the number of words that can be stored in the memory, and \(n\) represents the number of bits each word contains. They also contain the read/write logic and a select control that enables the operation of each cell. The address logic allows each word of the memory matrix to be selected individually.

The developed SRAM can store 8 words of 8 bits and presents separate controls for read and write addressing, allowing an individual and simultaneous execution of these operations (Fig. 2). All the components of this digital architecture were designed with a nanoelectronic gate (nanoNAND) as base element (Fig. 3). This nanoNAND gate consists of four SET transistors [9]. All simulations were made using the LTSpice software [10]. Its building blocks are briefly presented in the next subsection.

3.1. SRAM Cell and Array

The SRAM cell consists of a flip-flop D, which can store 1 bit. The cells are arranged in an array of 8 bits, constituting a word. Each array consists of the 8 bits entries, a clock and an asynchronous clear, read and write signals to indicate the operation and independent select signals for each operation, which are used by the addressing logic (Fig. 4).
In order for the read/write operation to occur in the $m^{th}$ word, both the corresponding operation signal and operation address should be selected in the $m^{th}$ array. Because it is possible to realize a simultaneous read and write operation in the same array, an unstable situation could be reached in the output. To avoid this problem both operations are also regulated by the system’s clock. The write operation is executed only during the rising of the clock signal, while the read operation is executed when the clock signal is low.
3.2. Read and Write Addresses

Because the proposed SRAM contains 8 memory arrays (words), read and write addressing are done through separated 3 to 8 decoders. An array address is then a 3-bit number that should be input in the corresponding operation decoder.

4. Simulation

The simulations were done through the software LTSpice. In this phase a test was presented to evaluate the correct functioning of the SRAM. The test consisted of writing two different 8-bit words on address 3 and 7 (Table 1), respectively, and retrieving them later.

<table>
<thead>
<tr>
<th>Add.</th>
<th>b7</th>
<th>b6</th>
<th>b5</th>
<th>b4</th>
<th>b3</th>
<th>b2</th>
<th>b1</th>
<th>b0</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Words for SRAM testing.

The simultaneous read/write feature was also assessed during the test. Table 2 presents a timetable for when the write and read actions occurred and what addresses they accessed.

<table>
<thead>
<tr>
<th>Time (ms)</th>
<th>Write Action</th>
<th>Write Address</th>
<th>Read Action</th>
<th>Read Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-0.5</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>0.5-1</td>
<td>0</td>
<td>-</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>1-1.5</td>
<td>1</td>
<td>7</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>1.5-2</td>
<td>0</td>
<td>-</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2. Read/Write actions timetable.

5. Results

The results of the test presented during simulation shows that the nanoelectronic SRAM works correctly. The write, read, addressing and simultaneous read/write functions perform as expected, as shown on Fig. 5 (a, b).
The complete nanoelectronic SRAM has a total of 1890 nanoNANDs. The area of 1 nanoNAND is 172 nm² and 3.5 pW [9] and its dissipated power can be calculated by using equations 1 to 3. The total dissipated power is given by the sum of the static and dynamic powers. Table 3 presents the values for area and dissipated power for 1 nanoNAND, 1 array (word), 1 decoder, and the complete SRAM.

\[
P_{\text{dissipated}} = P_{\text{static}} + P_{\text{dynamic}},
\]

\[
P_{\text{static}} = V_{dd} \times I_{\text{max}},
\]

\[
P_{\text{dynamic}} = f \times V_{dd}^2 \times C_L.
\]

The complete SRAM has an area of 0.325 µm² and dissipates 6.6 nW, which highlights the advantages of a nanoelectronic SRAM.

### Table 3. SRAM area and dissipated power.

<table>
<thead>
<tr>
<th></th>
<th>#SET</th>
<th>Area</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>nanoNAND</td>
<td>1</td>
<td>172 nm²</td>
<td>3.5 pW</td>
</tr>
<tr>
<td>Array</td>
<td>206</td>
<td>35432 nm²</td>
<td>721 pW</td>
</tr>
<tr>
<td>Decoder</td>
<td>37</td>
<td>6364 nm²</td>
<td>129.5 pW</td>
</tr>
<tr>
<td>SRAM</td>
<td>1890</td>
<td>0.325 µm²</td>
<td>6.6 nW</td>
</tr>
</tbody>
</table>

### 6. Conclusions

This work presented and validated the proper working of a completely nanoelectronic SRAM. This new approach solves the area and power consumption limitations that current applications face. Also, the new architecture provides the possibility of a separate read and write addressing, allowing for more versatile applications.
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Summary: This paper deals with the simulation of the MESFET transistor (Metal semiconductor Field-Effect Transistor), reducing size geometrical parameters 1-µm GaAs MESFET with a 0.3-µm gate length, the transconductance value is 80-mS for VDs = 0.2 V and the conductance is 260-mS/V for VGs = -0.2 V and The evolution of the Drain-Source current IDs = f(VDs, VGs) in GaAs microwave MESFET’s devices versus frequency domain are presented, The transport properties of the device are dominated by electrons (majority carriers). We introduce the finite elements method, we will consider the substrate doped p-type Na = 1.e10[1/cm3] and channel doped Nd = 1e16[1/cm3], the interest of this simulation is to record the I-V Characteristics, the output transconductance Gd, output conductance Gm and channel resistance simulated in the frequency domain from 100 GHz, the transconductance and drain current on the gate voltage this resultants are in good agreement for RF power transistors.

Keywords: MESFET’s, Output transconductance, Output conductance frequency, Finite elements.

1. Introduction

MESFET GaAs metal semiconductor field effect transistors (MESFETs) with submicron channel lengths can operate comfortably at a frequency greater than 100 GHz [1], used in microwave applications, and a height speed digital circuits point of view their superior height frequency [2-5]. High frequency devices, cellular phones, satellite receivers, radar. The simplest way to enhance the performance of the device is to reduce the gate length [3], a high gm 375 mS/mm (Vth = -0.09 V) has been achieved from 0.3 long gate GaAs MESFET with a very small short channel [4]. In this paper we are interest to simulate this device record the I-V Characteristics, The active channel region of the device is an N-GaAs layer that can be obtained by ion-implanting Si into semi-insulating substrate [6]. The small channel depth requires that the carrier concentration in the channel be as high as possible to maintain a high current.

For MESFET’S with a 1-µm gate length, domain formation is expected to take place if the pinchoff voltage exceeds 1.5 V [7], In our simulation, the n-type doping concentration is Nd 1e16/cm3, the affinity level of GaAs is 4.07 eV, the band gap of GaAs is 1.42 eV, to obtains the I-V Characteristics and the different Output-Conductance Gm and the Output Transconductance Gd. at first time we varying the VGs voltage and VDs voltage taking into account two important parameters such as the length of the gate Lg and the doping of the channel Nd concentration respectively to see the impact of these parameters on the electrical characteristics of this MESFET GaAs device and, the second party we simulated and we studied how to operate at variable frequencies going up to 100 GHz then we fixed at freq-T = 40 GHz.

1.1. Schematic Structure Basic and Parameters for MESFET Transistor

The basic device structure taking in this simulation shown in Fig. 1. The substrate considered to be semi insulating p-doped.

Fig. 1. MESHET Physical Structure.

The electrical parameters for device of the 1 [µm] MESFET presented in Table 1.

Table 1. Parameters structure for MESFET.

<table>
<thead>
<tr>
<th>Parameters Приведённые значения</th>
<th>MESFET 1-µm</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lg</td>
<td>0.3</td>
<td>[µm]</td>
</tr>
<tr>
<td>Nd</td>
<td>1.10^6</td>
<td>[1/cm³]</td>
</tr>
<tr>
<td>Na</td>
<td>1.10^5</td>
<td>[1/cm³]</td>
</tr>
<tr>
<td>d</td>
<td>0.25</td>
<td>[µm]</td>
</tr>
<tr>
<td>Lgd</td>
<td>0.15</td>
<td>[µm]</td>
</tr>
<tr>
<td>Lgs</td>
<td>0.15</td>
<td>[µm]</td>
</tr>
<tr>
<td>Vbi</td>
<td>0.87</td>
<td>[V]</td>
</tr>
<tr>
<td>Vsat</td>
<td>1.2×10^7</td>
<td>[cm/s]</td>
</tr>
</tbody>
</table>
2 Resultats for Simulation

2.1. Device DC Characteristics

The Simulations are achieved on MESFETs using different types of curves in order to emphasize on the device performances.

The I-V Characteristics $\text{IDs} = f (\text{VDs}, \text{VGs})$ for a device obtained by simulation are presented in Figs. 2-7.

Typical curves are given through Figs. 1 to 5 to illustrate the behavior of the device in conjunction to electrical parameters. These curves obtained using the Finite element method allow the possible introduction of graphene material for possible succession to GaAs, which is the goal of our study.

Fig. 2. The I-V Characteristics $\text{IDs}–\text{VDs}$ for MESFET, gate voltage bias VGs varying 0 to -0.5 V by step 0.1 V.

In the Fig. 2 we presented the characteristics obtained by the simulation of the device. These characteristics illustrate the relation between the drain current $\text{Ids}$ and the drain voltages $\text{Vds}$.

Fig. 3. The I-V Characteristics $\text{IDs}–\text{VDs}$ for MESFET, gate voltage bias VGs -0.1 V by step 0.1 V changing the canal doping $\text{Nd}$ Concentration.

The Fig. 3 As shown in the IDS-VDS characteristics for different gate voltage, we see that the drain current becomes almost zero at about $\text{Nd} = 1e16$ [1/cm$^3$] and important value a drain current at $\text{Nd} = 7e16$ [1/cm$^3$] for the device.

Fig. 4. The I-V Characteristics $\text{IDs}–\text{VDs}$ for MESFET, gate voltage bias VGs -0.1 V by step 0.1 V with different values Gate length $\text{Lg}$.

Fig. 5. Output I-V Characteristics $\text{IDs}–\text{VGs}$ for MESFET, drain voltage bias VDs varying between 0.2 to 0.8 V.

Fig. 6. Output I-V Characteristics $\text{IDs}–\text{VGs}$ for MESFET, drain voltage bias VDs is fixed to 0.6 V, canal doping Concentration $\text{N} = 2e16$ [1/cm$^3$], we varying gate length $\text{Lg}$.

Fig. 7. Output I-V Characteristics $\text{IDs}–\text{VGs}$ for MESFET, drain voltage bias VDs is fixed to 0.6 V, Gate length and changing the canal doping $\text{Nd}$ Concentration.
2.2. Output Transconductance, Output Conductance and Resistance

The transconductance of the MESFET is defined by a variation ratio of the drain-source current (IDs) by drain-source voltage (VGS), as well as the conductance obtained by the variation of the IDs by gate-source voltage (VGS).

Fig. 9 represents the drain conductance as a function of the drain voltage VDs for different values of frequency. We notice that the drain conductance is decreases on the one hand as the drain voltage increases its maximum value in linear regime, and is minimal in regime of saturation.

Fig. 10 presented the transconductance as a function of the Gate voltage VGs for a different of frequency. In this figure, we noticed that the transcondcutance increases on the one hand as the absolute value of the frequency decreases.
4. Conclusion

During this work, we simulate the MESFET GaAs transistor. At first we studied how to operate at variable frequencies going up to 100 GHz, then we fixed at freq-T = 40 GHz, we revealed the characteristics gm and Gd. In order to obtain the performance characteristics I-V of a device with a length of 1 μm, simulating the DC characteristics of short-gate GaAs MESFETs. Transconductance and conductance curves obtained by simulations are found similar to those of short-channel MESFETs.

We have shown the applicability of the finite element method in order to find an approach to introduce Graphene MESFETs as we reported in our earlier work.
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Increasing the Dielectric Constant of HfO₂ in MIS Structures, by Thermal Annealing Right after Deposition of the Dielectric Layer

I. S. Hernández, S. I. Garduño, and M. Estrada
Section of Solid State Electronics, Electric Engineering Department, Center of Research and Advanced Studies of the National Polytechnic Institute, 2208 IPN Av., 07360 CDMX, Mexico
E-mail: ihernandezl@cinvestav.mx

Summary: A significant increase in the dielectric constant of hafnium oxide (HfO₂) layers deposited by room temperature radio frequency magnetron sputtering is observed after thermal annealing the samples in O₂ at 200 °C, right after the deposition of the layer. Metal-Insulator-Semiconductor (MIS) structures, using (HfO₂) as dielectric and amorphous Hafnium-Indium-Zinc oxide as semiconductor, were characterized using capacitance-voltage (CV) and current voltage (IV) characteristics. It was observed that the dielectric constant increased from around 29 in the un-annealed to around 45 in the annealed, while maintaining the breakdown voltage and leakage current density in satisfactory values. Results obtained were used to fabricate AOSTFTs working in the operating voltage range below 5 V with mobility values above 4 cm²/Vs.
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1. Introduction

Amorphous oxide semiconductor thin film transistors (AOSTFTs) have attracted interest due their high mobility values and optical transparency that allow their application as switching and/or driving elements in flat-panel displays. They are fabricated using low temperature (<200 °C) and conventional deposition techniques [1, 2]. To increase the carrier mobility and improve the electrical stability of TFTs based on zinc oxide (ZnO) as active layer, binary components as indium oxide (In₂O₃), gallium oxide (Ga₂O₃) and hafnium oxide (HfO₂), have been incorporated to the ZnO structure [1, 2]. On the other hand, using insulating layers with dielectric constants higher than silicon oxide allows to reduce the operation voltage range of AOSTFTs [1, 2].

The AOSTFTs performance strongly depends on the materials used in the device structure and on the deposition techniques [2, 3]. To improve the electrical features, thermal annealing processes are also used [4].

Recently in [5], we presented the characterization of MIS structures and TFTs using HfO₂ and Hf-In-ZnO (HIZO) layers, both deposited by room temperature radio-frequency (RTRF) magnetron sputtering. However, to improve the electrical features of devices based on the HfO₂/HIZO interface, including an annealing process in the technological fabrication sequence is very important, as shown in [4].

In this work, we present the influence of annealing treatment and significant increase of the HfO₂ dielectric constant (kᵢ) in metal-insulator-semiconductor (MIS) structures, using HfO₂ as dielectric and HIZO as semiconductor that can be obtained after annealing the samples right after the deposition of the dielectric layer.

2. Experimental Details

MIS capacitors were fabricated on corning glass substrate. Subsequently, molybdenum (Mo), 100 nm thick, was deposited by RTRF magnetron sputtering. As the dielectric layer, 150 ± 5 nm layer of HfO₂ was deposited by RTRF magnetron sputtering, at 20 mTorr in argon (Ar) and 5.7 W/cm² of power density. As semiconductor layer, 35±2 nm of HIZO were deposited by RTRF magnetron sputtering at 8 mTorr in Ar and 3.9 W/cm² of power density. Using a HfO₂:In₂O₃:ZnO target with the ratio of 0.3:1:1 at mol % and 99.98 % of purity. The results showed in this work correspond to unannealed sample and used as reference (Sample A). Sample with thermal annealing was done at 150 ± 2 °C, in nitrogen (N₂) for 1 hr, after HIZO layer deposition (Sample B). Sample with annealing was carried out in O₂ at 200 ± 2 °C for 20 min, immediately after HfO₂ deposition (Sample C). Finally, 200 nm of Mo were deposited by RTRF magnetron sputtering. All layers were patterned using standard lithography, see Fig. 1.

Layer thickness was measured by ellipsometry. Capacitance-voltage (CV) and current-voltage (IV) curves were obtained using the Agilent E4980A LCR meter and Keythley measurement system, respectively.
3. Results and Discussion

Fig. 2 shows CV curves corresponding to samples A, B, and C. The characteristic of samples A and B are almost identical, which indicates that thermal annealing at the above-mentioned conditions does not produce much variation on the capacitance. On the other hand, for sample C, the value of the capacitance in accumulation increased which gives an increase to values of $k_i$ (see Table 1). This significant increase in the $k_i$ may be attributed to a short-range ordering of the amorphous atomic structure during HfO$_2$ layer annealing [6].

The breakdown voltage for all samples was above 6 V. The leakage current at 3 V for sample C was $4 \times 10^{-7}$ A/cm$^2$, while for sample A was $1 \times 10^{-7}$ A/cm$^2$. This slight increase is expected due to the increase in the $k_i$ [7]. CV curve transition from depletion to accumulation is in the interval between -3 and 3 volts, indicating that devices with this MIS structure can operate in a voltage range below 5 V.

Parameters extracted from the CV curves are shown in Table 1 and modeled see Fig. 2. Fig. 2 also shows a hysteresis loop of less than 1.6 V at 1 kHz, for the CV curves swept in both directions. Despite the higher $k_i$, sample C shows the smallest voltage loop, which can be due to the behavior of the dielectric dipoles for a better short-range ordering of the HfO$_2$.

The frequency dispersion of the capacitance in accumulation (Cr), measured at 3 V, is shown in Fig. 3. Samples A and B in the measured frequency range, this demonstrates that thermal annealing at above-mentioned conditions does not produce a variation on $k_i$. On the other hand, sample C has a sharp dispersion over the highest frequencies as a probable consequence of the $k_i$ increase.

4. Conclusions

The HfO$_2$/HIZO MIS capacitors, fabricated with annealing in O$_2$ at 200 °C during 20 min, right after HfO$_2$ deposition layer showed a significant increase in $k_i$ from 29 to 45, while maintaining the rest of the structure parameters. The increase in $k_i$ is important to reduce the operating voltage of the devices fabricated with this high-k dielectric, which is shown in AOSTFTs fabricated with the analyzed MIS structure.
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Summary: In this paper, our work focuses on the impact of Pb centers on the reliability of transistor MOS, therefore, we have implemented a theoretical model. The model takes into account the Pb centers is solved using the engineering software tool MATLAB. The results found show that the Pb centers are responsible of the derive of the electrical characteristics of the TMOS, from the density of Pb centers greater than \(10^{11}/\text{cm}^2\). But, for the density of Pb centers less than \(10^{11}\text{cm}^2\) there is a negligible influence on the reliability of the TMOS. In this article we also show, by the study of static characteristics, the influence of geometrical and electrical parameters on the degradation phenomena. Our results are compared with those already simulated using electrical simulator SMARTSPICE level 3 model. A good agreement is observed between both methods. Also, energy distribution of the Pb centers in the semiconductor band and their capture cross section were analyzed through a computer simulation software from Silvaco.
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1. Introduction

Interface traps, also known as interface states, exist at the SiO2/Si interface. They are the result of a structural imperfection. Interface traps, also known as Pb centers, are electrically active defects with an energy distribution throughout the Si band gap. They act as generation/recombination centers and contribute to leakage current, low-frequency noise, and reduced mobility, drain current, and transconductance. Since electrons or holes occupy interface traps, they become charged and contribute to threshold voltage shifts. The surface potential dependence of the occupancy of interface traps is illustrated in Fig. 1. Interface traps at the SiO2/Si interface are acceptor-like in the upper half and donor-like in the lower half of the band gap.[1, 2] As shown in Fig. 1(a), at flatband, with electrons occupying states below the Fermi energy, the states in the lower half of the band gap are neutral (occupied donors designated by "0"). Those between midgap and the Fermi energy \(E_F\) are negatively charged (occupied acceptors designated by "+"), and those above \(E_F\) are neutral (unoccupied acceptors). For an inverted p-MOSFET, shown in Fig. 1(b), the fraction of interface traps between midgap and the Fermi level is now unoccupied donors, leading to positively charged interface traps (designated by "+"). Hence interface traps in p-channel devices in inversion are positively charged, leading to negative threshold voltage shifts. Interface trap have differences capture cross section, for this we can say the donor like and acceptor like are not independent [1, 2].

Given the importance of model simulation and the study of the reliability of components in this work, we have simulated the degradation phenomena by the development and implementation of a model using MATLAB on a personal computer. This model takes into account all the geometrical and electrical parameters also Pb centers of the studied transistor. It also gives the different curves of static characteristics, which can be obtained experimentally for different parameters [3]. To locate our results, we have taken as reference the Level 3 of SMARTSPICE model [4]. Energy distribution of donor and acceptor centers in the semiconductor band and their capture cross section were analyzed using simulator technologic Silvaco [5] (not shown in this abstract).

2. Influence of Density Trap Nss on the Static Characteristics

The model developed in our study is for a P-type substrate, MOS transistors with channel length less than 2 \(\mu\text{m}\) taking into account the Pb centers in each region of operation of the transistor. The basic equations of the model were proposed by Dang [4]. In
In order to follow the degradation study we have acted on the two voltages that demarcate the three regimes, flatband voltage $V_{FB}$ which separates the accumulation regime from the depletion regimes and the threshold voltage $V_T$ which demarcates the depletion regime from the inversion regime, the channel length of the transistor studied is equal to 1 μm, with an oxide thickness equal to 230 Å, flatband voltage is $V_{FB} = -0.8$ V, the threshold voltage is $V_{TH} = 0.8$ V. The other parameters used in all simulation are shown in reference [4].

We have seen that the degradation of the transistor is reflected by creating Pb centers. This change leads to a modification of the surface potential $\varphi_s$. This parameter, plays a very important role in the degradation phenomena of TMOS. Through simulated curves, the Pb centers have a detrimental effect on the static characteristics of the components, which facilitates experimentally its identification. Once identified, its elimination becomes easy. This makes it possible to obtain more and more reliable components. Therefore, this simulation gives us the opportunity to improve the performance of the electronic component.

The simulated curves in Fig. 2(a, b) show the influence of the interface states on output or drain characteristics (a) and transfer characteristics (b). We observe:

- The effect of the Pb centers is negligible for density $N_{ss} \ll 10^{11}$ atoms/cm$^2$.
- The increase of density $N_{ss}$ causes an increase in the drain current $I_{DS}$, this increase affects reliability and component life.

### 3. Influence of Acceptor Level Density on Component Performance

As we pointed out in the introductory part, electrically active defects are often responsible for degradation of a device, they introduce donor levels and acceptor levels in the band gap of the substrate. In this work we have studied the influence of the density of the acceptor levels in the band gap of the semiconductor. Fig. 3a and b show the drain current versus gate voltage with drain voltage $V_{DS} = 0.5$ V and $V_{GS} = 0$ to 3 V. and drain current versus drain voltage MOS transistors $V_{GS} = 1.1, 1.2, 1.3$ V and we have taken $V_{DS}$ as parameter $V_{DS} = 0$ to 3 V. Channel length of transistor equal to 0.48 μm and gate oxide thickness equal to 100.163 Angstroms.

We have taken the density of the acceptor levels in the band gap of the semiconductor as: $0.5 \times 10^{10}$.
0.5 \times 10^{11}, 0.5 \times 10^{12} and 0.5 \times 10^{13} / \text{cm}^2, the energy level position is 0.23 eV, the cross sections for the electrons and holes are 5 \times 10^{-15} / \text{cm}^2 and 5 \times 10^{-14} / \text{cm}^2 respectively, the crystallographic orientation of the substrate is <100>.

As shown in Fig. 3, the increase of the defects density of the acceptor levels causes a shift to the right of the threshold voltage of the TMOS. This shift increases with increasing defect density.

Also, the drain current increases with increasing the defects density. The simulation results of the variation of the density of the acceptor levels were noted that for the high densities, only noise is measured. In our case for Dit equal to 10^{13}/\text{cm}^2 was unable to extract the threshold voltage.

The simulated threshold voltage values are shown in Table 1. For values of the density of the acceptor levels lower than 10^{11} atoms/cm^2, the threshold voltage of the transistor remains constant and the effect of defects is negligible on the degradation of electronic components.

<table>
<thead>
<tr>
<th>Acceptor Density/cm^2</th>
<th>(0)</th>
<th>(10^{10})</th>
<th>(5 \times 10^{10})</th>
<th>(10^{11})</th>
<th>(5 \times 10^{11})</th>
<th>(10^{12})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold Voltage (V)</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>1.75</td>
</tr>
</tbody>
</table>

The increase of acceptor level density causes an increase in the drain current I_D, this increase affects reliability and component life drain current characteristics or a small net increase of the current, depending on whether the density of the defect.

An inclination of the linear part towards the highest tensions (lower slope), i.e. the flanks of the curves are modified.

4. Conclusion

In this work, we have simulated the degradation phenomena by the development and implementation of a model using MATLAB on a personal computer. This model takes into account all of the geometrical and electrical parameters of the transistor and gives their mathematical expressions. It also gives the can be obtained experimentally for different different curves of the drain characteristics, which parameters. The model is validated with others simulation results obtained from SMARTSPICE. The results obtained in both simulators are similar. Also, we obtained using Simulator Silvaco, the distribution energy in semiconductor band of donor and acceptor traps.
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Summary: A time-dependent modeling approach for electrical activation of implanted dopant species in semiconductors is currently missing, which limits the predictability of process simulations in technology computer-aided design. In this study we investigate the time-dependent electrical activation of phosphorus-implanted silicon carbide and propose a transient model to characterize the donor concentration as a function of the annealing time, temperature, and total implanted concentration.
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1. Introduction

Silicon carbide (SiC) is an attractive candidate to replace traditional silicon (Si), particularly in power electronics, in order to improve device properties and reduce internal device losses. The advantageous properties of SiC are higher thermal conductivity, higher breakdown field, and higher carrier saturation velocity. However, some fabrication steps of novel SiC devices are not yet fully optimized [1]. In particular, post-implantation steps are currently not well understood and, moreover, a time-dependent, i.e., transient, modeling approach is still completely missing.

In this study we investigate the time-dependent electrical activation of phosphorus (P)-implanted SiC and propose a transient model to characterize the donor concentration (N_D) for arbitrary annealing time (t_A), temperature (T_A), and total concentration (C_tot). We then perform a detailed parameter analysis and various process simulations to corroborate our approach.

2. Method

We have collected numerous experimental data in order to identify major dependencies on electrical activation of P-implanted SiC. Free carrier concentrations have been fitted with the charge neutrality equation [2], shown in Fig. 1, to obtain N_D, which have been plotted as a function of t_A for various T_A and C_tot, shown in Fig. 2. Based on these results, we have fitted the pre-processed data with the transient activation model, which has been inherited from the model for annealing Si-based device structures [3]:

$$\frac{dN_D}{dt} = \frac{1}{\tau} \left( N_o - \frac{C_{ss}}{1 + C_{ss}/C_{tot}} \right)$$  (1)

where C_{ss} and \tau are the solid solubility and the characteristic time, respectively. In order to confirm the model predictions, we have performed simulations of ion implantation followed by the various post-implantation annealing steps, considering t_A, T_A, and C_{tot}, in order to mimic experimental setups [4].

3. Results and Discussion

The obtained model parameters C_{ss} and \tau are plotted as a function of T_A, shown in Fig. 3, and fitted with the Arrhenius equation in order to incorporate the continuous temperature dependence and to enable parameter extrapolations. The Arrhenius parameters for C_{ss} are: pre-exponential factor Z = 7.17 \times 10^{23} \text{ cm}^{-3} and activation energy E = 2.09 \text{ eV} and for \tau: Z = 1.23 \times 10^{-4} \text{ min} and E = 1.38 \text{ eV}.
Fig. 2. Experimental data of time-dependent donor concentrations (symbols) and fits using the transient activation model (solid lines).

Fig. 3. Arrhenius plots of model parameter \(C_{ss}\) (left axis) and \(\tau\) (right axis) obtained from the model fitting (cf. Fig. 2).

The two temperature-dependent parameters enable the characterization of \(N_D\) for P-implanted 4H-SiC over a wide range of processing variables, i.e., \(T_A\) and \(C_{tot}\). The parameter analysis is shown in Fig. 4. Below 900 °C the activation of P is very low (i.e., < 10 %) and above 1000 °C the activation of SiC implants depends highly on \(C_{tot}\). Furthermore, the activation process saturates for a particular \(T_A\) and \(C_{tot}\), shown with the red shape in Fig. 4.

Finally, we have performed simulations, shown in Fig. 5, in order to validate the model. P-implantations have been conducted with the Monte Carlo ion implantation method from Silvaco’s Victory Process simulator (blue solid line), which reproduce experimental doping profiles (blue symbols). The green lines indicate simulation results of the active P concentration after 30 min annealing at 1550 °C and 1700 °C. The green squares indicate the measured mean active concentration from [4]. The model confirms low activation of P-implanted SiC (\(N_D < C_{tot}\)), which is a consequence of the saturation effect at high doping concentrations (\(C_{tot} \approx 1 \times 10^{20} \text{ cm}^{-3}\)) for a particular \(T_A\). Fig. 5 proves that the predicted depth profiles are in excellent agreement with the experimental data, i.e., the estimated average error is < 3 %.

Fig. 4. Parameter analysis, i.e., model predictions of donor concentrations as a function of \(C_{tot}\) and \(T_A\).

Fig. 5. Depth profiles of P and \(N_D\) from experiments (symbols) and simulations (lines).
4. Conclusions

We have proposed a transient activation model for P-implanted 4H-SiC, which has been calibrated according to experimental data from the literature. Our findings underline the importance of the proposed activation model, as 100 % activation cannot be assumed. The actual activation ratio must be accurately predicted – which is now possible – as this critically affects consecutive device performance characteristics.
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Summary: In this work, TCAD based investigation of Gaussian Doped Double Gate JunctionLess (GD-DG-JL) Transistor has been presented for reliability assessment and high frequency application. Leakage current has been examined for the assessment of device reliability for different parametric variations. The position of the peak doping concentration along the channel, work-function of source/drain metallic contacts and straggle value of Gaussian profile has been changed to optimize the performance of the device for HF applications. Higher straggle value of Gaussian doping results in superior cut-off frequency. The performance of the Gaussian doped DG-JL transistor has also been compared with the equivalent uniform doped DG-JL transistor. Compared to uniformly doped transistor, Gaussian doped DG-JL transistor provides superior cut-off frequency, better reliability in terms of lower electron temperature inside the device and lesser deterioration with the change in S/D work-function.
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1. Introduction

From past few years, JunctionLess Transistor (JLT) has emerged as a viable alternative for low voltage circuit applications [1]. For JLT, suitable gate work-function, high channel doping along with thinner channel region is required to change the transistor form fully depletion state to off state at zero gate voltage. Thus, Double Gate and Fin-shaped JLTs are more promising architectures instead of single gate architecture [2-4]. Various interesting features associated with the multigate JunctionLess transistor are: better sub-threshold slope, lower leakage current, high L,on/L,off ratio and lower threshold voltage roll-off [5-6]. Schottky barrier DG-JL transistor also provides benefits in terms of lower source drain series resistance leading to better on-state current of the device [7-9]. But the advantage comes at the cost of higher leakage current through the device in the off state. To circumvent this effect, non-uniformly doped channel can be used in spite of using uniform doping throughout the channel. It has also been reported previously [9-12] that non-uniformly doped JunctionLess transistor provides higher L,on/L,off ratio [9-12] by improving the leakage current of the device. In 2018, empirical model for non-uniformly doped Double Gate junctionLess Transistor has been reported by Kumari et. al [13] wherein, the superiority of the device has been reported and DC electrical parameters are compared with uniformly doped JLT (having equivalent total doping concentration inside the channel region).

In this work, performance of the Gaussian doped Double Gate junctionLess (GD-DG-JL) Transistor has been investigated for high frequency applications by extracting the cut-off frequency of the device using extensive TCAD simulation [14]. Different device specifications like oxide permittivity, straggle value of Gaussian doping and position of the peak of Gaussian doping has also been varied for optimizing the device performance for high frequency applications. The reliability issues of the GD-DG-JL transistor has also been analyzed by investigating gate leakage current and electron temperature of the device. Compared to uniform doped (having equivalent doping same as Gaussian) DG-JL transistor, GD-DG-JL transistor provides higher cut-off frequency and slightly lower electron temperature near the drain side.

2. TCAD Model Parameters

The cross-sectional view of GD-DG-JL transistor has been shown in Fig. 1. Models used for TCAD based investigation are comprises of Field dependent mobility model (FLDMOB), Fermi Dirac statistics (Fermi), hydrodynamic model and band gap narrowing (bgn) model (generally used for accounting the quantum effect arise due to high doping). For the evaluation of leakage current model, hot electron injection model (i.e. hei) has been taken into consideration [14], however, for electron temperature calculation, hydrodynamic model has been used.

3. Assessment of Gaussian Profile
In this section, TCAD based assessment of non-uniformly doped DG-JL transistor has been presented for high frequency applications. Comparison has also been assessed with equivalent doped conventional DG-JL transistor.

**Fig. 1.** Schematic view of Gaussian Doped Double Gate JunctionLess (GD-DG-JL) Transistor where, $t_{ox}$ is the oxide thickness, $L$ is the channel length, $N(x)$ represents the Gaussian doping profile and $t_{si}$ is the channel thickness.

**Fig. 2.** and 3(a) compares, cutoff frequency behaviour with the position of peak doping concentration at different straggle value of the Gaussian doping profile and source/drain workfunction respectively. As depicted from from Fig. 2, higher straggle value results in high cutoff frequency due to higher transconductance of the device. As seen from the results, the behaviour of cutoff is symmetrical across the centre of the channel. Also the shift in the peak towards the surface from the centre deteriorates the performance by reducing trans-conductance and hence cut-off frequency of the device.

**Fig. 2.** Cutoff frequency variation with the position of peak doping concentration in Gaussian doped DG-JL-transistor at different straggle value: $V_{ds} = 0.5\, \text{V}$, $V_{gs} = 0.6\, \text{V}$, $S/D$ workfunction = 4.1 eV, $c = 2.5\, \text{nm}$, $t_{si} = 10\, \text{nm}$, $N_p = 1 \times 10^{19}\, \text{cm}^{-3}$.

However compare to device havice higher oxide permittivity (as shown in Fig. 2), higher cutoff frequency is resulted from the device having lower oxide permittivity as shown in Fig. 3(a). This reverse behaviour in Fig. 3(a) is due to the higher gate capacitance of the device irrespective of higher trans-conductance in case of high oxide permittivity. With the enhancement in source/drain workfunction from 4.1 eV to 4.3 eV, reduction in cutoff frequency is observed from Fig. 3(a). This reduction is due to the lower current carrying capability of the device because of lower electron concentration (as shown in Fig. 3(b)) at higher drain workfunction. Compared to uniform doped DG-JL transistor (having equivalent total doping inside the channel), GD-DG-JL transistor provides higher cut-off frequency.

**Fig. 3.** (a) Cutoff frequency variation with the position of peak doping concentration in Gaussian doped DG-JL-transistor at different source/drain work-function: $V_{ds} = 0.5\, \text{V}$, $V_{gs} = 0.6\, \text{V}$, $c = 2.5\, \text{nm}$, (b) Variation in electron concentration with channel length at different gate voltage; $t_{ox} = 1.5\, \text{nm}$, $L = 32\, \text{nm}$, $c = 2.5\, \text{nm}$, $t_{si} = 10\, \text{nm}$, $N_p = 1 \times 10^{19}\, \text{cm}^{-3}$, black -4.3 eV, blue -4.2 eV and red -4.1 eV.

In Fig. 4, gate leakage current has been plotted against the peak doping concentration for different oxide permittivity. With the reduction in peak doping concentration, gate leakage current of the device increases, and the change is more significant at higher oxide permittivity. Also, the gate leakage current is significantly high at higher oxide permittivity. Thus, with the amalgamation of higher permittivity oxide material device reliability deteriorates.

**Fig. 4.** Gate leakage current has been plotted against the peak doping concentration for different oxide permittivity. With the reduction in peak doping concentration, gate leakage current of the device increases, and the change is more significant at higher oxide permittivity. Also, the gate leakage current is significantly high at higher oxide permittivity. Thus, with the amalgamation of higher permittivity oxide material device reliability deteriorates.

Cutoff frequency variation of Gaussian doped DG-JL transistor with peak doping concentration at different straggle value has been plotted in Fig. 5. With the reduction in peak doping concentration of gaussian doping, cutt-off frequency deteriorates tremendously due to the reduction in overall doping inside the channel. Since for junctionless transistor, doping of the channel should be high to fully deplete the channel at
zero bias condition. This reduction in cutoff frequency is higher at higher straggle value.

Fig. 4. Gate leakage current variation with peak doping concentration in Gaussian doped DG-JL-transistor at different oxide permittivity: $V_{ds} = 0.5$ V, $V_{gs} = 2$ V, $c = 2.5$ nm, S/D workfunction = 4.1 eV, $t_{ox} = 1.5$ nm, $L = 32$ nm, $t_{si} = 10$ nm.

Fig. 5. Cutoff frequency variation with peak doping concentration in Gaussian doped DG-JL-transistor at different straggle value: $V_{ds} = 0.5$ V, $V_{gs} = 0.6$ V, S/D work-function = 4.1 eV, $t_{ox} = 1.5$ nm, $L = 32$ nm, $t_{si} = 10$ nm, position of the peak is at center of the channel.

In Fig. 6, variation of gate capacitance with frequency has been investigated with different straggle, peak doping concentration and position of peak doping concentration. The variation in the position of peak doping concentration from center to surface leads to reduction in gate capacitance. However, trans-conductance of the device also deteriorates [13] leading to reduction in cut-off frequency as observed from Fig. 2 and 3(a). The enhancement of Gaussian straggle further increases the gate capacitance, however this enhancement is lower than the enhancement in trans-conductance leading to improvement in cut-off frequency of the device as discussed in Fig. 2. Higher peak doping concentration also deteriorates the gate capacitance of the device but the enhancement in trans-conductance is superior than this deterioration and thereby improving the overall cut-off frequency of the device as seen from Fig. 5.

The influence of S/D workfunction on the leakage current of Gaussian doped DG-JL transistor has been explored in Fig. 7. As seen from the figure, leakage current is higher for high-k gate dielectric compared to SiO$_2$. With the enhancement in S/D work-function, leakage current increases first up to nearly 4.1 eV and after that it decreases. Similar trend can also be observed with SiO$_2$ gate dielectric. However, the peak in that case observed at higher work-function i.e. at 4.2 eV. However, compared to Gaussian doped DG-JL transistor, equivalent uniform doped DG-JL transistor shows lower leakage current.

4. Comparison of Uniform & Gaussian Profile

In Fig. 8, comparison of uniform and Gaussian doped DG-JL transistor has been plotted for different S/D work-function. Compared to uniformly doped DG-JL transistor Gaussian doped (having equivalent doping same as uniform device) device provides higher cut-off frequency. Enhancement in S/D workfunction leads to reduction in cut-off frequency for both Gaussian as well as uniformly doped DG-JL transistor. However, the change is significantly higher in Gaussian doped DG-JL transistor. Thus, the
influence of S/D workfunction is tremendously higher in Gaussian doped DG-JL transistor.

Fig. 8. Cutoff frequency variation with S/D workfunction for uniform and Gaussian doped DG-JL transistor: Vds = 0.5 V, Vgs = 0.6 V, tox = 1.5 nm, L = 32 nm, tsi = 10 nm, position of the peak is at center of the channel. For uniformly doped DG-JL transistor, equivalent doping has been used.

Fig. 9 shows the comparison of electron temperature of gaussian and uniformly doped DG-JL transistor. As depicted, electron temperature for gaussian and uniformly doped DG-JL transistor is nearly same (slightly higher in uniformly doped DG-JL transistor). With the enhancement in the straggle value of doping, electron temperature inside the device deteriorates, resulting in poorer SCEs as reported in previously reported work in terms of higher DIBL. As a result of higher S/D workfunction, electron temperature inside the device increases in both uniformly and gaussian doped devices leading to deterioration in device performance as depicted from Fig. 7 in terms of lower cut-off frequency due to lower trans-conductance and drain current of the device. However, the enhancement in electron temperature with S/D workfunction is higher in gaussian doped DG-JL transistor.

Fig. 9. Electron temperature comparison of Gaussian and uniformly doped DG-JL transistor for different straggle value: Vds = 1 V, Vgs = 1 V, tox = 1.5 nm, L = 32 nm, tsi = 10 nm.

Fig. 10(a) and (b) shows the variation of drain current and trans-conductance respectively of uniformly and gaussian doped DG-JL transistor at different source/drain work-function. Uniform doped DG-JL transistor (having equivalent doping same as gaussian doped device) delivers lower on-state current compared to gaussian doped DG-JL transistor. Inspite of having higher drain current, Ion/Ioff ratio of Gaussian doped DG-JL transistor deteriorates compared to uniformly doped DG-JL transistor (due to lower leakage current). However, by optimizing the profile of gaussian doping (equivalent doping remains same as uniform), higher Ion/Ioff can be achieved (discussed in detail in [13]). As a result of higher drain current in gaussian doped DG-JL transistor, higher trans-conductance is seen from from Fig. 10(b) compared to uniformly doped channel. With the enhancement in S/D workfunction, reduction in on-state current and hence trans-conductance is observed from Fig. 10(a) and (b) respectively. As a result, Ion/Ioff ratio of the devices also deteriorates.

As seen from Fig. 11, gate capacitance remains constant with the variation in frequency. By changing the doping profile from Gaussian to uniform (having equivalent doping same as Gaussian), gate capacitance remains almost constant (marginally lower in Gaussian doped DG-JL transistor). However, the enhancement in S/D drain workfunction leads to reduction in gate capacitance and the change is higher in Gaussian doped DG-JL transistor as clearly observed from the Fig. 11. Also, at higher S/D work-function, gate
capacitance is inferior in case of Gaussian doped device. In spite of having this lower gate capacitance, cut-off frequency of the device deteriorates with higher S/D work-function as seen in Fig. 3(a) and 8. This reduction is due to the reduction is trans-conductance of the device as seen in Fig. 10(b).

![Gate Capacitance Graph](image)

**Fig. 11.** Variation of gate capacitance with frequency at different S/D workfunction for uniformly and Gaussian doped DG-JL transistor for different straggle value: \( V_{ds} = 0.5 \text{ V} \), \( V_{gs} = 0.6 \text{ V} \), \( t_{ox} = 1.5 \text{ nm} \), \( L = 32 \text{ nm} \), \( t_{si} = 10 \text{ nm} \).

### 5. Conclusions

TCAD based investigation of GD-DG-JL transistor has been reported in this work. Cut-off frequency at different device parameters such as: peak doping concentration, straggle value, gate oxide permittivity, position of peak doping concentration and S/D work-function has been investigating. Results presented in the work shows that the Gaussian doped DG-JL transistor exhibits higher cut-off frequency compared to uniformly doped DG-JL transistor having same total doping concentration. Device reliability in terms of gate leakage current and electron temperature has also examined in this work. Gate capacitance and electron temperature of uniformly and Gaussian doped DG-JL transistor is nearly same (slightly better in Gaussian doped device), but the deterioration with the change in S/D workfunction is higher in uniform doped DG-JL transistor.
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Summary: This paper reports on an original approach to design the digital control logic of a SAR ADC where no sequencers or code registers are used. The proposed digital control logic was applied to an 8-bit SAR ADC designed in a 130 nm CMOS technology. The simulations demonstrate that the proposed digital control logic is correctly working leading to a SAR ADC exhibiting performances well aligned with the literature in terms of dissipated power and sampling rate.
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1. Introduction

Successive Approximation Register Analog-to-Digital Converter (SAR ADC) typically operates following a binary search algorithm implemented in a Digital Control Logic (DCL), which is usually constituted by sequencers and code registers [1-5]. The present paper reports on a simplified design of a DCL for SAR ADC where sequencers or code registers are not used. The work addresses first the binary algorithm implementation and then the general architecture and schematic of the proposed DCL. As a test, the DCL is applied to control an 8-bit SAR ADC designed in a 130 nm CMOS technology.

2. Binary Algorithm Implementation

The DCL proposed in the present work was designed as a finite state machine, whose state transition diagram describes a binary algorithm. It is here worth noticing that in the literature the logic controlling the SAR ADC is not designed or described by adopting a finite state machine approach. Even in [2], where the authors report a working flow, very close to a state transition diagram to describe their proposed switching method, a finite state machine approach was not used to design the control logic. For sake of clearness, Fig. 1 depicts the state transition diagram for a DCL in the case of a 4-bit resolution ADC. The diagram is distributed on four layers. The first layer is the initial state. In the fourth layer are the final states obtained at the end of the digitization process. The DCL goes through the states on the base of the outcome of the comparator around which the SAR ADC is designed (see Fig. 2). In the present work the state is encoded into six bits. The two right-most bits (in grey) count the layer (e.g. they are “00” for the first layer and “10” for the second layer). The remaining four bits (in black) track the sequence of the comparator outputs. In the initial state, these bits are all set to “1”. After each comparison, these bits are right shifted and the left-most one is replaced by the comparator outcome. This kind of state encoding, even if it does not minimize the number of bits, allows for a simplified design of the DCL. The state encoding suggests indeed that next state of the binary algorithm can be generated by using a shift register for the bits in black and a counter for the bits in grey.

Fig. 1. State transition diagram.
Fig. 3. Building block diagram of the proposed DCL.

3. DCL Architecture and Schematic

Fig. 3 depicts the general architecture of the DCL proposed in the present work. It is constituted by four main building blocks: a shift register, a counter, a logic network, and an output register bar. It is worth here stressing out that no sequencers and code registers are used. The logic network is needful, because the states bit cannot be directly used to control the DAC. The logic network can be therefore designed, in order to implement the desired control strategy for the DAC. The output register bar makes available the output bits when the digitization process is over.

Fig. 4. Schematics of the shift register, the counter and the output register bar.

3. The DAC

The previously described DCL was implemented in a low cost, 130 nm CMOS bulk technology from STMicroelectronics to control an 8-bit SAR ADC, whose architecture is reported in Fig. 5. It is a single-ended SAR ADC, whose core is constituted by a couple of charge shared DACs implemented as multi switched-capacitor circuits as depicted in the following Fig. 6.

Fig. 5. Architecture of the 8-bit designed SAR ADC.
The logic network in Fig. 3 was designed so that the state transition diagram in Fig. 1 matches the switching strategy reported in [2], to minimize the power dissipated by the DAC up to about 88 % with respect to other switching strategies. In this strategy, the DAC1 receives half reference voltage (VREF/2) and it is involved in the generation of the MSB only. On the other hand, the DAC2 receives both VREF/2 and the sampled analog input voltage (VIN) to be converted and it is involved in the generation of all the remaining bits. DAC1 and DAC2 should be identical, in order to avoid capacitive mismatch at the Y and Z inputs of the comparator.

The comparator in Fig. 2 was designed as a dynamic latch, as depicted in the following Fig. 7. This circuit offers the advantage of a lower dissipated power than an operational amplifier. Since the symmetry is mandatory, a dummy output inverter has been added at the output node not connected to the DCL.

Finally, the logic network in Fig. 3 was synthesized through Karnaugh’s maps and designed with static CMOS logic gates biased with a supply voltage of 750 mV.

3. The Test

An 800 mVpp 70 Hz sinusoidal tone was applied at the input of the resulting SAR ADC (see Fig. 8). Fig. 9 shows the generation of the output bits for several voltages sampled at 1.4 kHz. All the digital output words match the corresponding analog input voltage within the tolerance of VREF/2^8 = 3.13 mV, where VREF is the chosen reference voltage of 800 mV. Fig. 9 demonstrates therefore the correct operation of the proposed DCL.

The whole SAR ADC dissipated around 70 nW for a sampling rate of 1 kS/s. Fig. 10 compares the power performance of the SAR ADC with others SAR ADCs reported in the literature with a technology integration scale between 65 nm and 350 nm and resolution between 8 and 12 bits. The performances of the SAR ADC reported in the present work (light squares) stay between the two dashed lines described by the performances claimed in the literature. The SAR ADC
well compares therefore with the literature in terms of dissipated power and sampling rate.

Fig. 9. Digitization outputs.

Fig. 11 shows the Differential Non-Linearity (DNL). The DNL is in the +/−0.05 LSB range for all the codes except for the mid-gap code, where a value of -0.1 LSB is visible. The DNL in Fig. 11 does not take into account the layout of the switched-capacitor DAC, where a common centroid layout and the capacitive parasitics of the interconnections are of great importance [27, 28]. The comparison of the results in Fig. 11 with the literature, where the DNL is usually in the range of tenths of LSB, demonstrates that the DCL proposed in the present work does not affect the linearity and it leaves a large margin for the parasitic capacitances introduced by the layout of the switched-capacitors DAC’s.

4. Conclusions

A simplified design of the digital control for a SAR ADC was proposed and proved correctly working in a 130 nm CMOS 8-bit SAR ADC technology. The power dissipated by the DCL was low enough to keep the SAR ADC comparable with the literature in terms of dissipated power and sampling rate. The DCL doesn’t affect the non-linearity, leaving margin for the capacitive non-idealities introduced by the layout of the switched-capacitors DAC’s.
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Summary: In this paper, the non quasi-static (NQS) surface-potential-based large signal model of AlGaN/GaN HEMT yielding continuous static and dynamic characteristics in the whole operation range is described. The model includes some important physical phenomena affecting device DC and transient operation like two-dimensional electron gas (2DEG) quantization, polarization charge, electron velocity saturation, high-field mobility degradation, channel length modulation and the NQS related effect of finite time for the 2DEG charge to build-up. This HEMT model is implemented in SPICE simulator in the form of the equivalent sub-circuit. An excellent fit between the model and the two-dimensional device simulation data from TCAD software is obtained for the DC and switching characteristics of GaN HEMTs with various channel lengths ranging from 1 \( \mu \)m to 10 \( \mu \)m. It is also demonstrated that the quasi-static (QS) modeling approach results in significant errors when predicting the fast switching transient currents of longer-channel GaN HEMTs.
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1. Introduction

With significant progress in the improvements of quality and performance of GaN HEMTs, the exploitation of full potential of these devices requires the advanced electrical models for circuit simulations. Most GaN HEMT compact models [1, 2] are based on the quasi-static (QS) assumption that ignores the finite time for the 2DEG channel charge to build-up. The QS assumption results in negligible errors when the device is operating at slow rate of change of the terminal voltages that gives enough time for the channel charges to redistribute. However, for higher switching frequencies and/or in longer channel HEMTs, the QS models fails and results in significant errors in AC and transient analysis.

In this paper, the Non-Quasi-Static (NQS) large signal model of AlGaN/GaN HEMT based on the surface-potential (SP) modelling approach [3] is described and implemented in PSPICE.

2. NQS GaN HEMT Model

The NQS HEMT model is implemented in circuit simulator PSPICE in the form of the equivalent sub-circuit as shown in Fig. 1. Unlike the QS models where the gate capacitor node is lumped with both the external source and drain nodes [4], the 2DEG channel of GaN HEMT in NQS model is represented with the N-segment equivalent non-linear RC line as shown in Fig. 1. The core model includes the auxiliary sub-circuit (ASC) computing the boundary surface potentials \( \psi_{s,S} \) and \( \psi_{s,D} \) at the source and drain ends of the channel, respectively, and the main sub-circuit calculating the drain and source currents \( I_d \) and \( I_s \) in SPICE simulations. The main sub-circuit actually emulates the static and dynamic operation of the intrinsic HEMT and can be embedded in the network of extrinsic elements referring to source/drain access regions, gate diode, parasitic capacitances, inducances and contact resistances etc. In present study, only the parasitic capacitances \( C_{p,gs}, C_{p,gd} \) and resistances \( R_s \) and \( R_d \) of the source and the drain access regions, respectively, are included in the NQS HEMT model as shown in Fig. 1. The channel segmental resistance \( R_i \) is expressed as [3]:

\[
R_i = w_i \left(1 - \lambda \cdot \frac{V_m}{V_{gs,off}}\right),
\]

where \( \lambda \) and \( m \) are fitting parameters of the channel length modulation effect, \( n_{s,i} \) is the channel charge density, \( \mu_n \) is the electron mobility, \( w_i = L / N \) is the segmental resistor length, \( L \) is the total gate length, \( W \) is the channel width and \( q \) is the electron charge. The longitudinal and vertical electric filed dependences of \( \mu_n \) are modelled in (1) with approximate expressions as given in [3]. The longitudinal electric field \( E_z \) is easily obtained in the SPSC model of Fig. 1 as:

\[
E_z = \frac{\psi_i - \psi_{i+1}}{w_i}.
\]

Finally, the channel charge density \( n_{s,i} \) of the i-th segment is approximately expressed with linear function [3]:

\[
n_{s,i} \approx a \left( V_{gs} - V_{ps} \right) + b,
\]

where \( V_{ps} = V_{g} - V_{gs,off} \) is the effective gate voltage, \( V_{gs,off} \) is the channel cut-off voltage, \( \psi_i \) is the local channel potential, and \( a \) and \( b \) are the model fitting parameters.
3. Results and Discussion

The validity of the Surface-Potential based Sub-Circuit (SPSC) model was proved by comparing with the two-dimensional device simulation data from TCAD software. The schematic cross-section of simulated GaN HEMT is shown in Fig. 2a. Comparisons between simulated and modelled DC output characteristics of the device with various channel lengths L of 1 \( \mu \)m, 6 \( \mu \)m and 10 \( \mu \)m are shown in Figs. 2b, 2c, and 2d, respectively. Note that the thermal effects (device self-heating) are omitted in this study. Using the closed-form analytical expressions for segmental capacitance \( C_i \) and resistance \( R_i \), an excellent agreement is obtained between simulated and modeled the gate input capacitance \( C_{GG} \) and the gate-drain capacitance \( C_{GD} \) extracted for various \( V_{DS} \) and \( V_{GS} \) from low-frequency AC analysis. These results are shown in Figs. 3(a-c).

![Fig. 1. The NQS equivalent circuit model of AlGaN/GaN HEMT.](image)

![Fig. 2. Cross-section of GaN HEMT (a) and DC characteristics of the device with L = 1 \( \mu \)m (b), L = 6 \( \mu \)m (c) and L = 10 \( \mu \)m (d).](image)
Fig. 3. Simulated and modeled the gate input capacitance CGG (a), (b) and the gate-drain capacitance CGD (c) for various VDS and VGS.

Fig. 4. Simulated and modeled: (a) the source and (b) the drain pulse currents assuming 400 µm wide GaN HEMT with L=(1 µm ÷ 10 µm), +5 V power supply, 0 to -5 V periodic gate pulse and 10 Ω load resistance (see the inset of (a)).

Fig. 5. Comparison between the NQS and QS model results with TCAD data. Shown are the source (a) and the drain (b) pulse currents of GaN HEMT with L= 6 µm. The QS model clearly fails to predict the source transient current.
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Summary: The paper presents a power efficient and computationally less intensive intelligent hardware using artificial neural network for water quality applications. A compact Hardware Neural Network algorithm has been developed that takes four water quality parameters as the input vector and perform classification of the parameters using a Multilayer Perceptron Network. The computational complexity in the implementation of logistic function has been reduced at a mathematical level by use of approximation methods such as Padé approximation for exponential function and non-linear approximation for sigmoid function. The network improves accuracy of the output by learning by back-propagation of the error. Results show that non-linear approximation method is 34.13 \% power efficient and utilises 15.53 \% less number of hardware resources in comparison to Padé. ASIC implementation is compact and has 99 \% less power consumption as compared to FPGA implementation of the same algorithm.
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1. Introduction

The aim of the paper is to present a power efficient and computationally less intensive intelligent hardware using artificial neural network for water quality applications. The whole system is designed to be power efficient and will be contained in a handheld device which gives an output in a very easily legible way by classifying the water sample being tested into one of the three classes – potable, agricultural and non-usual.

The classifications and the parameters boundaries are taken as per the standards given by the World Health Organization Drinking Water Quality Standards [1]. A Hardware Neural Network algorithm has been developed that takes four water quality parameters, viz., pH, Oxidation Reduction Potential (ORP), Dissolved Oxygen (DO) and Total Dissolved Solids (TDS) as the input vector and perform classification of the parameters using a Multilayer Perceptron (MLP) Network.

Artificial Neural networks (ANN) have traditionally been implemented using software only or hardware-software co-design approaches for computational simplicity and accuracy [2]. A complete hardware based design, an application specific integrated circuit (ASIC) design approach, involves a trade-off between the accuracy of the calculation vs. the complexity, and power consumption.

A complete hardware based implementation of ANN has been explored by Faiedh, et al. [3] using asynchronous handshaking technique which gives a delayed response. Generally ASIC design approach has proven to be computationally complex but power efficient and area required for design is also reduced drastically as the application specificity of the integrated circuit rules out unnecessary or redundant components from the IC making it suitable for a handheld device. In the present design, both ASIC and field programmable gate array (FPGA) based design methodologies are implemented and performance is compared.

2. ANN Implementation

Various techniques have been used in proposed ANN design to cut down on computational complexity in order to achieve less power consumption. Accuracy is improved by the learning cycle of the network.

2.1. Activation Function Design

The most computationally complex part in hardware implementation of an ANN is the implementation of the activation function as it involves complex non-linear mathematical calculations.

The computational complexity in the implementation of logistic function has been reduced at a mathematical level by use of approximation methods such as Padé approximation for exponential function and non-linear approximation for sigmoid function. (1) In first method, we use logistic activation function Eq. (1) as the activation function implemented using IEEE 754 floating point representation for Multi-Layer Perceptron architecture.
Padé approximation Eq. (2), as proposed by Zbigniew Hajduk’s work [4] has given fairly accurate network outputs despite compromising marginally on mathematical accuracy as compared to other expansions such as Taylor series or McLaurin series. However, the Padé approximation for exponential function is valid only for the input values lying in the interval $0 \leq x \leq 1$.

$$e^x = \frac{1680+840x+180x^2+20x^3+x^4}{1680-840x+180x^2-20x^3+x^4}, \quad (2)$$

This limits the application of the approximation for our project. Fig. 1, shows schematic diagram for Padé approximation using Look up table (LUT) blocks of Xilinx Zynq700 board.

In second method, we implement an approximation of the Sigmoid function as proposed by Zhenzhen Xie [5]. Herein, a Look up table (LUT) based approach is followed, which is particularly suited for FPGA implementation of the sigmoid function. The total domain of the sigmoid function is broken up into shorter intervals and the curve in those intervals is approximated by curve fitting method to simpler polynomials. For our application, since we normalise the input values in the range of $[-1, 1]$, hence, we take up the intervals $[-2, -1]$, $(-1, 1)$ and $[1, 2]$. The polynomials for the said intervals are given by Eq. (3), Eq. (4) and Eq. (5), respectively:

$$y = 0.0467 \cdot x^2 + 0.1239x + 0.2969, \quad (3)$$
$$y = 0.2383x + 0.5, \quad (4)$$
$$y = -0.0467 \cdot x^2 + 0.2896x + 0.4882. \quad (5)$$

Fig. 1. Schematic Diagram of neuron using Padé Approximation.

3. Power Efficiency and Accuracy of Design

The dynamic power consumption of a single neuron is reduced by replacing sequential units like counters and MAC units by parallel multipliers and adders that perform the calculation in parallel. This also reduces the requirement of storage elements within each neuron.

The network improves accuracy of the output by learning by back-propagation of the error. As the final output of one epoch is generated, an FSM is designed that would generate a signal to start a back-propagation algorithm [6]. This algorithm measures the difference between the desired output and the actual output. The error in the final output is back propagated to all the neurons in the preceding layer while the weights of the current layer are updated. The control of the learning mechanism being synchronized using an FSM gives a time multiplexing to the learning mechanism so as to reduce switching power consumption of the complete network.

4. Results and Comparison

The algorithms have been coded in Verilog and implemented on ZynQ7000 FPGA using Xilinx Vivado. The results of the implementation are shown in Table 1.

| Table 1. Comparison of two implementations of Activation Function in FPGA based design. |
|---------------------------------------------------|---|---|---|---|---|
| Implementation | MUX | LUT | DSP | Power (FPGA) (W) | Power (ASIC) (W) |
| Padé approximation | 15 | 3578 | 18 | 5.95 | $3.75 \times 10^{-4}$ |
| Non-linear approximation | 14 | 3144 | 12 | 5.3 | $2.47 \times 10^{-4}$ |

The power consumption of the FPGA implementation were very high. Thus, we synthesized the design using ASIC design methodology. The ASIC
was synthesized using Cadence Encounter RTL Compiler tool with UMC 90 nm standard cell library. The power consumption of a neuron using Padé approximation dropped from 5.95 Watts on FPGA to 3.75×10⁻⁴ Watts in ASIC synthesis. Similarly for the Non-linear approximation method the power consumption of a single neuron drops from 5.3 Watts on FPGA to 2.47×10⁻⁴ Watts for ASIC synthesis. Padé approximation method makes use of 25538 Cells covering 241897 nm² of the library as compared to 21571 cells covering 196997 nm² for nonlinear approximation method.

Fig. 2. Schematic diagram of for nonlinear approximation.

Fig. 3. ASIC implementation of Padé approximation.

Fig. 4. ASIC Implementation of a Nonlinear Approximation of Sigmoid function.

Fig. 5. Basic structure of a Neuron.
5. Conclusions

From the results shown in Table 1, non-linear approximation method is found to be more suited to proposed design for water quality application. It also is much more power efficient and utilizes much less number of hardware resources. However, FPGA implementations are consuming much higher power. Thus we have changed to a compact ASIC implementation of the network designed. The ASIC implementation shows drastic drops in power consumption of the system as compared to FPGA implementation.
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Investigation on Body Potential in Cylindrical Gate-All-Around MOSFET
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Summary: Cylindrical gate all around (CGAA) MOSFET has been studied and the body potential has been simulated and studied. The center and surface potentials models are studied and a comparison is made between the two potential behaviours for a CGAA MOSFET. Moreover, the channel doping concentration and the band diagrams are obtained using the finite element numerical method by solving Poisson’s equation in the cylindrical coordinate system.
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1. Introduction

As MOSFETs continue to get smaller between source and drain has led to an impending power crisis and reduces the capability of gate electrode to control the body potential distribution in the channel. The short-circuit from source and drain is facing serious problems, like Drain Induced Barrier Lowering (DIBL) and the threshold voltage roll off [1]. As a result the off state current increases and the On-Off current ratio are degraded. Several designs structures (MuGFETs) have been developed, all of them are targeting the enhancement of the better channel control due to the action of multiple gate electrodes surrounding the channel [2]. Cylindrical Gate-All-Around MOSFETs have been regarded as a promising technology for sub-10-nm CMOS devices, because has provide the best short channel device performance, better gate controllability, suppressed floating-body, improved transport property and CMOS compatibility, compared with other non-classical device structures, because do not have corner effects due to the circular cross-section and cylindrical body [1, 2]. Moreover, the center and surface potential of the CGAA structure has been investigated and the comparison is made with them.

2. Device Structure and Parameters

The schematic diagram of the Cylindrical GAA (CGAA) MOSFET structures used for simulation is shown in Fig. 1. The radial directions are assumed to be along radius and lateral direction along z-axis of the cylinder. The details of device physical parameters used in the structure are shown in Table 1.

![Fig. 1. Schematic structure of Cylindrical Gate-All-Around (CGAA) MOSFETs.](image)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_a</td>
<td>Impurity doping in the channel</td>
<td>$10^{16}$ cm$^{-3}$</td>
</tr>
<tr>
<td>N_d</td>
<td>Impurity doping in source and drain</td>
<td>$10^{20}$ cm$^{-3}$</td>
</tr>
<tr>
<td>R</td>
<td>Channel radius</td>
<td>5 nm</td>
</tr>
<tr>
<td>t_si</td>
<td>Silicon film thickness</td>
<td>10 nm</td>
</tr>
<tr>
<td>L_s, L_d</td>
<td>Length of source and drain</td>
<td>5 nm</td>
</tr>
<tr>
<td>t_ox</td>
<td>Oxide thickness</td>
<td>2 nm</td>
</tr>
<tr>
<td>L</td>
<td>Channel length</td>
<td>30 nm</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>Permittivity of vacuum</td>
<td>$8.8 \times 10^{-12}$ F/m</td>
</tr>
<tr>
<td>$\varepsilon_{si}$</td>
<td>Permittivity of silicon</td>
<td>11.85 $\times \varepsilon_0$</td>
</tr>
<tr>
<td>$\varepsilon_{ox}$</td>
<td>Permittivity of oxide</td>
<td>$3.9 \times \varepsilon_0$</td>
</tr>
<tr>
<td>T</td>
<td>Absolute temperature in Kelvin</td>
<td>300 K</td>
</tr>
<tr>
<td>$\Phi_M$</td>
<td>Metal work function</td>
<td>4.6 eV</td>
</tr>
</tbody>
</table>
3. Results and Discussion

In this section, results obtained from numerical simulation of the potential distribution $\Phi(r, z)$ in the source-channel-drain region. The center and surface potential has been obtained by solving the following 2-D asymmetric Poisson’s equation in cylindrical coordinate system.

The center potential, $\Phi(0, z)$, and the surface potential, $\Phi(t_{si}/2, z)$ for the CGAA MOSFET are compared in Fig. 3 and Fig. 4 at different gate to source voltage.

Fig. 2 illustrates the energy band diagram of both the CGAA. The band diagrams are along the radius of the circular cross-section.

Figs. 3 and 4 show the variation of the surface and center potential along the source-channel-drain for different gate to source voltage of CGAA MOSFET. When the gate to source voltage is reduced, the controllability of the gate voltage over the channel becomes stronger in comparison with the influence exerted by the source/drain.

Figs. 5 and 6 display the comparison of the surface and center potential along the source-channel-drain at various gate to source voltage of CGAA MOSFET with two value of drain voltage ($V_{DS} = 0$ V and $V_{DS} = 0.9$ V). It can be noted that source channel barrier height at channel center is lower than that of the surface. The presence of DIBL effect can be easily observed from Fig. 4 as the center and surface potential minima point shows an upward movement with the increasing of drain voltage. The threshold voltage depends on the drain bias, gate length, body and oxide thickness, gate work function, doping profile, etc. In this paper, only the gate length, drain bias, are taken as parameters.

4. Conclusions

In this paper, we have studied the potential distribution in the body of the Cylindrical Gate-All-Around (CGAA) MOSFETs, using the finite element, numerical method by solving the Poisson’s equation in the cylindrical coordinate system. The results show excellent accuracy comportment of the potential in the channel of CGAA.
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Summary: Low-temperature crystallization of germanium thin films has been simulated by means of molecular dynamics. Tersoff bond order potential was adopted for calculating the interactions between germanium atoms. Amorphous model was prepared by quenching the molten system at 1800 K. The model was consisted of about 1000 or 5000 atoms and free boundary condition was adopted. Then these amorphous systems were kept at temperatures, 400 K or 600 K, for 500,000 steps and crystallization was really observed. To investigate the atomistic process of crystallization the cross sectional view of the atomic configuration, the change of the mean potential energy, the radial distribution function and the trajectory of atomic displacement were evaluated. Boundary conditions between the sample and the substrate were investigated in detail.
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1. Introduction

Metal induced crystallization has been extensively studied as a powerful method of crystallization. The present authors have been engaged in the study to fabricate the germanium thin films on the flexible substrates in the project to improve the yes/no device for TLS patients, however it is not yet to be usable [1]. Problems are fitting and durability to use in daily life. In our experimental study germanium films are deposited at 60 °C and crystallized at 150 °C (423 K). However, the microscopic process of the mechanism of crystallization is not well understood in many cases. Molecular dynamics simulation using reliable interatomic potential is a powerful way to visualize microscopic processes of crystallization. One of the present authors has been applied the molecular dynamics simulation on the studies of crystal defects and mechanical properties of metals [2]. The program code developed in the studies can be used in the present investigation.

2. Method of Simulation

The bond order potential function developed by Tersoff et al, is used in the simulation. The potential energy depends on the bond length and bond angle. The potential energy is described as

\[ E = \sum_i E_i, \quad E_i = \frac{1}{2} \sum_{j \neq i} V_{ij}, \]

where \( b_{ij} \) is related to the coordination number and represent the many body nature of the potential. The truncation function \( f_c(r) \) and other variables are described as

\[ f_c(r) = \begin{cases} 1, & r < R \\ \frac{1}{2} + \frac{1}{2} \cos \left( \pi \frac{r-R}{S-R} \right), & R < r < S \\ 0, & r > S \end{cases}, \]

\[ b_{ij} = \kappa_y (1 + \beta \zeta_y)^{-1/2}, \]

\[ \zeta_y = \sum_{i \neq j} f_c(r_{ij}) g(\theta_{ij}), \]

\[ g(\theta_{ij}) = 1 + \frac{c^2}{d^2} - \frac{c^2}{d^2} - \frac{c^2}{h - \cos \theta_{ij}}. \]

The force acting on an atom is calculated by differentiating the expression for energy, Eq. (1), by distance \( r \). The equation of motion an atom is solved by integrating the potential numerically by the Verlet algorithm. The time interval for the numerical integration is chosen to be \( \Delta t = 1.0 \times 10^{-13} \) sec, which is much smaller than the period of the atomic thermal vibration.

The molecular dynamics simulations are performed by using a FORTRAN code developed the present authors and results are visualized by Visual Basic 6 (Microsoft)

3. Results and Discussion

3.1. Particle-like Samples

For the simulation to investigate the fundamental mechanism of crystallization a small specimen consists of 1332 atoms is prepared. As an initial
condition, atoms are arranged in diamond structure with \{100\} boundary surfaces as shown in Fig. 1(a). The length of one side of cube is about 3 nm. The radial distribution function (RDF) of the structure is also shown in the right. The free boundary condition is adopted. Then the temperature is increased up to 1800 K. The molten state is quenched and amorphous state is realized.

Fig. 1. Configuration of atoms (a) in perfect crystal and (b) in amorphous state. The radial distribution functions are shown in right hand side.

The atomic structure and the RDF of amorphous state are shown in Fig. 1(b). A completely disordered structure of amorphous is seen.

The simulation of the low temperature crystallization starts from the amorphous state. The temperature of the amorphous specimen was maintained at 411 K and 600 K. As an example of the structure of crystallized sample at 400 K is shown in Fig. 2. It is seen that the sample is consisted of two grains and the RDF in right hand side shows a spike-like change characteristic of crystal is seen. The potential energy can be calculated by Eq. (1). The change of the potential energy is shown in Fig. 3. It monotonically decreases at the first 100 thousand steps, and the first crystallization is completed in this time domain. After that, the potential energy slightly increases and decreases again. Changes in grain structure occur in this region. The grain structures at typical time steps, (a) 100000, (b) 250000, (c) 400000, are also shown in the figure. The grain structure in the specimen is changing at the constant temperature. It is also seen that the outer shape of the sample also changes. It can be understood that the free surfaces of the specimen plays an important role in polycrystallization. In some cases, several tens of atoms were released from the sample to the outside, and crystallization occurred as a result of this. This may be related to collective motion of metal atoms promoting crystallization. Crystallization seems to have accidental features. Even in the simulation with the set temperature of 600 K, the same behavior was quantitatively observed.

Fig. 3. Change of potential energy and typical grain structures at 400 K.

3.2. Plate-like Samples

A flat plate sample was prepared to simulate crystallization in the state close to a thin film. This is composed of 4852 atoms in the form of four particles arranged in the horizontal direction (Fig. 1(a)) in the previous section. The temperature of this sample was raised to 1,800 K to bring it into a molten state, then quenched to realize an amorphous state (Fig. 4(b)).

Simulation of polycrystallization was performed using this amorphous state as an initial state. Two types of boundary conditions are adopted between the substrate and the sample in the simulation: (i) the substrate and the sample are in close contact and Atoms can slide on the surface, (ii) Loose contact with the base plate (allowing withdrawal within 5 Å).

In the boundary condition (i), crystallization has hardly progressed because atoms are mostly fixed at the lower end of the sample. On the contrary, in the boundary condition (ii), it can be seen that polycrystallization is more advanced because of the boundary condition close to the free surface even at the lower end. Fig. 6 shows the time change (step) of the average potential energy of atoms in the sample, with the blue lines for the boundary condition (i) and the red lines for the boundary condition (ii). The upper graph shows the results for 400 K and the lower graph shows the results for 600 K, and both have similar behavior. In the boundary condition (i), the potential energy is almost constant. On the contrary, it can be seen that in
the boundary condition (ii), after the initial violent rise and fall, it is relaxed to a lower level. It seems that energy is reduced by polycrystallization.

The trajectories of the movement of atoms in the sample during the crystallization process under each boundary condition are shown in Fig. 7. Results for 400 K and 600 K are summarized. Small solid circles indicate the initial position of each atom, and the curve following it indicates the trajectory of movement. In accordance with Fig. 6, the result of the boundary condition (i) is shown by blue lines and the result in (ii) is shown by red. In the boundary condition (i), it can be seen that small horizontal movements occur at both temperatures. In the boundary condition (ii), large motion with rotation is seen at 400 K. At 600 K, large horizontal movements also occurs. Investigating the microscopic behaviors of atoms as described above is useful in studying the mechanism of crystallization.

![Fig. 4. Preparation of plate-like sample.](image)

![Fig. 5. Cross-sectional view of the plate-like sample.](image)

![Fig. 6. Change of the mean potential energy.](image)

![Fig. 7. Trajectory of atoms at 400 K and 600 K under the boundary conditions (i) and (ii).](image)

4. Conclusions

Low-temperature crystallization of amorphous Ge has been simulated by using the empirical Tersoff potential. The crystallization is observed at the temperatures 400 K and 600 K. The process of crystallization was monitored thorough the cross sectional view of the atomic structure and the RDF. Change in the potential energy associated with the crystallization was observed. Boundary conditions between the sample and the substrate were investigated in detail for the plate-like samples. These results seem to be useful for the development of medical devices.
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**Summary:** The universal TCAD-RAD software version is presented for bipolar and MOSFET structure modeling taking into account neutron, electron, gamma, proton irradiation. The new set of adequate radiation models for physical based parameters of BJT/HBT and MOSFET structures is developed and built-in Sentaurus Synopsys software tool. For bipolar and MOS devices used for radiation hardened BiCMOS ICs design the good agreement for simulated and experimental I-V characteristics is achieved. The error is not more than 10-20 %.

**Keywords:** bipolar and MOS transistors, neutron, electron, gamma, proton irradiation, radiation induced device parameters degradation, device modeling, TCAD software.

1. **Introduction**

The electronic devices employed in space vehicles, RF and telecommunication systems, nuclear energy control, military and other systems are subjected to different types of irradiation (neutrons, electrons, gamma rays, protons, heavy particles and others). To provide the reliable operation range of the electronic devices under irradiation conditions the special strategy “radiation hardened by design” is used. The key point of this strategy is consistent device modeling taking into account radiation effects.

2. **State-of-the-Art**

In most publications, the experimental characteristics of irradiated devices are presented. But there are few works on the TCAD simulation of BJT/HBT and MOSFET structures after radiation influence. Unfortunately, in this line the possibilities of the common-used commercial TCAD software tools [1, 2], are limited to simple particular cases for traditional device structures. Besides they don’t contain radiation-dependent physical parameters for novel device structures. The special rad-oriented system [3] takes into account only gamma rays and single events and doesn’t account for neutrons and protons.

---

**Fig. 1.** Radiation models of device electro physical parameters included in the TCAD-RAD system.
3. TCAD-RAD Subsystem

In this work, the universal TCAD-RAD subsystem is presented. It consists of two parts: standard Sentaurus Synopsys software core [1] and the special library of radiation models for physical parameters and electrical characteristics of BJT/HBT and MOSFET structures taking into account neutron, gamma-rays and proton irradiation. Note that the models for neutrons and protons were not included in TCAD formerly.

The LIBRARY consists of 4 segments:

- **Common controller** carries two functions: 1) selection for given type of irradiation the set of radiation-dependent physical parameters and their models which are responsible for device electrical characteristics degradation; 2) conversion the energy or dose rate of particles into total dose D and/or fluence \( \Phi \);

- **Gamma radiation models** are based on carrier ionization effects. The adequate models of radiation-dependent parameters \( (N_{it}, N_{it}, S_{it}, \mu) \) for novel Si BJT/ SiGe HBT and for MOSFET/SOI MOSFET with high-k gate oxide structures are added [4];

- **Neutron models** are based on displacement effects. The adequate models of radiation-dependent parameters \( (\tau, \mu, \text{n/p}) \) are included. They take into account the dependencies on neutron fluence, doping levels injection effectivities of electrons and holes [5];

- **Proton model** was developed by authors [6]. It is based on additive approach combined the ionization and displacement effects influence on device structure.

4. Library of Radiation Models

The basic physical parameters describing the carrier transportation \( (\mu_n, \mu_p) \), surface \( (S_n, S_p) \) and volume \( (R_n, R_p) \) recombination, charge collection in bulk \( (Q_n, Q_p) \) and oxide \( (Q_{ox}) \) volumes, and on semiconductor/oxide interfaces \( (Q_{it}) \) are radiation-dependent.

So the library of physical parameter models for different types of irradiation is the key element of the TCAD-RAD software tools. In the wide-used commercial TCAD tools [1, 2] the library of radiation models is poor and not applicable for most practical requirements.

In this work the version of Synopsys Sentaurus RAD tool with the complete library of radiation-dependent physical parameter models valid for gamma rays, neutron and proton irradiation is presented.

- **Gamma radiation models.** Irradiation of BJTs/HBTs and bulk/SOI MOSFETs by gamma-rays results in the generation of electron-hole pairs in bulk silicon regions; the increase of surface recombination velocity \( S \) and volume recombination rate \( R \); creation of traps at the Si-SiO\(_2\) interfaces \( (N_{it}) \); collection of positive charge in the gate/STI/BOX oxide \( (Q_{ox}) \); decrease of carrier mobility \( \mu \).

For BJTs/HBTs it leads to base and collector leakage currents increase, current gain and maximal/cut-off frequencies degradation; for MOSFETs – to gate/drain leakage current increase, threshold voltage \( (V_{th}) \) and subthreshold slope \( (S) \) degradation.

In the commercial TCAD version only one degradation factor – the space charge in SiO\(_2\) oxide \( (Q_{ox}) \) dependence on gamma dose is taken into account correctly.

Therefore, in order adequately to take into account all the factors caused by gamma radiation influence on the characteristics of Si BJTs/SiGe HBTs and bulk/SOI MOSFETs it is necessary additionally to introduce into TCAD tool the physical expressions for the concentration of traps \( N_{it} \) and the surface recombination velocity \( S \) at the interfaces Si-SiO\(_2\) depending on the absorbed dose of gamma radiation \( D_{\gamma} \):

\[
N_{it}(D_{\gamma}) = a_n \cdot D_{\gamma}^{-b},
\]

where \( a_n, b_n \) are the fitting parameters that have different values for EB spacer and STI/DTI surfaces.

The model parameters \( a_n, b_n \) are defined from experimental dependencies of Si-SiO\(_2\) interface traps concentrations on absorbed dose \( D_{\gamma} \) [7] (see Fig. 2).

The surface recombination velocity is proportional to the density of traps at Si-SiO\(_2\) interfaces of EB spacer and shallow and deep trench isolation on absorbed dose \( D_{\gamma} \):

\[
S(D_{\gamma}) \equiv \sigma v_{th} N_{it}(D_{\gamma}),
\]

where \( \sigma = \sqrt{\sigma_e \cdot \sigma_h} \), \( \sigma_e, \sigma_h \) are the capture cross-sections for electron and hole traps; \( v_{th} \) is the thermal velocity.

The modified dependence on radiation dose for the charge carrier mobility \( \mu_{eff} \) was introduced. The model takes into account the mobility decrease caused by radiation induced surface states on the SiO\(_2\)/Si interfaces:

\[
\mu_{eff}(D) = \frac{\mu_0}{1 + \alpha N_{it}(D)},
\]

where \( \mu_0, \alpha \) are the fitting parameters that have different values for EB spacer and STI/DTI surfaces.
where $\mu_0$ is the pre-rad mobility, $N_{\text{it}}(D)$ is the silicon-oxide interface trap density, $\alpha$ is a fitting parameter.

Note that the developed models of radiation-dependent parameters ($N_{\text{it}}$, $S$, $Q_{\text{ox}}$, $\mu$) for novel deep submicron SiGe HBT [6] and high-k gate SOI MOSFET [4, 10] structures differ from the corresponding models for conventional BJT and MOSFET structures. For example in Fig. 3 the radiation-dependent parameter $N_{\text{it}}$ at HfO2, BOX and STI interfaces of 45 nm MOSFET with HfO2 gate oxide is presented.

![Fig. 3. Trap densities $N_{\text{it}}$ at different interfaces of 45 nm MOSFET with HfO2 gate oxide structure.](image)

The dependences of recombination velocity $S(D)$, the traps concentration $N_{\text{it}}(D)$ at Si-SiO2 interfaces of EB spacer and STI/DTI and carrier mobility $\mu(D)$ on absorbed dose were included in the Synopsys Sentaurus using the physical model interface (PMI).

b. Neutron radiation models. The silicon physical parameters, such as the lifetime of the minority charge carriers ($\tau$), mobility ($\mu$) and the concentration of nonequilibrium charge carriers (n/p), are degraded after impact of neutrons in consequence of the displacement defects formation [11]. The decrease of the minority carrier lifetime is the main factor that influences on the device characteristics. For BJTs/HBTs it is the increase of base current, reduction in the current gain and cut-off/maximum frequencies.

For MOSFETs it is the transconductance $g_m$ and saturation current $I_{\text{sat}}$ decrease, and the shift of threshold voltage $\Delta V_{\text{th}}$.

In all the commercial versions of TCAD the minority carrier lifetimes $\tau_n$, $\tau_p$ are not depended on radiation influence.

So for simulation of minority carrier lifetime decrease due to displacement effects after neutron irradiation the following equation was introduced:

$$\frac{1}{\tau_0} = \frac{1}{\tau_0} + \Phi_n \cdot K_\tau,$$  

where $\tau_0$, $\tau_\Phi$ are the minority carrier lifetimes before and after irradiation; $\Phi_n$ is the neutron fluence; $K_\tau$ is the coefficient of radiation-induced alteration of carrier lifetime.

It was shown experimentally that for modern npn and pnp Si BJTs/SiGe HBTs the parameter $K_\tau$ in (4) depends on the doping concentration $N_{\text{dop}}$ and the injection efficiency $\delta = n_{\text{min}}/n_{\text{maj}}$ (where $n_{\text{min}}$, $n_{\text{maj}}$ - minority and majority carrier concentrations) [12, 13]. Therefore, the special equation for $K_\tau(\delta, N_{\text{dop}})$ was introduced [6].

The expression (4) for the lifetime with alteration coefficient $K_\tau(\delta, N_{\text{dop}})$ was added to the standard Shockley-Read-Hall recombination model using the PMI. Along with the radiation effects, the developed model (4) takes into account the dependence of the lifetime on the temperature. The combined influence of radiation and temperature is the important factor for modern Si BJTs and SiGe HBTs working in harsh conditions.

In Fig. 4 the current gain damage factor $d = \delta(\Phi_n)/\delta(0)$ for the SiGe HBT 8WL after neutron irradiation is presented. It is seen that the improved model (4) provides better results than the classic Gregory model [14].

![Fig. 4. The current gain damage factor for the SiGe HBT 8WL after neutron irradiation.](image)

The potentialities of TCAD-RAD subsystem (Fig. 1) are illustrated by means of examples of Si...
BJTs/ SiGe HBTs and SOI MOSFETs which are used for rad-hard BiCMOS ICs design (see Figs. 5-10).

The discrete Si npn BJT 2T378 with following parameters: current gain $\beta = 70$, cut-off frequency $f_T = 1.9$ GHz and $f_{max} = 5.1$ GHz is used in microwave amplifier hybrid ICs. The radiation-hardness of Si BJT after neutron irradiation was analyzed with developed model. The BJT structure for TCAD simulation is presented in Fig. 5.

In Fig. 6 experimental and simulated results for the current gain of the Si BJT before and after neutrons irradiation are shown.

It is seen in Fig. 6 that the radiation hardness is limited by fluence $\phi_{n} = 4 \times 10^{13} \text{ 1/cm}^2$ at which the pick values of current gain decrease twice. The error of the experimental and simulated results is not more than 15 %.

The next two examples illustrate the results of the radiation hardness after gamma irradiation modeling for modern deep submicron devices with bipolar and MOS structures.

The SiGe HBT with parameters $\beta = 450$, $f_T = 100$ GHz, $f_{max} = 200$ GHz fabricated by $0.13$ $\mu$m BiCMOS 8HP technology was investigated [17]. The Gummel I-V characteristics of $I_b$ and $I_c$ for different gamma doses are presented in Fig. 7 and confirm the experimentally observed fact that in SiGe HBTs only the base current is growing after irradiation; at the same time the collector current does not change their values. It is seen a good agreement between simulated and measured characteristics in dose range up to 30 Mrad.

The 45 nm high-k SOI n-MOSFET (W = 0.45 $\mu$m, $t_{HfO_2} = 2$ nm) before and after gamma irradiation [18] was modeled (Fig. 8). It is seen that the SOI MOSFET drain leakage current is growing after radiation influence. The total $I_d$ leakage current is caused basically by parasitic STI channel induced by gamma irradiation. The maximum value of $I_{dlep}$ is limited as $1.0 \mu$A, so the transistor radiation hardness is limited by dose 1.0 Mrad.

In Fig.10 the measured [20] and simulated $I_dV_g$ characteristics of $0.25/8$ um SOI n-MOSFET before and after proton irradiation are presented. The protons cause a stronger impact than gamma radiation so in comparison with Fig. 8 for gamma irradiation we can see in Fig.10 not only leakage current increase but also threshold voltage shift. As a result the transistor radiation hardness in this case is limited by dose 500 krad.
6. Conclusions

The universal and complete library of radiation-dependent physical parameter models for Si BJT/SiGe HBT and bulk/SOI MOSFET structures simulation taking into account neutron, gamma and proton irradiation was developed in the framework of Synopsys Sentaurus TCAD.

The following novelties were introduced into commercial TCAD physical model library:
1) New segment of neutron radiation models which include: improved equations for electron and hole carrier lifetime taken into account the dependence on neutron fluence, doping concentration and injection efficiency; improved equation for carrier mobility depending on neutron fluence;
2) New segment of proton radiation model based on additive approach combined displacement and ionization damage mechanisms. Two partial models for neutrons and gamma rays are used to calculate simultaneously. The special converter was developed to determine the values of neutron fluence $\Phi_n$ and gamma dose $D_\gamma$ equivalent to proton fluence $\Phi_p$;
3) Segment of gamma radiation models was essentially improved:
   - The modified dependence on dose for carrier mobility $\mu_{\text{eff}}(D_\gamma)$ was introduced;
   - The surface recombination velocity $S(D_\gamma)$ for Si-SiO$_2$ interfaces was included;
   - Approximations of experimental dependencies for traps concentrations $N_t(D_\gamma)$ at the Si-SiO$_2$/Si-HfO$_2$ interfaces and in bulk volumes separately for gate oxide, p–n spaces, BOX, STI/DTI structures were introduced for modeling of both conventional bipolar and MOS transistors and modern deep submicron Si BJTs/SiGe HBTs and bulk/SOI high-k MOSFETs.

Good agreement between simulated and experimental I–V and $f_T/f_{\text{max}}$ characteristics for all the devices was achieved. The simulation error is not more then 10-20 %.

The possibilities of TCAD-RAD subsystem with the developed radiation models were illustrated by means of examples of Si BJTs/SiGe HBTs and bulk/SOI MOSFETs which were used for rad-hard BiCMOS ICs design.
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Summary: The SMART-LEES (Singapore MIT Alliance for Research and Technology – Low Energy Electronic Systems) program is directed towards finding a new innovation path in the semiconductor industry to create novel integrated circuits. It is established by incorporating III-V material layers into existing Si-CMOS platform, thus, hybrid III-V/Si circuits can be designed and fabricated on a single chip, allowing novel application circuits to be created beyond traditional approach and capabilities. This paper presents a summary of the essential elements in this program, including monolithic III-V/CMOS technology, unified device compact models, and hybrid process design kit.
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1. Introduction

Conventional mainstream Si-CMOS has approached its fundamental limits after several decades of scaling, as evident from saturated trend of the Moore’s law. How to sustain the growth of this industry has become a major challenge, and it also prompts motivations for innovative paths to new integrated circuits (IC). Recently, new IC technologies employing III-V materials have emerged as promising candidates for new device building blocks, such as GaN devices on 200-mm CMOS-compatible GaN-on-Si process [1] and wafer-scale integration of III-V-on-Si on 200-mm wafers [2]. They both leverage on existing mature Si-CMOS infrastructure, while the latter has distinctive differences and advantages compared with the former.

In the wafer-scale integration of III-V-on-Si led by the Singapore MIT Alliance for Research and Technology (SMART) Low Energy Electronic Systems (LEES) program [3], III-V materials and devices, such as high electron-mobility transistors (HEMTs) on GaN/InGaAs platforms and light-emitting diodes (LEDs) on GaN/InGaP platforms, are co-integrated monolithically with the conventional foundry Si-CMOS process, allowing new hybrid circuits in both III-V and Si worlds to be designed and fabricated on a single chip. As shown in Fig. 1, it represents a “vertical” innovation model that exploits different (III-V/Si) material platforms, through III-V/Si co-integration processes, building from III-V/Si devices to hybrid integrated circuits/systems on a single die, as opposed to extending the current CMOS foundry and fabless models “horizontally.” Successful implementation of the new platform provides a path to new innovative applications that are not easily achievable with separate III-V and Si chips.

Fig. 1. The SMART-LEES vertical innovation model [3].

Fig. 2 shows a top-level view of the LEES platform [4], in which Si-CMOS front-end of a hybrid design is first fabricated in a commercial foundry; then, it is sent for the LEES “double-layer bond-and-transfer” (DL-BaT) process [5] to form an engineered substrate containing both Si and compound semiconductor (CS) material layers on which III-V devices can be formed; followed by sending it back to the foundry for back-end processing, which looked like the wafer never left the Si-fab. A hybrid process design kit (PDK) [6], including III-V device models and design rules and combining with the foundry PDK, has been developed for use in the hybrid circuit design.

Fig. 2. Top-level view of the LEES III-V/Si co-integrated platform [4].
This paper describes the three major aspects of the vertical innovation project under the SMART-LEES program [3], namely, monolithic III-V/CMOS co-integrated technology, unified III-V and Si device compact modeling (CM), and hybrid PDK for hybrid III-V/CMOS circuit design.

2. Innovative Technology, Modeling and Design

2.1. Monolithic III-V/CMOS Technology

The LEES monolithic III-V/CMOS technology is achieved through the DL-BaT process [5], from which various engineered “CMOS + X” substrates for HEMTs/LEDs can be obtained. Following this, hybrid wafer process flow is shown in Fig. 3, starting from the hybrid GaN + CMOS wafer from foundry in (a) up to back-end-of-line (BEOL) processing in (f).

2.2. Unified III-V/CMOS Device Compact Models

Two GaN-HEMT compact models are being developed in LEES project, MVSIG (which is now a CMC standard model) and XSIM, the former being quasi-ballistic (QB) based and the latter drift-diffusion (DD) based (which is also scalable and compatible with generic Si-MOSFET models). Other CS models (InGaAs-HEMT, HBT, and LED) are also developed. A comparison of the two models’ fit to the 45-nm GaN-HEMT data is shown in Fig. 4 [7].

---

**Fig. 3.** LEES monolithic III-V/Si hybrid wafer processing flow [4]: (a) Starting hybrid GaN + CMOS wafer; (b) Window opening in III-V regions and device fabrication using adapted III-V device fabrication processes; (c) Re-filling of III-V windows and planarization of the wafer surface; (d) Formation of W-plugs that bring the GaN device contacts to the contact plane of the CMOS devices; (e) Redeposition of ILD and planarization; (f) BEOL processing in foundry.

**Fig. 4.** Comparison of DD (solid line) and QB (dashed line) models with the measured 42-nm GaN-HEMT data (symbol) for the $I_{ds}$-$V_{ds}$ (left) and $I_{ds}$-$V_{gs}$ (right) characteristics [7].
2.3. Hybrid III-V/CMOS Process Design Kit

III-V device CMs and design rules are implemented in the LEES PDK, and integrated with the foundry PDK for hybrid circuit design. It allows III-V and Si device schematic and layout to be used in the same Cadence EDA toolkit. An example is shown in Fig. 5.

Fig. 5. LEES hybrid PDK augments foundry Si-CMOS PDK with III-V components (layout and schematic) within the same familiar design environment [8].

3. Summary

The SMART-LEES program, now at the Phase II of its second 5-year, has demonstrated a unique approach to monolithic integration of III-V/Si devices and the potential to creating novel integrated circuits beyond traditional CMOS capabilities.
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Summary: This paper presents a case study of the recently-implemented microelectronics curriculum in a university in South America, with an emphasis on the capstone, project-based course on chip design and characterization. During the course that spans two semesters, the students go through a complete chip design flow, including layout, verification, tape out and testing. Examples of students design projects include operational amplifiers, data converters, simple sequential digital circuits, and test structures. The course reception, assessed via student surveys, was positive. The novelty of the course lies in the concurrence of a number of factors that include the exposure to a complete mixed-signal IC design and characterization flow, the fabrication opportunities that MOSIS educational program presents, the use of free EDA tools, and the course impartation in a developing country that does not possess a prior history in IC design.
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1. Introduction

The Mead & Conway Revolution c.~1979 led to the introduction of a formal integrated circuit (IC) design curriculum in a number of Electrical Engineering and Computer Science programs around the world, allowing a new generation of students to prepare properly for the already rising microelectronics industry [3]. The revolution, enabled by the availability of IC foundries accessible for chip designers, contributed significantly to the great success of microprocessor design companies in the early 80's. Some examples of the courses and curricular changes driven by the revolution, for both undergraduate and graduate programs, are reported in the literature [21, 6, 4, 2, 5, 20, 18, 10, 12, 13, 16, 15, 1, 22]. In general, these examples include detailed description of courses and course sequences in semiconductor physics, IC design and fabrication. The design courses cover analog, digital, mixed-signal, and RF electronics, and include theoretical lectures, homework (HW) assignments, hands-on CAD design projects, design submission for fabrication, and laboratory measurements. Some works report the use of free EDA (electronic design automation) tools, whereas others promote the use of commercial tools. Of those that report IC fabrication, some use the MOSIS [17] service whereas others have established a partnership with one or more IC foundries. Table 1 presents a comparison between the courses and programs reported.

In a typical microelectronics curriculum, IC design and manufacturing are rather decoupled, which allows chip designers to detach from the issues faced in the fabrication facility - kilometers or continents away. This has facilitated the Mead & Conway Revolution to reach developing countries as well, as seen in Table 1. However, an evident pattern arises from the table: the works reporting curricular changes in developing countries are rather recent, and there are still many places where microelectronics is "something done somewhere else". The reason for this can be linked to the old and questionable paradigm that bootstraps design and fabrication in a single, expensive discipline with large barriers to entry. However, the technology-enabling capability of the nowadays systems-on-a-chip, applicable to any local industry or scientific research need, is a strong argument for the inclusion of microelectronics design in curricula all over the world, without a compelling need to include fabrication.

In Chile, the Mead & Conway revolution arrived in 2011 with the offering of the first courses in microelectronics at Pontificia Universidad Católica de Chile (UC): IEE3433 Analog IC Design, and IEE3753 Digital IC Design. Both courses include a final project, the former at circuit-design level using Linear Technology LTspice [14] for simulations, whereas the latter at HDL (hardware description language) level using Xilinx ISE Webpack [25] and Synopsys tools. These courses that reinforced other electronics courses available at that time, were followed by IEE3443 VLSI Data Converter Design and IEE3423 IC Design and Characterization. A strong program in microelectronics became available within a 3-year period, opening new research and teaching possibilities.

This paper presents the details of the capstone course IEE3423 IC Design and Characterization offered at UC, along with the microelectronics curriculum that leads to it. The project-based course allows students to take a design from a previous course...
ECE was an 11-semester 1 undergrad program at the School of Electrical Engineering Program at the School of and no companies design ICs. companies design products using discrete components, electronics industry is not well developed. Only a few Product (GDP) in research. The main contribution to however, it only invests 0.4 % of its Gross Domestic stable political system and a strong, growing economy; concentrated in Santiago, the capital city. Chile has a part of America. Most population and services are

<table>
<thead>
<tr>
<th>Work</th>
<th>Location</th>
<th>Level</th>
<th>IC domain</th>
<th>Circuit</th>
<th>Layout</th>
<th>Fabrication</th>
<th>Testing</th>
<th>EDA Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="1997">2</a></td>
<td>USA</td>
<td>Graduate</td>
<td>Analog/Digital</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>Free/Comm.</td>
</tr>
<tr>
<td>[16] (2011)</td>
<td>USA</td>
<td>Senior/Grad.</td>
<td>Digital</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>Commercial</td>
</tr>
<tr>
<td>This work</td>
<td>Chile</td>
<td>Senior/Grad.</td>
<td>Mixed Signal</td>
<td>✓</td>
<td>✓</td>
<td>MOSIS</td>
<td>✓</td>
<td>Free/Comm.</td>
</tr>
</tbody>
</table>

2. Course Context, Description and Methodology

Chile is a democratic country in the southwestern part of America. Most population and services are concentrated in Santiago, the capital city. Chile has a stable political system and a strong, growing economy; however, it only invests 0.4 % of its Gross Domestic Product (GDP) in research. The main contribution to the Chilean GDP and exports is copper mining. The electronics industry is not well developed. Only a few companies design products using discrete components, and no companies design ICs.

At the time the course in this work was introduced, the Electrical Engineering Program at the School of Engineering-UC was an 11-semester 1 undergrad program leading to the Electrical Engineer (EE) degree, or to the Industrial Engineer degree with diploma in EE. The EE program begins with set of mathematics and basic sciences courses, the same for all engineering programs offered by the school. After two and a half years, students should pick their field and take a set of mandatory and optional courses towards the EE degree (~35 students per year), or the Industrial Engineer degree with a diploma in EE (~35 students per year). The latter option has some courses on finance and management in addition to the core in EE.

2.1. Microelectronics Curriculum

The students who follow the curriculum in microelectronics acquire competencies that allow them to design ICs in Chile for research purposes, or abroad for industry purposes, and to pursue an eventual academic career in the area. Fig. 1 shows the course sequence2.

The program in microelectronics, taught in Spanish, begins with IEE2413 Electronics, a one-semester undergraduate course taught every semester, that follows a circuit analysis course. IEE2413 is mandatory for all students in the major and covers basic circuit analysis, simulation and design using operational amplifiers, transistors and diodes. After completing the course, the students can analyze, simulate and design moderately complex electronic circuits. The course has two lectures, a problem session and a questions-and-answers session per week. Lectures are recorded using an effective, low-budget recording system and uploaded to a video hosting service as a reward when the student attendance is higher than 90 %. Videos from previous semesters allow implementing flipped classroom techniques.

---

1 Currently, a curricular change is being implemented. The new curriculum includes an eight-semester Bachelor's degree, with a major in Electrical Engineering and a minor in another field, followed by a two-semester professional degree or a MSc program.

2 IEE2483 and IEE2783 have recently been fused into a single laboratory course; other smaller changes have also taken place. However, for the purpose of presenting the results between 2012 and 2016, the course sequence shown here was active in this time period.
Grading is based mostly on individual work, which includes weekly HW assignments, four exams and an oral final exam intended only for the students whose grade is close to the passing threshold. The exams are closed-book, but students are allowed to use a handwritten equation sheet that they must turn in a week before the evaluation, thus ensuring that they have studied the material in advance. LTspice is used for circuit simulation throughout the course. The coursework includes a final, open-ended design project, carried out in groups of two or three students, and simulated using LTspice. The course withdrawal rate is around 10%, whereas the failure rate is around 25%. The workload is 10 hours per week.

![Course sequence diagram](image)

**Fig. 1.** Course sequence that leads to the course presented.

IEE2413 is followed by IEE2483 Electronics Laboratory. In this course students team up in groups of two and follow partially-guided experiments that include device characterization and simple amplifier design and testing. The workload is 5 hours per week.

IEE2493 Audio Electronics Workshop is an optional project-based course in which students build an audio amplifier using discrete components. Grading takes into account the electrical and mechanical implementation.

The curriculum in microelectronics continues with IEE3433 Analog IC Design, a graduate-level course taken by an average of 15 students every year. The contents include advanced MOSFET models, \(g_m/I_o\) design techniques, amplifier topologies, current mirrors, differential pair, noise analysis, bandwidth estimation techniques, stability, bandgap references, and trends in technology. The course has two lectures and a problem session per week, and requires a workload of 10 hours per week. Lectures are recorded and uploaded for future reference. Student work includes assignments to be solved individually, written midterm and final exams and a design project. For the project, students grouped in teams of two must design an operational amplifier or an operational transconductance amplifier following a set of specifications. Their designs are targeted on a commercial 0.5-micrometer CMOS process available for fabrication through MOSIS. Designs are simulated using LTspice. In the first iteration, the students turn in a working design which is reviewed by the instruction team. The feedback provided is used by the students to improve their designs, presented orally a week later.

IEE3433 is followed by IEE3443 VLSI Data Converters, a graduate-level course taken by an average of 5 students every year. The course contents include sampling and quantization, digital-to-analog converters, analog-to-digital converter (ADC) families, track-and-hold circuits, flash ADCs, successive approximation register ADCs, pipeline ADCs, oversampling converters and technology trends. The workload is 10 hours per week and the grading process is similar to that of IEE3433, with two differences: the final exam is replaced by a presentation, and the design project topic is chosen by the students. The presentation requires students to read and understand one ADC paper from a recent conference, to reproduce some theoretical analysis and simulation results, and to challenge the conclusions. The oral presentation is subject to peer assessment [11] through students questions. Design projects, intended for one or two students, are designed for the same CMOS process used in IEE3433, simulated using either MATLAB (behavioral simulation) or LTspice, and presented orally in another session. Projects are designed using a top-down approach.

Complementary to these courses, a digital track runs in parallel. It begins with IEE2713 Digital Systems, focusing on the fundamentals of Boolean algebra, logic gates, combinational and sequential logic circuits, and the basics of FPGAs. The course workload is 10 hours per week.

Then in IEE2783 Digital Systems Lab, students spend 5 hours per week to put their digital design knowledge in practice. The course has evolved from designs based on discrete logic gates to FPGA. The final project involves the implementation of a simple game on an FPGA that displays images in a VGA monitor and a gets the user input from a joystick.

IEE2463 Programmable Electronic Systems focuses on the fundamentals of microcomputer architectures and programming, and includes 16 hands-on experiences.

IEE3753 Digital IC Design, a 10-hour-per-week grad-level course, deepens on digital design using Verilog. The assignments include a complex project implemented on an FPGA. Examples of past projects include oscilloscopes, microprocessors and electronic games. The students also generate a GDS file for a generic fabrication process.

All the courses presented in this subsection include project-based learning concepts [24] and some employ a flipped-classroom teaching methodology [8]. The capstone for the curriculum introduced is detailed next.

### 2.2. IEE3423 IC Design and Characterization

The capstone in the microelectronics curriculum is IEE3423 IC Design and Characterization. Although
not considered an official capstone within the EE curriculum, due to the high level of specificity and the small number of students that take it, it is a de-facto capstone for the students interested in IC design.

This course serves as a culmination for the learning process that allows students to put together the knowledge and skills included in all the preceding courses, and prepares them to face the engineering practices found in industry through the execution of a major project. The competencies involved in the course include system-level electronics design, circuit-level design using realistic device models and constraints, circuit-level simulation, layout techniques, verification procedures, testing, teamwork and communication skills. The material for the course includes [17, 19, 9].

In this course, students are given complete freedom to design and implement any circuit (analog, mixed-signal or digital) on a chip. The course has three lectures at the beginning of the semester, which include IC fabrication processes, layout techniques, design rules (including lambda rules), mismatch issues, and the software used in the course, which includes Magic layout editor and Netgen layout-vs-schematic (LVS) tool [19]. On-demand tutorials are also provided.

The grading scheme begins with a HW assignment where students work individually on the analog design flow, designing a simple amplifier that uses NMOS and PMOS transistors, poly-poly capacitors and resistors. The assignment is guided on a step-by-step recipe and includes floorplanning, layout, design rule check (DRC), LVS against netlist, post-layout simulation and generation of a GDS file. Although the pad frame is not required at this point, students are encouraged to take into account the location of inputs, outputs and power supply nodes. After the assignment, the students work on their projects throughout the semester. This work begins with the definition of their project, discussed with the lecturer, and which may use circuit blocks from a previous semester. Following this, students design their circuit, work on the IC layout including pad frame, verify the design and iterate as needed before generating the GDS file, respecting the fabrication deadlines.

Although the course requires a dedication of 10 hours per week during one semester, in practice students devote ~7 hours per week during one semester in order to have their layout finished, and the next semester they complete the course workload in testing the chip, which includes the design of a custom PCB. Since an official grade is required after the first semester, students get an incomplete grade that is replaced after the IC is tested. Finally, the students write a report for MOSIS to fulfill the MEP requirement. Grading is based on the layout and the IC performance.

### 2.3. Administrative Issues

One of the difficulties in the implementation of this course arises from the time span, requiring at least two semesters for layout, fabrication and testing. Since all courses at UC must be graded at the end of the semester, the incomplete grade has become customary in IEE3423. This result may affect students who require a grade at the end of the semester to fulfill an academic milestone or to apply for a scholarship or get a GPA award. A less frequent problem arises when the student has already completed the requirements to obtain the degree, and enroll in the course without a need for the credit. The student may withdraw the course after tape out, leaving a chip untested and a pending MEP report.

Another option to overcome the administrative time span issue is to let students audit the course during the first semester and take it for credit during the second semester. In this case, the level of engagement of the student towards the course may become compromised when auditing, leading to a high withdrawal rate.

### 3. Class Project Examples

Since all the courses that lead to IEE3423 include a final project, there are previous designs that students can reuse to implement on a chip. The most typical circuit block implemented in IEE3423 is an operational amplifier capable of driving an oscilloscope probe and a resistive load, thus it can be configured and tested in a feedback loop. Fig. 2 shows an example of an IEE3423 IC layout. It includes a pad frame that uses cells from the FreePDK library from Oklahoma State University [7] and two circuits in the core: an operational amplifier (top left) and an offset-cancelling comparator. This 1.5 mm × 1.5 mm chip was designed between March and July 2012, taped out in July, and tested in November.

Since students are given freedom to choose their project, a wide variety of designs have resulted from the 20 students who have taken this course. They include operational amplifiers with rail-to-rail...
operation, a sigma-delta ADC (chip microphotograph shown in Fig. 3), bandgap references that use a parasitic PNP transistor, a flash ADC, a digital counter, a digital filter, and test structures such as a comparator array, a ring oscillator, and spiral inductors.

Fig. 3. Microphotograph of an IC designed by students of IEE3423. The top half includes an operational amplifier and several test transistors. The bottom half is a sigma-delta ADC.

During IEE3423, students learn not only about a typical IC design flow but also how to deal with deadlines. This skill is crucial in IC layout, since it is usually enjoyable to improve a layout, but the time invested in refinements can be better used in a more robust verification through post-layout simulations.

4. Course and Program Reception

This section aims to present the perception left by the course on students and lecturer. Qualitatively, the students attitudes have been hugely positive throughout the course, starting from the first lecture, going through the familiarization with the software and design flow, experiencing the submission for fabrication of an IC layout and finishing with the chip testing. Most students show great interest in having a successful project; with this motivation, the students of IEE3423 have achieved a number goals not intended in the course conception, such as developing scripts to automate some of the EDA tools tasks, and learning circuit topologies to improve the specifications. Since the projects and the students background are all different, each design is a particular case, requiring a custom set of abilities and knowledge. In its current state, this course is limited to ~10 students per year, since it is difficult for a lecturer to follow and advise on a greater number of projects.

From a lecturer standpoint, the course is an absolute success. The students who enroll every year experience the engineering profession exercise in a meaningful project and become aware of the difficulties to surpass in real life. After the course, the students are capable of appreciating the work behind any engineering project. Additionally, they develop their engineering criteria that allow them to estimate the difficulty of a design task before executing it. Within these criteria, the students also develop a clear sense of the variables in electronics, such as signal/noise levels, currents, frequency, area, and a notion of the design envelope in a CMOS process.

This course not only meets the purpose of allowing students to act as IC design engineers during a year, but also serves as a catalyst for the student maturation, since everything they have learned in previous courses now seems to have a purpose. After succeeding in IEE3423, the students show overall stronger engineering abilities that become evident in research discussions. Students that take IEE3423 usually perform better as teaching assistants of other electronics courses; however, it is not clear if this is a consequence of the course, or related with the student inherent motivation for electronics.

From a researcher perspective, the performance of a student through the course is well related to his/her performance as a research assistant. Usually, students who show a great interest in the course and who persevere in order to achieve an outstanding design, also are more capable in their research tasks. In this sense, from a principal investigator perspective, the course may also serve as a filter to discriminate over the student aptitudes and attitudes towards difficult tasks.

Although the microelectronics program reception among faculty members has been positive, there are some questionings since in Chile there is no IC industry, so the competencies learned in these courses may not be useful in the local engineering practice. Additionally, the EDA tools cost and maintenance is a strong barrier for startups to develop ICs in Chile, thus some faculty members believe that there is no point in forcing the development of a local IC industry. However, this argument is shortsighted, considering the possibility of preparing the ground and support for the eventual landing of a global IC design company in Chile.

5. Course Evaluation

The purpose of this research is to assess the course as a generic formative tool within an EE program, and to conclude on the value of the course in producing IC designers.

5.1. Participants and Methodology

The participants of this research are all 12 students that have completed IEE3423 between 2012 and 2015. They were invited to fill a voluntary,
anonymous online survey. Not all students completed all questions.

5.2. Data Collection and Analysis

The survey, consisting of 10 questions that include multiple choice, rating scale, and open-ended questions, was administered through Survey Monkey [23]. The survey was split into five parts aiming to assess the participants background, their motivation for taking the course, their appreciation for the course content, their learning achievements, their satisfaction level, and their opinion on what is good and what can be improved.

5.3. Results

Almost 85% of the subjects were undergrad students at the moment of taking the course; among those, 70% already had the intention to pursue a grad degree. This figure contrasts the Departmental average of undergrad students that pursue a grad degree (30%) and shows an intrinsic motivation within the course students. More than 90% of the enrollees had an interest in IC design. Regarding future job preferences, 18% show an interest in academia, whereas 64% tilt toward the IC industry. This is peculiar in a country without such an industry.

All students declared that effectively learned IC design flow and layout design during the course, whereas 89% declared that learned hierarchical top-down design, IC verification, and testing skills. All students consider that the course contributed in the development of their EE and IC design skills. Only 67% consider that the course served as an exposure to the EE profession. This figure is puzzling and can be explained by the feeling among students that microelectronics is still something done professionally somewhere else.

Finally, students were asked to comment on the positive aspects of the course, and on those that can be improved. Among the former, students value the chance to design chips as part of their academic program, and to learn a topic not taught anywhere else in Chile at the time of enrollment. After completing the course, the students acknowledge an improvement in their design skills, from specifications to implementation and characterization. They also mentioned the use of free tools with basic features, which requires them to understand the mask design details, hidden from users in more advanced EDA tools. The students also value the profound development of general EE skills and criteria through a capstone design course. Finally, they also appreciate the HW assignment, which was useful for the development of their projects.

Among the aspects that can be improved, the students feel that the documentation and references are insufficient; that formal project management procedures must be taught and enforced through regular milestones checks; that the course could include more lectures with a wider range of contents, such as semiconductor physics, testing procedures and digital design flow; that the course should be offered as a two-semester course; that the students should have access to previous designs in order to reuse cells that have already been characterized; and that the course should be restricted to graduate students only, due to the required engagement.

6. Conclusions

An IC design and characterization capstone course in a South American university has been presented, along with the microelectronics program that leads to it. Without a tradition in microelectronics, this initiative represents the first sustainable effort in Chile that allows regular EE students to learn all phases of IC design, from behavioral to physical design, verification, submission for fabrication and testing. The resulting chips designed between 2012 and 2016, fabricated through the MEP, include operational amplifiers, data converters, digital circuits and test structures. A positive reception from students and faculty members has been appreciated. The capstone requires a 2-semester time span. This can be solved via administrative flexibility.

Without a local IC industry, it is not easy to justify within the academic community the existence and the efforts put into such an IC design program. However, without microelectronics-capable engineers in the industry, this is a chicken-and-egg problem. In future years, the capstone should include material on entrepreneurship to encourage students to launch a startup and catalyze the birth of a local IC industry.
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Colossal Permittivity and Dielectric Relaxation in (Li, Al) Co-doped ZnO Ceramics
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Summary: Due to the applications of energy storage and electronic device miniaturization, research on novel dielectric materials with colossal permittivity (CP) larger than 1000 and low dielectric loss has been receiving extensive attention. In many conventional CP materials like CaCu₃Ti₄O₁₂ [1], (Li, Ti) co-doped NiO [2] and copper oxide [3], the CP is usually associated with two mechanisms, namely the effects of internal barrier capacitance (IBLC) [4] and ferroelectricity. Liu et al [5] recently reported a new class of CP materials with the origin of the CP related to the electron-pinned defect formed via the co-doping of acceptor and donor [5]. For (In, Nb) co-doped TiO₂ ceramics, CP of ~6×10⁴, low dielectric loss, good temperature- and frequency-stability were reported. Through donor and acceptor hetero-ionic co-substitutions in oxides, electrons in the donor hopping contributes for the CP and the acceptor holds the electrons thus suppressing the dielectric loss. ZnO is a wide band gap material recently attracted focused attention because of its potential in applications of optoelectronic, photovoltaic, transparent conducting electrode, spintronic and sensors, etc. [6]. This abstract reports the study of ZnO co-doped with Li acceptor and Al donor (Zn₉⁹(Li₀⋅₁, Al₀⋅₂)₀⋅₀₃₃O). X-ray diffraction and scanning electron microscope (with EDS) studies reveal no secondary phase and the dopants are evenly distributed in the ceramic sample. Fig. 1 shows its dielectric constant and dielectric loss as a function of the frequency at room temperature, revealing the CP phenomenon with low dielectric loss (~9862, tanδ ~ 0.159 at frequency of 1 kHz) at room-temperature.

Fig. 1. Dielectric constant and dielectric loss against frequency for the Zn₀⋅₉⁹(Li₀⋅₁, Al₀⋅₂)₀⋅₀₃₃O sample.

With the aim to understand the origin of the CP, dielectric spectroscopic study was conducted at 403 K. Two relaxation peaks (1 and 2) namely at the frequencies of 10² Hz and 10⁵ Hz were identified. Annealing at 900 °C in oxygen decreases the permittivity to 2250, and at the same time removes the relaxation peak 1 in the dielectric analysis. According to the relaxation peak frequency and the annealing result, the relaxation of peak 1 is associated to interface polarization and to the oxygen-poor site at the grain boundary. Peak 2 persists after the annealing process. Arrhenius analysis shows that peak 2 has the activation energy of 0.7939 eV and the frequency factor of fₐ = 6.47×10¹⁴ Hz, which is associated with the relaxation of the electron pinned defect dipole.

Keywords: Colossal permittivity, ZnO ceramics, Interfacial polarization, Oxygen-poor defect, Grain boundary, Defect-dipole.
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Effect of Resistive Switching Cycling on the Physical Characteristics of Ni/HfO$_2$/n$^+$-Si RRAM Devices
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Summary: In this work, the unipolar resistive switching characteristics of Ni/HfO$_2$/n$^+$-Si RRAM devices are investigated. Inspection by scanning electron microscope after Ni removal revealed small hillocks and defects in the active area caused by the electrical stress during cycling. In addition, for severely damaged devices the set voltage is found to exceed the forming voltage. This behavior is correlated to the high current levels reached in the low resistance state which originate a remarkable physical degradation of the top metal electrode. These results point out the importance of considering current excess in the reset phase.

Keywords: Ni, HfO$_2$, MIS, Resistive switching, RRAM.

1. Introduction

Nowadays, NAND Flash technology dominates the non-volatile memory market [1]. However, these memories are currently reaching the scaling limit because their information retention capability is seriously affected by the reduction of the vertical dimension of the gate stack [2]. To overcome this limitation, a number of alternative non-volatile memory technologies have recently been proposed [3]. In this connection, resistive random access memory (RRAM) is considered a promising candidate to substitute Flash [4]. This type of memory consists in a capacitor-like structure with an insulating film sandwiched between two metal electrodes (MIM structure), or one metal electrode and one semiconductor electrode (MIS structure) in which a filamentary pathway is created. If materials are properly chosen, these memory devices are CMOS-compatible with the potentiality of having high scalability, low power consumption, and a high write/read speed.

RRAM devices rely on the resistive switching (RS) mechanism [4], which is related to the alternate switching between two different resistive states, the high resistance state (HRS) and the low resistance state (LRS). The occurrence of these two states is attributed to the formation and rupture of a conductive filament (CF) spanning the dielectric film [5, 6]. The CF is generated by the diffusion of conductive defects as a consequence of the application of an electric field. The transition from HRS to LRS is referred to as the set process, whereas the opposite transition is called the reset process.

Among the different materials used for the fabrication of RRAM devices, HfO$_2$-based RRAM devices have shown good RS performance [7, 8]. In the case of MIS structures with Ni as top metal electrode, unipolar resistive switching is observed, i.e. the set and reset processes occur for the same voltage polarity. For positive voltages, the RS behavior is associated to the generation and degradation of Ni CF [9, 10]. In these devices, two mechanisms contribute to RS: electrochemical diffusion, where Ni cations migrate from the positive electrode (anode) to the negative electrode (cathode) to be reduced and deposited; and metallic migration by Joule heating, where the Ni is melted and dissolved in the dielectric. During set both mechanisms contribute whereas during reset the Joule heating occurs [10-12].

In order to use these devices as memory cells, their reliability must be evaluated. In this work, the degradation of Ni/HfO$_2$/n$^+$-Si devices during RS cycling is analyzed and the impact of the electrical stress on the device physical characteristics evaluated. After assessing the resistive switching behavior under positive bias, an unusual electrical behavior is observed which has been attributed to the degradation of the metal electrode as observed by scanning electron microscope (SEM) inspection of the HfO$_2$ surface after Ni removal. This effect would represent a reliability concern and would eventually lead to device failure.

2. Experimental

2.1. Samples Description

The studied devices are field-oxide isolated Ni/HfO$_2$/n$^+$-Si capacitors with two HfO$_2$ thicknesses, 20 nm and 10 nm, and active areas of 5×5 µm$^2$ and 2×2 µm$^2$. The devices were fabricated on (100) n-type CZ silicon wafers with resistivity (7–13) m$\Omega$·cm according to the following process flow: after a
In order to analyze the effect of the electrical stress on the physical characteristics of the devices, after the electrical measurements, the Ni layer was etched off using \( \text{H}_2\text{O}_2:\text{HNO}_3 \) (4:1). In this way the \( \text{HfO}_2 \) surface was exposed and could therefore be inspected using a SEM.

3. Results and Discussion

3.1. Resistive Switching Assessment

From the experimental characterization of RS, a first analysis corresponds to the forming voltages of the different structures considered. Since \( V_{\text{forming}} \) is, in fact, the voltage at which the dielectric breakdown occurs, the cumulative probability function, \( F \), should follow a Weibull distribution. This is confirmed by the linear Weibull plots obtained for each oxide thickness and device area represented in Fig. 3. As expected, a thicker oxide layer exhibits a higher forming voltage, and, for each thickness, a larger device area exhibits a lower forming voltage. In Table 1 a summary of the most significant parameters is reported.

![Weibull plot of the forming voltages (\( V_{\text{forming}} \) in V) for the different types of devices.](image)

### Table 1. Fitting parameters of the Weibull plots.

<table>
<thead>
<tr>
<th>( \text{HfO}_2 ) thickness (nm)</th>
<th>Area (( \mu \text{m}^2 ))</th>
<th>( V_{\text{forming}} ) (V)</th>
<th>Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>5x5</td>
<td>9.13</td>
<td>21.1</td>
</tr>
<tr>
<td>20</td>
<td>2x2</td>
<td>9.72</td>
<td>21.3</td>
</tr>
<tr>
<td>10</td>
<td>5x5</td>
<td>6.97</td>
<td>27.9</td>
</tr>
<tr>
<td>10</td>
<td>2x2</td>
<td>7.30</td>
<td>29.0</td>
</tr>
</tbody>
</table>

Typical I-V characteristics for 5 RS cycles are plotted in Fig. 4 for the two oxide thicknesses investigated. They show unipolar resistive switching behavior: the set process occurs at voltages lower than \( V_{\text{forming}} \), and the reset process takes place at voltages lower than \( V_{\text{set}} \). This is the most common behavior observed. However, in some devices, as the RS cycling proceeded, at some point \( V_{\text{set}} \) values higher than \( V_{\text{forming}} \) were measured (Fig. 6(d)), being this phenomenon observed for both areas and dielectric thicknesses.
The statistical analysis of the RS parameters is represented in Fig. 5 for devices with 20 nm-thick HfO2 and 100 RS cycles. In Fig. 5(a), the Cumulative Distribution Function (CDF) for $V_{\text{set}}$ and $V_{\text{reset}}$ are given for the two device active areas. The mean and standard deviation values of these two parameters are indicated in Table 2. In Fig. 5(b), CDF of the current values at $V = 0.5$ V are represented, corresponding to a LRS resistance mean value of $2.4 \times 10^3 \ \Omega$ ($2.4 \times 10^3 \ \Omega$) for devices with area $5 \times 5 \ \mu m^2$ ($2 \times 2 \ \mu m^2$) and to a HRS resistance mean value of $3 \times 10^6 \ \Omega$ ($3.8 \times 10^7 \ \Omega$) for devices with area $5 \times 5 \ \mu m^2$ ($2 \times 2 \ \mu m^2$).

### 3.2. Physical Characterization

After performing the electrical characterization of the devices with typical RS behavior, the SEM inspections after Ni etching revealed a small hillock (see Fig. 6(a)) on the HfO2 surface likely located at the CF position, similarly to the results reported for negative unipolar RS [13].

In the case of devices showing set voltages larger than the forming voltage, however, SEM inspections indicated that the metal layer was severely damaged, with a large structure extending not only on the active area but also over the contact pad. This is shown in Fig. 6(b), which corresponds to a device with a 10 nm-thick HfO2 layer and whose I-V characteristics are represented in Fig. 6(d). The generation of this structure was observed in all the samples in which $V_{\text{set}}>V_{\text{forming}}$, yet it was also observed in some samples with $V_{\text{set}}<V_{\text{forming}}$. Moreover, this large degraded area in the top metal electrode was more frequent for devices with areas of $2 \times 2 \ \mu m^2$ than of $5 \times 5 \ \mu m^2$.

In order to explain the observed consequences of degradation in these devices, the cycling I-V characteristics were thoroughly analyzed. Previous to the anomalous behavior, a reset sweep with current values higher than 10 mA was detected in all devices showing this type of behavior, for both HfO2 thicknesses. Not only was the effect observed in experiments consisting in 5 RS cycles but also in longer experiments. As an example, the results obtained for a 20 nm-thick HfO2 in a 100 RS-cycles experiment are shown in Fig. 7.

![Fig. 4. Typical I-V characteristics of 5 RS cycles for devices with (a) 20 nm-thick HfO2 and area $5 \times 5 \ \mu m^2$, and (b) 10 nm-thick HfO2 and area $2 \times 2 \ \mu m^2$.](image)

![Fig. 5. Cumulative Distribution Function (CDF) of (a) the set and reset voltages and (b) the current at $V = 0.5$ V at the HRS ($I_{\text{HRS}}$) and the LRS ($I_{\text{LRS}}$) for 100 RS cycles in devices with a 20 nm-thick HfO2 layer. Results for the two active areas are shown.](image)

### Table 2. Mean and standard deviation of $V_{\text{set}}$ and $V_{\text{reset}}$.

<table>
<thead>
<tr>
<th>Area ($\mu m^2$)</th>
<th>$V_{\text{set}}$ (V)</th>
<th>$V_{\text{reset}}$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \times 5$</td>
<td>2.96</td>
<td>2.34</td>
</tr>
<tr>
<td>$2 \times 2$</td>
<td>3.11</td>
<td>1.99</td>
</tr>
</tbody>
</table>

Note that, when plotting the $V_{\text{set}}$ and $V_{\text{reset}}$ values as a function of the cycle number (see Fig. 7(b)), $V_{\text{set}}$ is lower than $V_{\text{forming}}$ until cycle no. 45 is reached. After this cycle not only $V_{\text{set}}$ and $V_{\text{reset}}$ increase but also their
variability. As indicated in Fig. 7(a), at cycle number 45, the current slowly increases over 10 mA until the resistance switches from the LRS to the HRS, i.e., the same behavior as in the case of the device shown in Fig. 6(d). Note that in these reset processes, the current slowly increases to values higher than 10 mA, meaning that the degradation is progressive. These results point out that during these resets, the thermal energy dissipated by Joule effect is high enough to melt the top electrode and generate the structures observed in Fig. 6(b) and Fig. 7(b).

It is important to mention that despite large set voltages are needed, the device still shows RS cycles. So the high energies dissipated and the damage generated did not destroy the switching capability of the device. Just higher voltages are required to induce the resistance transitions.

A possible explanation for the increase of $V_{\text{set}}$ and $V_{\text{reset}}$ is that degradation operates as a series resistor with the MIS device. Therefore, only part of the voltage sourced by the measurement system drops across the CF, i.e. high $V_{\text{set}}$ values measured are overestimated.

**Fig. 7.** (a) I-V characteristics of a sequence of 100 RS cycles in a Ni/20 nm-HfO$_2$/n$^+$-Si structure with an anomalous behavior. (b) $V_{\text{set}}$ and $V_{\text{reset}}$ values as a function of cycle number. The dashed line indicates the $V_{\text{forming}}$ value. (c) SEM image of the device after Ni etching.

4. Conclusions

Unipolar RS cycling of Ni/HfO$_2$/n$^+$-Si devices can cause severe physical degradation of the Ni electrode. In the vast majority of cases, small defective structures are generated likely localized at the CF position. However, when the current in the low resistance state reaches values higher than 10 mA, the high energies dissipated by Joule heating at the very moment of the reset event, lead to the appearance of a large damaged area in the metal electrode. Despite the devices are still switching, higher set voltages are needed and variability increases. This is a serious reliability concern. Moreover, the large damaged area can extent to adjacent devices when placed in a cross-bar configuration. In view of these results, limiting the current in the low resistance state would be also compulsory to prevent physical degradation of the metal electrode.
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Summary: In this work we present a voltage-controlled memcapacitor emulator fully implemented with commercially available electronic components. The circuit is based on a voltage amplifier with flux-controlled gain. As a result of the Miller effect, over a feedback capacitor, the input capacitance is modulated according to the input flux. The feasibility of the proposed circuit has been verified through a practical implementation. The experimental measurements confirm that the circuit behavior follows the model of a memcapacitor.
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1. Introduction

Since its inception, the memristor (circuit element relating the electrical magnitudes charge ($q$) and flux ($\phi$) [1]), has attracted the attention of many researchers because its application in different emerging areas, such as storage-class memories or neuromorphic computing. The concept of mem-devices, where the memristor belongs, was generalized to capacitive and inductive devices in 2009 [2]. Nonetheless, and in contrast to memristors, due to the technical difficulties associated to the fabrication of solid-state memcapacitors (or meminductors), device emulators have been proposed to replace them in practical research implementations [3-6] until they become available.

This work presents a novel and simple implementation with off-the-shelf components of a memcapacitor emulator based on the Miller effect: Section 2 introduces the relationship between Miller effect and memcapacitance; Section 3 presents an implementation with commercially available analog components completed with its experimental test; and finally, the main conclusions are drawn in Section 4.

2. Memcapacitance and Miller Effect

Memcapacitance ($C_M$) establishes a $n^{th}$-order non-linear relation between charge ($q$) and voltage ($v$) over time ($t$) [2]:

$$q(t) = C_M(x_n, v, t)v(t), \quad (1)$$
$$\frac{dx_n}{dt} = f_M(x_n, v, t). \quad (2)$$

$C_M$ depends on the state-vector (history) of the system ($x_n$). A particular case of memcapacitive systems is the voltage-controlled memcapacitor [2], whose capacitance only depends on the input flux ($x = \phi$):

$$q(t) = C_M(\phi)v(t), \quad (3)$$

where the flux is defined as the time integral of the voltage:

$$\phi = \int^{t} v(\tau)d\tau, \quad (4)$$

The proposed emulator circuit, shown in Fig. 1a, can be modelled by Eq. (3) thanks to the Miller effect. It mirrors the role of a voltage-controlled memcapacitor since its input impedance, $Z_{in}$, corresponds to a capacitance whose value depends on the flux of the input voltage as is derived below.

![Fig. 1. (a) Simplified schematic of the proposed memcapacitor emulator circuit based on the Miller effect. The flux switches the amplifier voltage-gain according to a flux threshold-level, (b) Detailed circuit implementation. The dotted rectangle encloses the flux-controlled gain amplifier.](image-url)
Assuming that the amplifier operates in ideal conditions, the input impedance of the circuit in Fig. 1a, is given by Eq. (5).

\[
Z_{in}(s) = \frac{v_{in}(s)}{i_{in}(s)} = \frac{Z_{C_f}(s)}{1-G} = \frac{1}{s(1-G)C_f}, \quad (5)
\]

where \(C_f\) is the feedback capacitance connecting the input and output terminals of the amplifier and \(G\) the voltage-gain. Therefore, the input capacitance is \(1-G\) times the value of \(C_f\) (Miller effect). But, as indicated in Fig. 1a, the underlying feature to achieve the memcapacitive behavior is to implement a switchable amplifier gain as a function of the flux level:

\[
G(\phi) = \begin{cases} 
-G_1 & \text{if } \phi \leq \Phi \\
-G_2 & \text{if } \phi > \Phi 
\end{cases}, \quad (6)
\]

being \(\Phi\) the threshold value of the flux (triggering flux). In this way, the circuit of Fig. 1a, can be modelled as a memcapacitor, where the input capacitance (memcapacitance), \(C_M\) is given by:

\[
C_M = C_f \cdot (1 - G(\phi)). \quad (7)
\]

### 3. Implementation and Experimental Results

The practical circuit of the memcapacitor emulator of Fig. 1a is schematized in Fig. 1b and its implementation with off-the-shelf devices shown in Fig. 2a. Two dual-operational amplifiers (LM358 [8]) were used to implement the voltage integrator, the inverting output amplifier and a flux-threshold comparator, the output of which enables/disables an analog switch (ADG1219 [9]) to control the gain of the amplifier stage.

![Prototype of the memcapacitor emulator using commercial devices](image)

**Fig. 2.** (a) Prototype of the memcapacitor emulator using commercial devices, (b) Experimental result of the output voltage of the amplifier for a triangular input signal (f = 50 Hz). A gain switching can be appreciated according to the flux-level \(\phi\) and the triggering flux value \(\Phi\).

The configuration selected for this demonstrator includes: \(C_1 = 10 \text{ nF}, G_1 = 2 \text{ V/V}, G_2 = 5 \text{ V/V}\) and \(\Phi = 0 \text{ V/s}\). The gains of the amplifier are achieved by discrete resistors \((R_1 = 10 \text{ k}\Omega, R_2 = 10 \text{ k}\Omega, R_3 = 3.3 \text{ k}\Omega)\) according to Fig. 1b. The time-domain results, shown in Fig. 2b, demonstrate the gain switching according to the flux level when the input is a triangular signal of 500 mV of amplitude and 50 Hz of frequency. Fig. 3a shows the pinched hysteresis loop of the \(q-v\) curve, which is the distinctive electrical signature of memcapacitors [2]. As seen, \(q\) is zero whenever \(v_{in}\) is zero, fulfilling the condition of Eq. (3). Fig. 3b shows the measured input capacitance, switching between the two values given by Eq. (7). As noticed, there are two possible values of capacitance for a given voltage, depending the one seen at the input of the emulator on the history of the circuit (flux).

Finally, we would like to mention that several units of the prototype presented can be combined to conform more complex networks with the aim of assessing neuromorphic circuits.

![Experimental pinched hysteresis loop of the \(q-v\) characteristic of the emulated memcapacitor with a triangular input signal at the frequency of \(f = 50 \text{ Hz}\)](image)

**Fig. 3.** (a) Experimental pinched hysteresis loop of the \(q-v\) characteristic of the emulated memcapacitor with a triangular input signal at the frequency of \(f = 50 \text{ Hz}\), (b) Capacitance values as a function of the input voltage showing two levels.

### 4. Conclusions

A memcapacitor emulator circuit, fully implemented with off-the-shelf components, has been presented. The constitutive equations of memcapacitance are satisfied thanks to the Miller effect over a physical capacitor and a flux-controlled gain. This result constitutes one of the simplest and more powerful approaches to replicate a voltage-controlled memcapacitive system.
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Summary: UV-ozone treatment of sprayed zirconium oxide (ZrO$_x$) thin film was adopted before making a capacitor with Al/ZrO$_x$/p-Si structure. Atomic Force Microscopy reveals a smooth, and dense film with root mean square roughness ~0.26 nm for UV-ozone treated ZrO$_x$ dielectric films. The electrical performance of the device was tested through current voltage (I-V) and impedance characterization; which showed that by increasing the UV-ozone exposure time, the leakage current density was reduced by 3 orders of magnitude, and the capacitance was in the range 290-266 nF/cm$^2$. The thickness of the zirconium oxide layer was around 20 nm and the calculated relative permittivity (k) at 1 kHz was in the range 5.8-6.6, varying with sample treatment duration. The surface wettability measurement revealed a reduction in the films contact angle from 48° to 7° at increasing the UV-ozone exposure time from 0 to 2 hours.

Keywords: Spray pyrolysis, Zirconium oxide, Thin Film Transistor, UV-Ozone, XPS, Wettability, High-k oxides.

1. Introduction

Zirconium oxide (ZrO$_x$) semiconductor material offers excellent applicability in flexible electronics [1], thin film transistors (TFT) [2], sensors [3, 4], display technology [1], and memory technology [5, 6] due to its unique thermal stability, optical, and electronic properties. Additionally, in TFT applications ZrO$_x$ has been employed as a plausible replacement for silicon oxide dielectric layer, owing to its high permittivity (k) (~25), band gap (5.1-7.8 eV), and low leakage current [7-9]. The fabrication of ZrO$_x$ dielectrics by a wet chemical process still lags behind, because of high processing temperature (above 400 °C), arising from the need to decompose or degrade the large organic moiety from the films matrix, which in turn could lead to high thermal budget [10, 11].

Different authors have reported solution-processed high-k ZrO$_x$ dielectric films with good quality after several heat treatment conditions and the fabricated devices exhibited promising electrical performance [12-15]. In comparison with semiconductor thin films, solution-processed high-k dielectrics generally need high annealing temperatures to attain the compact structure needed to prevent leakage current. For instance, according to Park et al., peroxy-ZrO$_x$ dielectric exhibited a low leakage current with high breakdown strength (3.4 MV/cm) at 500 °C [12]. Lee et al. [13] fabricated a solution-processed ZrO$_x$ TFT on a glass substrate; however, the desired carrier mobility (~25 cm$^2$/Vs) was achieved at high annealing temperature of 500 °C. Ha and co-workers [14] employed solution-processed ZrO$_x$, as a gate dielectrics layer of ZTO-TFTs, which demonstrated low operating voltage (<5 V) and high channel carrier concentration; however, the optimized annealing temperature of the ZrO$_x$ dielectric film was as high as 500 °C. Oja et.al [16], Juma et.al [17], and Oluwabi et. al [18, 19] have deposited metal oxide films by spray pyrolysis; however, the desired morphology, and electrical properties was attained after annealing at temperatures above 700 °C.

In recent years, different approaches have been reported regarding material selection, and curing conditions that can reduce the processing temperature (<250 °C) of solution processed films [20-22]. These approaches can be grouped into: (1) chemical methods that deals with the chemistry of precursor solution to facilitate low external temperature [23]. Example of such approach is combustion synthesis [10, 24, 25], and (2) annealing methods that uses alternative energy source or mediated annealing conditions to reduce processing temperature of metal oxides thin films [23]. Examples of such approach are vapor, photo, and vacuum annealing [26], to decrease the processing temperature of conventional solution processed films.

Among annealing methods, photo-assisted annealing, such as UV, laser, and pulsed light, are hopeful alternative to traditional high-thermal annealing, because light energy can directly illuminates the surface of the film, thereby, efficiently utilizing the energy from the light source. For example, Kim et al. proposed an effective way to fabricate solution-processed metal oxide films using deep ultraviolet (DUV) irradiation at 150 °C [27]. Although the approach was highly efficient, but the high cost of such UV equipment may render it unattractive for production. Therefore, it is of great significance to develop a facile and low-cost route to fabricate high-
quality dielectrics, which would be suitable as a gate-dielectric layer in TFT application.

Herein we present a systematic study of the effect of a cost-effective UV-ozone (UVO) treatment at room temperature for solution-processed zirconium oxide (ZrOₓ) dielectric. The film was deposited by chemical spray pyrolysis method, and the influence of UVO treatment was investigated: on both the films surface, and electrical properties. It is essential to point out that UVO treatment is newly introduced for spray deposited ZrOₓ dielectric films and it will be informative for future studies, opening the possibility to deposit metal oxide films onto flexible substrates for electronic applications. The deposition temperature reported in this study differs from a related work on the characterization of ZrOₓ deposited by a chemical method [28]. Most literature usually adopts thermal annealing plus UV treatment, whereas in this present work, the photochemical post-deposition treatment was done at room temperature.

1.1. Mechanism of UV-ozone Irradiation

The mechanism of UVO irradiation has been widely studied owing to its broad applicability in different fields. For the production of ozone, two regions of wavelength have been significantly reported: the light with λ < 243 nm splits the atmospheric oxygen molecules, while the light with 240 < λ < 320 nm decomposes ozone molecules to oxygen free radicals (O.), which effectively performs the oxidative treatment of the ZrOₓ films. The chemical reactions involved when the atmospheric air is used for ozone production are illustrated as follows [29]:

\[
\begin{align*}
O_2 (\text{air}) + (\lambda<243 \text{ nm}) & \rightarrow 2O. \text{ (free radicals)}, \\
O + O_2 & \rightarrow O_3 \text{ (Ozone)}, \\
O_3 + (240 \text{ nm} < \lambda < 320 \text{ nm}) & \rightarrow O_2 + O, \\
O + O_3 & \rightarrow 2O_2
\end{align*}
\]

2. Experimental Details

The films were deposited (T_{dep}) at 200 °C by the ultrasonic spray pyrolysis (USP) technique, which utilizes a nebulizer operated at 1.5 MHz. The nebulized precursor solution consisted of Zirconium acetylacetate (Zr(acac)₄) and methanol. The resulting aerosol was transported onto a heated p-Si-wafer with the aid of air as the carrier gas (flow rate; 3 L/min). After the deposition process, UVO cleaning process was carried out using a commercially available UVO system (NOVASCAN PSD-series) with UV-light (184.9 nm and 253.7 nm) generated from mercury vapor lamp. The UVO exposure time was varied at 30, 60, and 120 min respectively. The corresponding sample data in fig. are labelled as UVO-0, UVO-30, UVO-60, UVO-120 for 0, 30, 60, and 120 min of exposure time, respectively.

The surface morphology of the films was studied using a NT-MDT solver 47 pro Atomic Force Microscopy (AFM) system; the measurement was performed in the non-contact mode with a resolution in the range of 3 nm, and the investigated area was 500 nm × 500 nm per scan. The surface morphology of the samples was analyzed through the 3D AFM scan, and surface roughness was analyzed in accordance with the ISO 4287/1 standard. The wettability of the ZrOₓ dielectric films was studied using a DSA 25-KRÜSS instrument. The contact angle (CA) of water on the film surface was measured at room temperature using the sessile drop fitting method. X-ray photoelectron spectroscopy (XPS) measurements were performed on a Kratos Axis Ultra DLD (delay line detector) spectrometer in conjunction with a 165 nm hemispherical electron energy analyzer. Analyses were carried out with a monochromatic Al Kα X-ray source (1486.6 eV) operating at 150 W. The XPS spectra were recorded using an aperture slot of 300 µm × 700 µm and a base pressure of 2 × 10⁻⁹ Torr. The spectrometer was configured to operate with a 20 eV pass energy and a 90° take-off angle from the surface. The spectra were calibrated using C 1s core level peak centered at a binding energy of 285.0 eV.

Al contact were made using Quorum K975X vacuum evaporator on top of the ZrOₓ film surface with a contact area of 1.7 mm², giving Al/ZrOₓ/p-Si structure. The crystalline p-Si wafer was contacted through indium metal electrode. The I-V curves were measured by applying a DC bias voltage from -1 to 1 V, while impedance measurements were taken by applying AC signal of amplitude 20 mV in the frequency range of 100 Hz – 1 MHz using AUTOLAB PGSTAT30/2.

3. Results and Discussion

3.1. Surface Morphology and Wettability

Fig. 1 shows the AFM deflection images for both untreated (Fig. 1a) and UVO-treated (Fig. 1b, c) ZrOₓ dielectric films. The root mean square (RMS) roughness value was calculated from the AFM height profile of a scanned area 500 nm × 500 nm. The UVO-treated dielectric films demonstrated a lower surface roughness (0.26, 0.32 nm for UVO-30, and UVO-60 respectively) than untreated ZrOₓ dielectric films (0.43 nm for UVO-0), indicating that by increasing the UVO exposure time, the surface of the ZrOₓ dielectric film became significantly smoother. Generally, it is important that the gate-dielectric layer of a TFT device is sufficiently smooth for a reliable device performance [10]. The surface roughness reduction due to UVO treatment could be a result of removal of complex organic ligands from the film surface and formation of a dense metal-oxygen-metal bond network [11].
The wettability of the ZrO$_x$ dielectric surface was studied by measuring the water contact angle (CA). Fig. 2 shows the droplet pictures alongside the mean CA values of water on both UVO-0 and UVO-120 treated ZrO$_x$ dielectric films. It also shows the changes in CA values with aging. In the observed results, the UVO-120 treated ZrO$_x$ dielectric is super-hydrophilic with CA of 7, while the UVO-0 film is hydrophilic with CA of 48. A similar behavior was reported for ZrO$_x$ thin films grown by dip-coatings [30]; however, for ZrO$_x$ dielectric films deposited by both sputtering [31] and electrochemical methods [32], a hydrophobic property was indicated. Gromyko et.al have also reported a difference in CA values for ZnO rod grown by both spray and electrodeposition methods [33].

Furthermore, after both samples were kept in a Petri-dish they were allowed to age for three days. It was observed that the CA increases slightly in both UVO-120 and UVO-0 ZrO$_x$ dielectric films. This suggests that the hydrophilic properties could be lost because of surface contamination or adsorption of moisture (water molecule). For example, the surface oxidative treatment of the ZrO$_x$ dielectric film occurs simultaneously with the removal of the organic compound present on the film surface, which in turn makes the surface very active. The wettability result supports the AFM result as explained earlier in this section.

The O 1s binding energies (BE) of UVO-0 and UVO-60 ZrO$_x$ dielectric films are shown in Fig. 4. All the XPS spectra are asymmetric, and they were deconvoluted using Lorentzian-Gaussian (function pseudo-Voigt) distribution. In the O 1s core level of UVO-O sample, the peaks observed were centred at the binding energy (BE) value of 530.0, 531.0, and 532.0 eV. It is known that the peak centred at 530.0 eV
represents the oxygen in the oxide lattice (M-O). Similarly, the peaks located at 531.0 and 532.0 eV were related to the oxygen vacancy in the lattice (Vo) and the bonded oxygen in hydroxide-related (M–OH) species respectively [36, 11]. In contrast to the UVO-O samples, the peaks on the XPS spectra of UVO-60 sample are all located at a higher BE, centred at BE of 530.4, 531.6, and 532.2 eV. It is also known that the peak located at 530.4 eV corresponds to the M-O-M bonding [37, 11], which is an indication that UVO treatment is effective for surface oxidation, thereby leading to the formation of M-O-M network on the dielectric surface. Similar position of M-O-M peak at 530.4 eV has been reported for spin-coated ZrOx films [11].

Atomic concentrations of all the components (ZrO, Vo, −OH, H2O) found in O1s core level spectrum of UVO-0, UVO-30, UVO-60, and UVO-120 ZrOx dielectric films were calculated from integrated areas of the O1s spectrum using Scofield’s cross-sections, and their corresponding values are summarized in Table 1. We found that by increasing the UVO treatment time from 0 min to 120 min, ZrOx dielectric film demonstrated an increase in the M-O-M, and M-OH bonds, and a decrease in the amount of Vo species. This result corresponds well to the wettability study, suggesting that a high amount of −OH group aided hydrophilicity in the UVO treated ZrOx dielectric films.

As the UVO exposure time was increased, both Zr 3d peaks shifted to a higher binding energies. The reason for this shift could be attributed to the progressive oxidization of ZrOx or to the formation of higher oxidation state Mn+ ions in the film [40]. Similar BE has been reported for Zr 3d in our previous study on Zr-doped TiO2 films by spray pyrolysis [17].

### Table 1. Binding energy and concentrations of O 1s species for UVO-0, UVO-30, UVO-60, and UVO-120 ZrOx dielectric films.

<table>
<thead>
<tr>
<th>BE (eV)</th>
<th>Concentration (at %)</th>
<th>Species</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>UVO-0</td>
<td>UVO-30</td>
<td>UVO-60</td>
<td>UVO-120</td>
</tr>
<tr>
<td>530.0</td>
<td>530.4</td>
<td>530.4</td>
<td>530.4</td>
</tr>
<tr>
<td>531.0</td>
<td>531.5</td>
<td>531.6</td>
<td>531.6</td>
</tr>
<tr>
<td>532.0</td>
<td>532.1</td>
<td>532.2</td>
<td>532.2</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>533.6</td>
<td>533.6</td>
</tr>
</tbody>
</table>

### 3.3. Electrical Characterization

The electrical properties of the ZrOx dielectric film was assessed by characterizing a metal insulator semiconductor (MIS) capacitor with structure, Al/ZrOx/p-Si. Fig. 6 shows the plot of leakage current density – voltage (J-V) behavior for ZrOx dielectric films at different UVO treatment times. An asymmetric behavior can be seen due to the difference in the Schottky barrier height at the electrodes.
interface. However, the leakage current was calculated in the reverse bias regime, and it was found that the leakage current in the UVO-0 ZrOx dielectric film is \( \approx 2.0 \times 10^{-5} \text{ A/cm}^2 \) at 1 V, a similar result has been reported for ZrOx dielectric deposited by atomic layer deposition (ALD) [41]. In contrast to the untreated sample, the UVO-treated samples demonstrated a remarkable reduction in leakage current; by increasing the UVO treatment time to 30 min, leakage current was \( \approx 8.0 \times 10^{-7} \text{ A/cm}^2 \) and further increase in exposure time to 2 h yielded a leakage current of \( \approx 1.0 \times 10^{-8} \text{ A/cm}^2 \) at 1 V. It was reported that UV irradiation (\( \lambda > 185 \text{ nm} \)) can produce hydroxyl radical (OH.) at a high quantum yield; which however, aids the condensation reaction process of Sol-gel metal oxide precursor films [23]. We inferred that longer UVO exposure time may result in the higher content of metal-oxygen lattice, the lower content of oxygen defects, as shown in the XPS studies (details in Section 3.2), and the degree of densification of ZrOx film, which effectively helps to reduce the leakage current.

The zero-bias barrier heights of both the untreated and UVO-treated ZrOx dielectric were calculated by fitting the right part of Fig. 6 into the expression [38]

\[
\phi = \frac{kT}{q} \ln \left( \frac{A' \pi T^2}{\lambda} \right)
\]

where \( A \) is the effective area of the capacitor, \( A' \) the effective Richardson constant is equal to 36 Acm\(^{-2}\)T\(^{-2}\) for ZrO, assuming an electron effective mass 0.3 m\(_o\) for ZrO, m\(_o\) is free electron mass [41, 28], \( k \) is the Boltzmann constant, and \( \phi \) is the Schottky barrier height.

The values of \( \phi \) extracted from Eq. (1) amounted to 0.76, 0.84, 1.04, and 1.09 eV for UVO-0, UVO-30, UVO-60, UVO-120 samples respectively. The increase in \( \phi \) could be due to surface changes at the ZrOx/electrode interface, which is aided by UVO oxidative treatment.

These values compared well with reported in [41, 42]. To explain the changes in the observed barrier height, the effect of charge traps in the dielectric, located at the interfaces of the capacitor constituent layers must be considered [43]. The obtained result is a good indicator for the potential applicability of UVO treatment in reducing the process-temperature of solution-processed dielectric films.

To account for the dielectric property of the deposited ZrOx films, Capacitance – Frequency (C-F) relation was measured at 0 V biased voltage. Fig. 7 shows the C-F dispersion curve of ZrOx capacitors measured at different UVO treatment times. The untreated ZrOx dielectric demonstrated a high capacitance at low frequency region, which suggests the contribution of ionic polarization [10]. On other hand, the UVO-treated samples exhibited a slight increase in capacitance (268, 272, and 290 nF/cm\(^2\) for UVO-30, UVO-60, and UVO-120 samples in respective order), which is stable at the high frequency region. The result obtained from the UVO treated samples revealed that by increasing the UVO exposure time, the contributions from the interface or native oxide capacitance can be eliminated. This result concurs with the AFM, and XPS results on the condensation and defect reduction from the surface of the UVO treated ZrOx dielectric films.

According to the equation \( C = \varepsilon \varepsilon_0 k A/d \): where, ‘C’ is capacitance, \( \varepsilon_0 \) is the permittivity of free space, ‘\( k \)’ is the relative permittivity, ‘\( A' \)’ is the contact area, ‘\( d \)’ is the ZrOx film thickness (~ 20 nm), the relative permittivity of all the deposited ZrOx films was calculated. Similar to the capacitance, the value of \( k \) increases slightly from 5.8 to 6.6 with an increase in the UVO exposure time. It can be inferred from our previous study on ZrOx dielectric films by spray pyrolysis that thermal annealing (~800 °C) was needed to obtain k value of 4.8 [19]. However, in this study, with UVO treatment, k value of 6.6 is obtained, thus, indicating the advantage of UVO treatment in improving the properties of high-k oxide dielectric films.

![Fig. 6. Current-voltage characteristics of ZrOx dielectric film at different UVO exposure time under positive and negative biases.](image)

![Fig. 7. Relative permittivity curve of Al/ZrOx/p-Si CMOS-device in the frequency range between 1 kHz and 1 MHz.](image)

4. Conclusions

In summary, we demonstrated a good quality low processed temperature ZrOx dielectric film via
UV-ozone photochemical treatment. The physical and chemical properties of the films were investigated by AFM, wettability, XPS, and electrical measurements. The results showed that by increasing the UVO exposure time, the surface of sprayed ZrOx dielectric films became more dense, smooth, less defective, and hydrophilic with contact angle down to 7° indicating a successful cleaning property. To demonstrate the electrical performance of the film, a capacitor was fabricated: in which we observed a reduction in the leakage current by 3 orders of magnitude due to the UV-ozone treatment. The UVO treated ZrOx film attained desirable dielectric properties, such as low leakage current down to $10^{-8}$ A/cm², capacitance of 290 nF/cm² and dielectric constant of 6.6 (both at 1 kHz), which elucidates and certifies its applicability as a gate dielectric layer in TFT.
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Summary: This research paper presents the performance evaluation of wireless sensor networks (WSN) for data acquisition system (DAQ). The research work considers three important parameters for performance evaluations. These are temperature, humidity and light. Proteus and Arduino integrated design environment (IDE) were used to build a complete WSN system. A real working prototype was designed and implemented. Experimental procedure includes building the hardware architecture of the transmitting nodes, modeling both the communication channels and the receiving master node. A digital-output relative humidity and temperature (DHT22) and light dependent resistor (LDR) sensors were used for the data acquisition system. The values of the sensed parameters are stored on an SD card mounted on the Arduino board which served as the base station. Experimental (case study) results are obtained from the implemented prototype by taking the readings of the sensors stored on the SD card under various conditions and numerous results were collected to demonstrate the efficiency and flexibility of the proposed approach. The proposed approach will assist the smart-home owners to be kept abreast of their environmental condition and equally know what changes would likely to happen. The implemented prototype can be deployed in smart-homes, remote monitoring and healthcare applications.
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1. Introduction

This research work considers the performance evaluation of wireless sensor network for data acquisition system, which has three parameters namely, Temperature, Humidity and Light. The readings of these parameters are stored as a text file in a media memory card (SD Card) and real time clock will display date and time those parameters are sensed. The sensors with such capabilities are DHT22 and Light Dependent Resistor (LDR) sensors. DHT22 sensor senses both temperature and humidity while light dependent resistor sensor senses light. These components are soldered on a Vero Board together with other digital components that made up the circuit. The fabricated device is powered by battery to enable the sensors to work perfectly.

The data acquisition systems have emerged over some years from electromechanical recorders with few channels to electronic devices possessing the capabilities of measuring hundreds of parameters simultaneously. The most commonly used data acquisition systems make use of magnetic tape and recorders to record the signals. However, with the advent of new technology, the amount of data and the speed and time of collection increases dramatically. Therefore, there is the need to have sophisticated device that can measure environmental parameters in real-time for making an informed decision. The computer based data acquisition system should possess the capabilities of recording extremely accurate, repeatable, and reliable and error free data according to the design specifications and consideration [1].

In order to achieve these design specifications and considerations, the data acquisition system should include: selecting the correct sensors for the target application; the choice of proper wire and shielded cable; signal capturing in proper magnitude; signal and frequency ranging; proper grounding and shielding to avoid loops. In addition, the choice of correct impedance and double ended differential inputs. The smart environment in which the device will be used should also be considered, especially for extremes of ambient temperature, humidity and light Lumin. Therefore, the major goal of this research paper is to notify the smart home users of the changes in the environmental parameters for informed decision making and the most needed recommended practices for smart cities [2].

The state of the art sensor fusion technique in embedded mobile devices is presented by the authors in [3]. The approach is aimed to assist the mobile device users to identify their daily activities using mobile phones. The sensor fusion techniques are used to aggregate data collected from several sensors to enhance reliability in identifying different activities of the mobile phone users. In this regards, the mobile devices to monitor the user’s activities have certain drawbacks, these include: low memory, low battery life and low processing capabilities. And this affects most sensor fusion techniques.

A static calibration and analysis of the Velodyne HDL-64E S2 scanning LiDAR system was
demonstrated by the author’s work in [4]. The work provided a mathematical model for measurements of the HDL-64E S2 scanner. In order to provide an optimal solution for the laser’s internal calibration parameters, a planar feature based least squares adjustment method was demonstrated in a minimally constrained network. The proposed approach, provided a three-fold enhancement in the planar misclosure residual over the standard factory calibration model.

The study of parameter selection for data sampling frequency and segmentation techniques and their effect on classification accuracy was presented. The research work presented the empirical investigation of different data sampling rates, segmentation techniques and segmentation window sizes and how they affect the accuracy of activity of daily living event classification and computational load for two different accelerometer sensor datasets [5].

Advances in heterogeneous communication technologies have enabled sensors to be used in smart cities, things or objects interact with each other while ensuring good network connectivity. However, the existing technologies cannot provide an efficient data acquisition mechanism for flawless and error prone connectivity in smart cities due to the presence of many sensing devices which generates several problems [6-8].

A low-cost microcontroller-based data acquisition device was provided by the authors in [9]. The design consists of a configurable microcontroller-based device with an embedded universal serial bus (USB) transceiver and a 12-bit analogue-to-digital converter. The embedded DAQ device, is preloaded with a firmware program that allows easy data acquisition and generation of analogue and digital signals. It also has the capabilities of data transfer between the device and the application program running on a personal computer through the use of universal serial bus.

The monitoring of cultural heritage in the context of smart cities was demonstrated [10]. The idea is to perform future comparative studies and upload the gathered information into the cloud that will be useful for the conservation of other heritage sites.

The study of the side effect of heterogeneous DAQ hardware was carried out [11]. The major challenge is the lack of an accurate synchronization between samples captured by each device. A low-cost hardware modular DAQ architecture consisting of a baseboard and a set of substitutable modules was presented. However, the system is not efficient enough to solve the presence DAQ requirement. Therefore, a design, implementation and performance evaluation of wireless sensor networks for data acquisition system is very essential.

The fundamental objectives of this proposed design are: time saving; no connection of sensor nodes through wires; inexpensive; quick access to data; accuracy; reliability; data integrity, flexibility, and ease of deployment.

This paper will be of immense importance not just to those who use wireless sensor networks for data acquisition (smart home owners) but also to those who in one way or the other, the result will play a key role in their livelihood. The implemented prototype will go a long way in making a performance evaluation of data acquisition system through wireless sensor networks for monitoring temperature, humidity and light in smart homes much easier.

The rest of the paper is organized as follows: Section 2 presents related literature; Section 3 discusses system architecture and design methodology; Section 4 discusses experimental results and case study; Section 5 provides concluding remarks and plans for future enhancements.

2. Related Work

The work of the authors in [1] discusses the state-of-the-art sensor fusion technique in embedded mobile devices. This approach was aimed to assist the mobile device users to identify their daily activities using mobile phones. The sensor fusion techniques are used to aggregate data collected from several sensors to enhance reliability in identifying different activities of the mobile phone users. Though, the mobile devices to monitor the user’s activities have certain drawbacks, these include: low memory, low battery life and low processing capabilities. And this affects most sensor fusion techniques. The author’s objective is to present an overview of the state of the art to identify instances of sensor data fusion techniques that are used in mobile devices to track the daily activities of mobile phone users.

In the research work by the authors in [2], a static calibration and analysis of the Velodyne HDL-64E S2 scanning LiDAR system was demonstrated. The work provided a mathematical model for measurements of the HDL-64E S2 scanner. In order to provide an optimal solution for the laser’s internal calibration parameters, a planar feature based least squares adjustment method was demonstrated in a minimally constrained network. The work provided the results of the adjustment along with a detailed evaluation of the adjustment residuals. The proposed approach, provided a threefold enhancement in the planar misclosure residual RMSE over the standard factory calibration model. Furthermore, the measurements from the scanner indicated that unmodelled distortions may still be existed in the range measurement. Nevertheless, despite the presence of measurement distortions in the measurements, the whole precision of the adjusted laser scanner data proved to be a practical choice for high accuracy mobile scanning applications.

The authors in [3] study the parameter selection for data sampling frequency and segmentation techniques and their effect on classification accuracy. The authors presented the empirical investigation of different data sampling rates, segmentation techniques and segmentation window sizes and how they affect the accuracy of activity of daily living event classification and computational load for two different accelerometer sensor datasets. The authors presented...
results and recommendations for the choice of the best combination of parameters that are identified based on the equivalent Pareto curve.

The work of the authors in [4] presented a low-cost microcontroller-based data acquisition device. The major components of the device consist of a configurable microcontroller-based device with an embedded USB transceiver and a 12-bit analogue-to-digital converter. The embedded DAQ device, is preloaded with a firmware program that allows easy data acquisition and generation of analogue and digital signals. It also has the capabilities of data transfer between the device and the application program running on a personal computer through the use of universal serial bus. Furthermore, the authors developed the LabVIEW drivers for the fabricated device.

The authors in [5] propose monitoring of cultural heritage in the context of smart cities. The idea is to perform future comparative studies and upload the gathered information into the cloud that will be useful for the conservation of other heritage sites. The authors presented the development of an economical and appropriate data acquisition system which integrate wired and wireless communication, and third party hardware tools for increased versatility of the designed system. The proposed device provided the capability of monitoring a complex network of points with high sampling frequency. The device used a wired sensor in a 1-wire bus and a wireless centralized data recording system and monitoring of physical parameters. Furthermore, it is envisaged that the device will possesses the future capability of attaching an alarm system or sending data over the Internet. The development of three board design and over five thousand algorithm lines of codes, demonstrated the efficiency of the proposed system.

The work of the authors in [6], study the side effect of heterogeneous DAQ hardware. The major problem is the lack of an accurate synchronization between samples captured by each device. In order to provide a solution to this problem, the authors proposed a low-cost hardware modular DAQ architecture consisting of a baseboard and a set of substitutable modules. The main objective is the ability to sample all data sources at predictable, fixed sampling frequencies, with a reduced synchronization mismatch of less than one second between heterogeneous signal sources. Experimental results were presented, demonstrating vibration spectrum analyses from piezoelectric accelerometers and a spectrum of quadrature encoder signals. Other approaches are given by the work of the respective authors in the literature [12-17].

3. System Architecture and Design

Fig. 1 illustrates the block diagram of the real-time device monitoring system. Once connection is established, the DHT22 and a light dependent resistor (LDR) sensors will verify the established connection and start reading the temperature, humidity and light Lumina, and the readings or information is displayed by the LCD through the user interface window. Then, a real-time clock (RTC) module is accessed through I2C interface to obtain the current time and date. The SD card is accessed via SPI interface and a new data log file is created. If the file already exist, new data will be written with its new date and time stamp beneath the existed data inside the file. The two sensors will automatically start taking measurement on the indicated parameters temperature, humidity and light [15-18].

---

**Fig. 1.** Real time device monitoring system flow.
Fig. 2 shows the system architecture. The architecture consists of three inputs and two outputs. All electronics operations are controlled by a single microcontroller unit, which is programmed based on how other peripherals components of the system will behave.

This device, consists of two sensors; temperature and humidity (integrated into a single module), and Light (LDR). The temperature and humidity sensors are responsible to detect ambient changes.

The Light sensor is used to detect the Lumina (brightness) of light. The sensor’s data readings are registered in the microcontroller unit along with date and time stamp synchronously. The data is then be uploaded over into the data log file monitoring database to provide the smart home users with the real time data.

Fig. 3 illustrates the fabricated device prototype. The casing fabrication was done with plastic, and carefully engineered. The casing is portable like a small box which can be hand held and can be carried about easily [19-23].

4. Experimental Results (Case Study)

Fig. 4 illustrates the temperature sensor readings against time of a smart home as a case study. There are three scenarios namely, morning, afternoon and night as indicated in the figure. And each scenario is boarded with a vertical gold, black and thick red dotted lines for easy understanding.
The temperature reading samples were taken once for every 30 minutes. The measurements ran for over 104 samples, and the device had been running for 52 hours and 30 minutes continuously. The temperature reading shows 37 °C max and 25 °C min, while the temperature during the morning of the first day, obviously dropped by 12 °C, and constantly swings between 27 °C and 37 °C during the morning and drastically dropped during the night.

Fig. 5 shows the light sensing result that is the light Lumina. As can be observed, the light sensor’s reading is very high during the daylight (morning) and very low at night. During the daytime, the Lumina varies depending on the atmospheric weather condition either cloudy or sunny. This variation ranges between 3480 to 5710 Lumina, and we can observe a significant drop in the light sensor’s reading, especially at sunsets (night) to be between 1609 to 1999 Lumina. However, we can observe that where the Lumina reading goes low during the daytime, it shows that the doors and the windows of the smart home were closed/locked by the owners. Similarly, where the Lumina reading goes up during the night time, it is an indication that there was a light flashing either from electric bulb or nearby automobile cars.

Fig. 6 illustrates the humidity sensor readings for smart homes. As can be observed, the humidity readings are higher during the night most especially the day that it rained and lower during a normal day. It can be observed that during the night, the humidity sensor measurements varies in the ranges of 44 to 85. However, humidity measurements dropped to 22 and varies in the ranges of 22 to 85.

These results demonstrate the efficiency and reliability of the fabricated device prototype and its application to smart homes. The device will be of immense importance to the smart home owners to be kept abreast of their environmental condition and equally know what changes are likely to happen and when. The performance of the proposed system is reliable in terms of captured data, speed, accuracy, integrity and capacity in its storage as demonstrated in the experimental results. The fabricated device
prototype can be deployed to smart homes, remote monitoring and healthcare applications.

5. Conclusion and Future Work

This research paper used the capabilities of two sensors with three parameters for the data acquisition system. The sensors include: DHT22 used for measuring temperature and humidity, and a light dependent resistor (LDR) used for measuring light. The real time clock (RTC) module was used for capturing date and time stamp of the sensed parameters to record their actual readings. The media memory card (MMC) was used as the main base station for the storage of the sensor readings. The methodology used in this paper is the rigorous performance analysis of the data stored on SD Card (base station). The recording of the sensor’s measurement into the SD card was done in the interval of 30 minutes. The sensor’s reading stored on the SD card with date and time stamped for the three parameters are used to plot the graphs of the three parameters versus time. This approach will helps the smart-home owners to be kept abreast of their environmental condition and equally know what changes are likely to happen and when. The performance of the system is reliable in terms of captured data, speed, accuracy, integrity and capacity in its storage. Experimental results of the fabricated (device) prototype, demonstrates the efficiency and reliability of the proposed approach. Overall, the system can be deployed in smart homes, remote monitoring and healthcare applications.

The future work will consider the integration of a WiFi module to enable transmission, visualization and storage of sensor data over the internet. Smart home users can access the information regarding their environment from remote locations.
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Surface acoustic wave (SAW) devices have been successfully used in communication systems as well as physical or chemical sensors. However, ever-increasing demands for volume data processing and sensitivity in electronic and sensing systems require an increase of the operating frequency of SAWs [1]. Such an increase can be achieved by using interdigitated transducers (IDTs) with a finer period, and/or high acoustic velocity materials [2].

Among available piezoelectric materials, aluminum nitride (AlN) has been particularly attractive for SAW applications because of its good electrical, mechanical, and thermal properties, along with relatively high acoustic velocity and compatibility with complementary metal-oxide-semiconductor (CMOS) technology [3]. However, the electromechanical coupling of AlN based SAW devices is relatively low and this limits the possibilities to use AlN-based radio frequency microelectromechanical systems (RF-MEMS) for next generation mobile communications. In recent years, aluminum scandium nitride (AlScN) thin films have attracted much attention because of significantly increased piezoelectric constants compared to pure AlN [4, 5], resulting in higher coupling coefficient [5]. However, with increasing Sc concentration the material becomes softer, leading to decreasing acoustic phase velocity. Therefore, an optimal Sc concentration has to be found for achieving both high electromechanical coupling and high resonant frequencies simultaneously.

To address this issue, the performance of AlScN-based SAW resonators with relatively high Sc content is of particular interest.

In our work, we developed high quality Al1-xScxN (x = 0, 0.32) thin films and evaluated their integration into high frequency Al1-xScxN/Si SAW resonators. Al1-xScxN(0001) thin films with thicknesses of ~1 μm were sputter-deposited on 4” Si(001) substrates using reactive pulsed DC magnetron co-sputtering. Before deposition, the chamber was evacuated to < 5 × 10^-6 Pa. The optimized Al1-xScxN sputtering process was then conducted in Ar/N2 gas mixture at a combined power P(Al) + P(Sc) of 1000 W at heater temperature of 500 °C resulting in a deposition rate of ~0.14 nm/s [6]. X-ray diffraction (XRD) 2θ/θ scans and 00.2 reflection rocking curve (ω-scan) measurements were performed to evaluate the crystalline quality of the films. As is evident from the XRD 2θ/θ scans (Fig. 1), Al0.68Sc0.32N films are c-axis oriented, and ~1.5° full width at half maximum (FWHM) of 0002 peak rocking curve indicates high crystalline quality of the material.

Fig. 1. X-ray diffraction 2θ/θ scans of the AlScN on Si(001).

Film surface and cross-section morphology was investigated using scanning electron microscopy (SEM). The films have dense and well-ordered columnar microstructure typical for sputtered material and a homogeneous pebble-like surface. Atomic force microscopy (AFM) measurements (Fig. 2) revealed very smooth surface with root-mean square (RMS) roughness below 2 nm.

Fig. 2. Atomic force microscopy image of an AlScN film.
To evaluate the potential of these films, high frequency SAW resonators were realized on Al1-xScxN/Si using various IDT and reflector designs (Fig. 3). The process technology was designed around standard fabrication procedures, using stepper lithography and lift-off techniques, suitable for reproducible high yield manufacturing of highly uniform devices.

Fig. 3. Optical image of fabricated AlScN/Si devices.

The frequency response of the fabricated resonators was characterized using Agilent E5061B vector network analyzer. The experimentally determined phase velocity dispersion curve in Al0.68Sc0.32N closely matches the theoretical predictions and confirms the high quality of our material. As shown in Fig. 4, Al0.68Sc0.32N/Si device exhibited a center frequency of 1.83 GHz, yielding a SAW acoustic phase velocity of 3650 m/s.

Fig. 4. Frequency response of an AlScN/Si device.
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140 mV-Startup Boost Converter for Thermal Energy Harvesting System
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Summary: This work presents an ultra-low startup voltage boost converter for thermal energy harvesting. The proposed architecture is composed of an LC-tank oscillator, a 3-stage charge pump and a DC to DC boost converter. A test chip is implemented in a 0.18 μm CMOS technology. The acceptable input voltage range is from 140 mV to 230 mV. The output produces regulated 1.2 V and supplies 120 μA current for charging NiMH battery. The conversion efficiency is 30 % at minimum input voltage of 140 mV. A maximum efficiency of 60 % can be successfully performed. By incorporating the boost converter and a thermoelectric generator (TEG), a miniaturized module is demonstrated for energy harvesting applications.

Keywords: Boost converter, Conversion efficiency, Energy harvesting, Charge pump, Thermoelectric generator.

1. Introduction

The thermal energy is one of the important energy sources for portable and biomedical applications. The miniaturized thermoelectric generator (TEG) devices have been successfully fabricated for small-scale energy harvesting systems which convert minimal thermal energy from human body and environment gradient or heat flow. The TEG produces a very low dc output voltage which may not be suitable for operation of typical IC. This work intends to implement a dc to dc converter that receives ultra-low input voltage and produces a regulated output voltage for charging a NiMH battery for storing energy.

2. Architecture and Circuit Design

Fig. 1 shows the block diagram of the energy harvesting system consisting of six function blocks. In order to receive a minimum dc input voltage, an LC-tank oscillator is adopted as the input stage. As the input dc voltage exceeds the minimum operational voltage of the LC-tank oscillator, an ac output with enhanced amplitude can be transformed. A charge pump is applied to converts a lower dc input to a higher dc output that is sufficient to enable the boost converter. A duty cycle control is able to produce a clock whose duty cycle is 75 % so that the boost converter can ideally produce a dc output that is several times of the input voltage. At last, the charge control circuit supplying a fixed output voltage 1.2 V and output current 120 μA to NiMH battery for storing energy.

2.1. All Native Differential Drive Charge Pump

Fig. 2 depicts the proposed charge pump adopting all native NMOS device other than NMOS or PMOS, making it suitable for operating at ultra-low voltage. The differential drive charge pump can operate in full cycle of control signal and reduces threshold voltage drop. The conversion efficiency can be higher as well. In addition, the accumulation-mode MOS varactor which has higher capacitance per unit area at low voltage than MiM capacitor is applied. The chip area can be reduced as well as the cost.

Fig. 1. Block diagram of energy harvesting system.
2.2. Duty Cycle Control

The boost converter requires a sufficient supply voltage from the charge pump that is higher than the device threshold voltage for the control signal so as to switch the power MOS effectively. A ring oscillator implemented by odd stage of bulk-driven CMOS inverters receives supply voltage from the charge pump. An optimum efficiency of the energy harvesting system depends on the oscillator frequency. A higher frequency can provide a larger output power on the sacrifice of higher dynamic power. Fig. 3 illustrates a combined logic circuit consisting of a D Flip-Flop, a NAND gate implemented by transmission gates to produce an output frequency that is divided-by-2 with a duty cycle of 75%.

2.3. Improved Boost Converter

Increasing the stage number of the differential charge pump can help to enhance the output voltage. However, the efficiency may decrease due to dynamic power consumption by the parasitic capacitances of the complicated circuit. Fig. 4 shows the improved boost converter that is employed as the main boost circuit. The 75% duty cycle clock can ideally boost the output voltage by several times. A diode-connected NMOS $M_3$ connects the drain and bulk of the power MOS $M_2$. Then the source-bulk voltage $V_{SB2}$ of $M_2$ is negative that lowers the threshold voltage. Accordingly, the efficiency can be improved.

2.4. Charge Control

Fig. 5 shows the charge control with a fixed output voltage 1.2 V and supplies a constant current 120 uA for avoiding overcharge of the battery. A bandgap voltage produces a process, supply voltage and temperature insensitive voltage that is 1.2 V. A constant-gm current is applied for supplying a current source that is independent on supply voltage.

3. Circuit Layout and Measurement

Fig. 6 shows the test chip layout that is implemented in a 0.18 um CMOS process. Fig. 7 depicts the measurement of the control output that receives a minimum input of 140 mV and produce constant 1.2 V output. The acceptable maximum input voltage is 230 mV that produces a successful output. Table 1 summarizes the measurement results. It is observed that the proposed harvesting system can receive a lower input voltage. The conversion efficiency is better than ref [9] based upon the comparison of a similar input and output specification.
4. Conclusions

In this work, the proposed harvesting system combines a charge pump and a boost converter is successfully implemented. The acceptable input voltage range is 0.14–0.23 V. The output is regulated at 1.2 V with a constant supply current of 120 μA. The efficiency is 30% at minimum input voltage while a maximum efficiency of 60% can be successfully obtained.
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Summary: A new continuous monitoring portable system device is presented here, it allows to reduce the complications that arise from diabetic foot ulcer, because of temperature and humidity disorders. This device monitors the microclimate of the shoe and consists of one array of 10 sensors to obtain the temperature and humidity data between the foot and the insole interface of the shoe. It has also a software interface for viewing and analyzing the data. Temperature monitoring of the participants showed an average range of 23.90 °C to 29.34 °C and 51.57 to 69.78 relative humidity.
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1. Introduction

A common diabetic foot disorder located on the plantar surface of the foot is dry skin. The dry skin occurs of certain temperature and humidity conditions, adding disorders in diabetic foot [1, 2]. The development of solutions for sensor applications is an important area in healthcare monitoring [3]. It is accepted in the literature that it is important to have a quantitative way to measure temperature and humidity conditions.

A continuous-monitoring portable-system device is presented here to help preventing of complications that arise from diabetic foot [4]. The device consists in one array of 10 sensors to obtain the temperature and humidity data of the microclimate between the foot and the insole of the shoe. A software interface was developed to show graphically data from the microclimate. In order to perform an analysis of the data's behavior, a 2D plot approximation of the data was created following an exponential curve [5, 6].

1.1. System

The acquisition of temperature and humidity data is carried out in the microclimate between the plantar surface of the foot and the insole of the shoe, with a system consisting of three modules. The first one (M1) is a portable module that allows us to take direct data of temperature and humidity using 10 sensors, a second module (M2) interconnects M1 and a personal computer (PC) and the third module (M3) is a software interface that allows acquisition of the data and displaying text and graphics of the temperature and humidity results.

1.2. Hardware Architecture

The M1 architecture consists of 10 SHT15 sensors (Sensirion, Switzerland) with reading ranges of 100 % RH ±2 % for relative humidity and -40 to 123.8 ± 0.3 °C for temperature. For the connection and communication we used a microprocessor PIC18F452 (Microchip, USA), an AT24C256 memory (Atmel, USA), and a 9 V battery. The sensors were separated into two flexible segments with five sensors each one. They were connected to a screen for viewing the temperature and humidity data during capture.

1.3. User Interface

In M3 module, the obtained temperature and humidity data is stored in a database in MySQL, then the user interface can be used to select readings and plot data in a graphical form in both 2D and 3D. It allows comparison of data between different sensors and readings intervals and some basic statistics calculus can be developed.

1.4. Analysis of Curve

For an analysis of curve behavior, an algorithm was implemented to determine the least squares values for the $\alpha$ and $\beta$ coefficients of an exponential polynomial (1). In this case, as the curve is not linear, we opted for the use of the Gauss-Newton non-linear iterative method.

$$y = 1 - \beta e^{(\alpha \cdot t)} \quad (1)$$

where $y$ is the dependent variable, $e$ is the Euler number, $t$ is the time and $\alpha$ and $\beta$ coefficients are the calculated independent variables.
2. Results

2.1. Test

For the validation of the system device we proceeded with the data collection placing the sensors on calf-skin insoles; two sensors for the forefoot, two for the midfoot and one for the hindfoot then the insoles were placed inside the shoes. The system module M1 was programmed for readings with duration of 60 minutes. In our scenario, we took data from adult male participants and who declared to be without diseases or pathologies on their feet.

Temperature monitoring of the participants showed an average range of 23.90 °C to 29.34 °C, in relation to relative humidity the results were 51.57 to 69.78 RH.

2.2. Monitoring Portable-System

There were no technical problems during the 3000 temperature and humidity data readings.

Fig. 1 shows the continuous-monitoring portable-system, M1 module with the interface connected to the 10 sensors placed on the insole, the display to show temperature and humidity data, the M2 module with the interface to M1 and UBS to PC. Fig. 2 shows the corresponding experimental readings temperature graphs and the time behavior exponential graph. Fig. 3 shows the user software interface with the temperature and humidity 2D graphs of 10 sensors, and modules for selection of sensor to show, the number of reading, time range and statistical results.

![Fig. 1. Prototype of portable system for monitoring the microclimate in the interface of foot, shoes and insole with sensors.](image)

![Fig. 2. Graph of experimental measurements of temperature, and curve behavior of an exponential polynomial.](image)

![Fig. 3. Software interface to select the data range of each sensor and show its 2D graph.](image)
3. Conclusions

We provided a portable and autonomous microclimate monitoring system for temperature and humidity readings placed into the shoes. Up to eight continuous hours of readings at one minute intervals, technically without problem.

Our results have indicated that the system for monitoring microclimates in the foot-footwear interface is a useful tool for medical applications, which may help to decrease or prevent the onset of diabetic ulcers and other diabetic foot complications.

For the future work, we are planning to perform studies using several types of footwear, as well as working with specific population groups that require specialized footwear, such as factory workers and patients with diabetes.
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Summary: A new tunable rectangular substrate integrated waveguide (SIW) and its applications to band-pass filter are presented in this work. The tenability is achieved by using Liquid Crystals substrate (LCs) as a tunable dielectric. The respective design is presented for use in Wireless Communication System applications. Simulations and measurements confirm the improvement of performance by using this new structure with LCs: achieving a return loss ($S_{11}$) better than -35 dB and an insertion loss ($S_{21}$) less than -0.67 dB with a bandwidth of around 65 MHz. The anisotropic properties of LCs molecules allows to shift the central frequency from 2.33 GHz to 1.94 GHz which means a relative tuning range of 16.73 %, to decrease the return loss and insertion loss of about 44.6 % and 57.59 % respectively, when an external DC voltage is applied to the device. Good agreement is achieved between the simulated and measured results.
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1. Introduction

The current progression of wireless communication technologies has become multi-standard, having multiband coverage and multi-functionality. Hence, they require a wide variety of analog circuits containing several amplifiers, filters, oscillators, antenna, etc., for each specific application frequency. As a result of this evolution, much attention has been devoted to designing and manufacturing frequency tunable and reconfigurable devices especially the filter that constitute a key component in the radio frequency (RF) chain and microwave device. Reconfigurable filter has special significance in future smart and miniaturized wireless systems. It consists to replacing the need for multiple channels, improving overall system reliability, and reducing size, weight, complexity, and cost. it has a control circuit to adjust their characteristics such as center frequency, bandwidth, and selectivity in a predetermined and controlled manner. The present research tries to including substrate integrated waveguide (SIW) technique [1] and filters, because it has several advantage of low loss and cost, high power handling capability, easy integration [2] and compact volume size.

The SIW combines the best and complementary features of both planar transmission lines and non-planar waveguides. Some improved structures of SIW were proposed for miniaturization and enhancement of their spurious suppression characteristics [3]. Thus, it is found very appropriate in microwave and millimeter-wave tunable filter applications.

An alternative method for frequency reconfiguration is provided by material variation. Generally in this method, an applied static electric field is used to change the relative permittivity and an applied static magnetic field is used to change the relative permeability of a material embedded in the devices. The most common materials that are frequently used for frequency shifting are ferrite [4], ferroelectric [5] and more recently liquid crystal (LCs) [6].

Due to their flexibility as a liquid dielectric and because of their anisotropic characteristics [7], liquid crystals have been used widely in telecommunication and microwave devices, where they have showed promising results in terms of both tenability and performance [7-9].

Recently, a new LC mixture (GT3 series from Merck KGaA, Germany) is synthesized especially for microwave applications. This new series of LC is used, in this paper, to design a new tunable SIW pass band filter.

This work is focused on a reconfigurable rectangular SIW filter based on liquid crystal known to produce tenability thanks to the variability of their characteristics [10]. Tenability can be induced by applying an external electric field [11] to change the characteristics of the studied device.

![Configuration parallel and perpendicular permittivity (ε_r║, ε_r┴).](image)

To realize the concept, the reconfigurable mechanism of the filter response is analyzed, in which a holes on the top metallic surface of the SIW filter are applied for mode regulation. This new technique is used to reduce the cost, minimize the size and enhance the performance of this structure. A TE₁₀ mode of
propagation is used as a dominant mode to realize a single-mode of the microwave filter which operating at 2 GHz. The reconfigurable filter including a rectangular SIW are simulated and compared with the measured results [12] to confirm the accuracy of the proposed analysis.

2. Equations Liquid Crystal as Tunable Material for Microwave Applications

Liquid crystals are dielectric materials with anisotropic characteristics exist in a mesophase between crystalline solid and an isotropic liquid [1]. LCs can be processed around 300 °C, has excellent electrical properties, very low moisture absorption, light weight, mechanical stiffness, thermal stability (CTE = 0-30 ppm/°C), chemical resistance. The anisotropy property of LCs in the nematic phase, deduced from a permittivity tensor. It depends on the direction of the applied electric field which is created in the LC substrate by applying in addition to the microwave signal, a low frequency voltage command (Fig. 1).

As a result of applying an electric field command, the molecules of liquid crystal will gradually move parallel to the RF, thus changing the value of the permittivity and loss tangent to \(\varepsilon_r\) and \(\tan\delta\) respectively. The saturation permittivity is related mainly to the liquid crystal permittivity \(\varepsilon_{r\parallel}\). The random distribution of the liquid crystal molecules in this case can be described by order parameter \(S\), expressed by:

\[
S = \frac{3}{2} \cos^2 \theta - \frac{1}{2},
\]

where \(\theta\) is the average angle between the molecular axis and the director \(\hat{n}\), \(<\cdot>\) is the average orientation of all molecules.

Anisotropy is then defined as the difference between parallel and perpendicular permittivity and ensues from the following relation:

\[
\Delta \varepsilon = \varepsilon_{r\parallel} - \varepsilon_{r\perp}.
\]

The dielectric anisotropy permits the frequency agility. All of these advantages make it appealing for high frequency applications.

3. Tunable Rectangular SIW Filter Parameters and Structure

The rapid growth in wireless communication systems need the use of a new guided wave structures called substrate integrated waveguide (SIW) which can be synthesized on a planar resonator and filter with periodic arrays of metalized via holes inside the cavity.

The design rules for the rectangular SIW based upon TE\(_{10}\) are determined by the resonant frequency:

\[
f_{r(10)} = \frac{c}{2 \pi \sqrt{\mu_r \varepsilon_r}} \sqrt{\left(\frac{\pi}{w_{\text{eff}}}\right)^2 + \left(\frac{\pi}{l_{\text{eff}}}\right)^2},
\]

where \(f_{r(10)}\) is the first resonant mode of the cavity, \(c\) is the speed of light in free space, \(\mu_r\) and \(\varepsilon_r\) are the relative permeability and the dielectric constant of the substrate respectively. \(W_{\text{eff}}\) and \(l_{\text{eff}}\) are the efficient length and width of the SIW cavity.

The \(l_{\text{eff}}\) and \(w_{\text{eff}}\) should be replaced the equivalent width (\(w_{\text{SIW}}\)) and length (\(l_{\text{SIW}}\)) of the SIW cavity because of the presence of vias side wall.

\[
w_{\text{eff}} = w_{\text{SIW}} - \frac{d^2}{0.95p} \quad l_{\text{eff}} = l_{\text{SIW}} - \frac{d^2}{0.95p},
\]

\[
d > 0.2\lambda_0 \frac{d}{p} < 0.5,
\]

where \(d\) is the diameter of the vias, and \(p\) is the center to center separation between the vias along the longitudinal direction as shown in Fig. 2.

![Fig. 2. Dimensions of the SIW.](image)

The tunable rectangular SIW filter is designed and optimized through the simulation tool HFSS.13 (High frequency structure simulator) in order to evaluate the overall performance of the novel tunable structure. Parametric study for different parameters of the reconfigurable SIW filter has been performed to find the most optimum values. The structure of the rectangular SIW filter based on LCs is shown in Fig. 3.

The SIW pass band filter with vias holes has been designed on FR4 with electrical permittivity \(\varepsilon_r = 4.4\) and thickness of 1.6 mm. the rectangular SIW is printed on LC substrate with thickness of 1.2 mm and size of 48.7×51.62 mm\(^2\). A cavity was hollowed in the substrate to host a liquid crystal by capillarity with a low dielectric constant permittivity \((\varepsilon_r = 2.7\) to \(\varepsilon_r = 3.3)\) and a loss tangent of 0.0143, whilst the via-hole diameter \(d = 2\) mm and the distance between adjacent vias (pitch) \(p = 3\) mm. The ground plane covers the back side of the substrate had a size of 92×100 mm\(^2\). The tunable rectangular SIW filter is excited by a microstrip line printed on a partial grounded substrate. The microstrip feed line is designed to match 50 \(\Omega\) characteristic impedance. The impedance matching of the proposed structure is enhanced by correctly adjusting the dimension of the feeding structure and the radiating patch size. The final
physical length, and width, of SIW filter are 48.75 mm and 51.62 mm respectively.

Fig. 3. Structure of tunable rectangular SIW filter.

3. Result and Discussion

Comparison of the simulated and measured return loss and insertion loss of the SIW filter without LCs is presented in Fig. 4, where it can be seen that measured and simulated return loss are in good agreement. there is nevertheless a noted frequency shift of 45 MHz (2.25 %) from the center frequency, which is due to the variations of permittivity in the substrate, i.e. $4.6 \pm 0.15$ (up to 3.26 %) and the inconsistencies of dielectric thickness, i.e. $1.6 \pm 25$ (up to 1.56 %), as well as manufacturing tolerance.

In this section, a method to improve the performance of the SIW filter and to replace the need for multiple filters is introduced. The proposed approach consists of placing LCs in the cavity of the SIW filter.

Figs. 4 and 5 show the simulated and measured S11 and S21 of the rectangular SIW filter for two different permittivity (2.55 and 2.7). We can be seen that the use of the LC material in our structure decreases the return loss and insertion loss of the SIW filter of a value of 18.96 % and 6.33 % respectively, and confirms the potential frequency agility.

The tuning in the rectangular SIW filter is assured by varying the permittivity of the LC from $\varepsilon_r \perp = 2.5$ (without polarization) to $\varepsilon_r \parallel = 3.3$ (with polarization), as shown in Fig. 6. The variation value of the permittivity of the LC allows moving the return loss of the SIW filter, so as to cover adjacent frequency bands. The center frequency of this filter varied from 2.33 GHz to 1.94 GHz corresponds to an important frequency agility of 16.73 %. So, we can conclude that this structure with LCs and applied continuous voltage enable to decrease the return loss and insertion loss of about -16.93 dB (44.6 %) and 0.91 dB (57.59 %) respectively.

We noticed that the SIW pass band filter achieved a minimal frequency with a permittivity of 3.3 which corresponds to maximal permittivity of liquid crystals in the saturation phase.

Fig. 4. Simulated and measured S11 without LCs.

Fig. 5. Return loss and insertion loss with LCs.

Fig. 6. Frequency agility of the SIW filter.
4. Conclusions

We have discussed the design concept as well as the performances of tunable SIW pass band filter based on Liquid Crystals substrate. In order to be applicable to the next generation mobile communication systems, there are several requirements such as tenability, miniaturization and high performances. From these results, the proposed reconfigurable SIW pass band filter is successful demonstrated, and the filter topology is simple to implement. So, the reconfigurable SIW filter can be good channelizer for multimode/multi-frequency and radio systems.
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Summary: A 16-Gbps low-power transceiver for high-speed serial links is presented. The proposed transmitter utilizes a programmable-swing near-ground voltage-mode driver. The receiver adopts a multiple gain-path differential amplifier with feed-forward capacitors that boost high-frequency gain. The receiver utilizes an adaptive bias generation scheme to compensate the input common-mode variation. The small-swing and impedance matching techniques applied to the transceivers effectively improve signal integrity and power efficiency. The proposed SerDes transceiver designed in a 65-nm CMOS technology achieves a data rate of 16 Gbps/channel and 0.3 pJ/bit power efficiency over a 10-cm FR4 PCB.
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1. Introduction

The ever-increasing demand for higher data rates in battery-operated mobile devices, such as smart phones with multi-core application processors and low-power mobile memories, is pushing the off-chip signaling power consumption of multi-Gb/s/channel mobile I/O interfaces into the sub pJ/bit range.

In this paper, we present a low-power near-ground signaling serializer-deserializer (SerDes) transceiver which is suitable for use in point-to-point mobile I/O interfaces and memory interfaces. The proposed low-swing transceiver achieves a data rate of 13 Gb/s/pair and a power efficiency of 0.3 pJ/bit over a 10-cm FR4 printed circuit board trace. To achieve this low-power and high signal integrity, the transmitter adopts an on-chip regulated near-ground voltage-mode driver [1-3] and a simple impedance matching technique and the receiver utilizes a multiple gain-path differential amplifier with feed-forward capacitors [4] that boost high-frequency gain.

2. Proposed SerDes Transceiver Architecture

Fig. 1 shows the proposed serial-link interface architecture used in this design. It consists of a transmitter (Tx) and a receiver (Rx) at both ends on a 10-cm FR4 differential transmission line. This point-to-point serial link channel is unterminated, however, both the output impedance of the transmitter and the input impedance of the receiver are set to the channel characteristic impedance, resulting in a good signal integrity.

Fig. 2 shows the transmitter circuit, consisting of a regulated supply block, a pre-driver, and a voltage-mode output driver [1, 2]. The regulated supply block consists of a reference current generator, a digital-to-analog converter (DAC), and a Vs regulator. The regulator output can be adjusted digitally via the DAC. The Vs regulator generates a digitally adjustable supply voltage of about 200 mV, resulting in a differential peak-to-peak output swing of 100 mV.
3. Experimental Results

The proposed low-power NGS transceiver was designed using a 65 nm CMOS process. The proposed N-over-N structure transmitter with a programmable Vs regulator with 110-350 mV voltage level has a common mode near ground level and a programmable output swing width of 80-175 mV. The proposed receiver with differential common-gate amplifier type inputs using ABG achieves improved high-frequency characteristics using multiple gain-path structures.

Fig. 4 shows the eye-diagram of the NGS transceiver operation (16 Gb/s, Vs = 260 mV).

Fig. 4 shows the eye-diagram of the NGS transceiver interface operating at 16 Gb/s over a 10 cm transmission line. Fig. 4(a) shows the output of
the pre-driver. It can be seen that the asymmetric rise/fall time has an upward common mode level at high frequencies. Fig. 4 (b) shows the eye of the output stage Tx when Vs = 260 mV. It has an amplitude of about 91.3 mV, which shows that the impedance matching of the output stage and the channel is well done. Fig. 4(c) shows that the attenuated signal through the 10 cm channel enters the input of the receiver. It has a low common mode of about 125 mV and an open-eye of 31.4 mV amplitude. Fig. 4(d) shows that the signal amplified through input Rx has an eye-height of 134 mV at 16 Gb/s.

Table 1. Comparison of transceiver performance.

<table>
<thead>
<tr>
<th></th>
<th>[1]</th>
<th>[3]</th>
<th>[4]</th>
<th>This Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>90 nm</td>
<td>40 nm</td>
<td>65 nm</td>
<td>65 nm</td>
</tr>
<tr>
<td>Supply (V)</td>
<td>1.0</td>
<td>1.0</td>
<td>0.6-0.8</td>
<td>1.0</td>
</tr>
<tr>
<td>Channel length (cm)</td>
<td>80</td>
<td>7.62</td>
<td>8.89</td>
<td>10</td>
</tr>
<tr>
<td>Tx output swing (mV)</td>
<td>200</td>
<td>400</td>
<td>100-200</td>
<td>80-175</td>
</tr>
<tr>
<td>Data rate/channel</td>
<td>6.25 Gbps</td>
<td>16 Gbps</td>
<td>4.8-8 Gbps</td>
<td>16 Gbps</td>
</tr>
<tr>
<td>Tx power (mW)</td>
<td>2.26</td>
<td>-</td>
<td>1.92@6.4 Gbps</td>
<td>2.06@13 Gbps</td>
</tr>
<tr>
<td>Rx power (mW)</td>
<td>2.3</td>
<td>2.69</td>
<td>1.07@6.4 Gbps</td>
<td>1.3@13 Gbps</td>
</tr>
<tr>
<td>Sampler(SAFF) power</td>
<td>0.5</td>
<td>-</td>
<td>0.57@13 Gbps</td>
<td>0.3@13 Gbps (with SAFF)</td>
</tr>
<tr>
<td>Total power</td>
<td>5.06</td>
<td>-</td>
<td>3.93@6.4 Gbps</td>
<td>3.93@13 Gbps</td>
</tr>
<tr>
<td>Power efficiency (pJ/bit)</td>
<td>0.81</td>
<td>-</td>
<td>0.47@6.4 Gbps</td>
<td>0.3@13 Gbps (with SAFF)</td>
</tr>
</tbody>
</table>

4. Conclusions

In this paper, we introduce a low-power, low-swing SerDes transceiver with a common mode close to ground level. The proposed transceiver was designed in a 65-nm 1.0-V CMOS process to achieve a data rate of 16 Gb/s and a power efficiency of 0.3 pJ/bit (= 0.3 mW/ Gb/s) on a 10-cm FR4 PCB channel.
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Summary: Pt-functionalized FET-type hydrogen gas sensors based on AlGaN/GaN heterojunction were fabricated and investigated for extreme environment operation. Gateless field effect transistors were fabricated on AlGaN/GaN-on Si platform and the gate area was functionalized with Pt as hydrogen catalyst. The sensor devices demonstrated hydrogen sensing performance up to 250 °C with sensitivity enhancement. In addition, the hydrogen sensitivity was not degraded by highly-energetic proton irradiation at very high fluence of $10^{15}$/cm$^2$. These results confirm that GaN-based hydrogen sensor can be a strong candidate for extreme environment sensing application.
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1. Introduction

For decades, space exploration agency has employed hydrogen gas as rocket fuel to transport crew and cargo to space and developed extensive experience in the safe and effective handling of hydrogen. With the recent focus on environment-friendly energy resource with high efficiency, hydrogen will continue to be innovatively stored, measured, processed and utilized. There is also great interest in hydrogen-fueled vehicles, aircraft, fuel cells, and industrial process [1], and hydrogen sensors have been extensively researched. In particular, wide bandgap semiconductor sensors are well-suited for extreme environment operation, due to their low intrinsic carrier concentration and high binding energy which enable them to be operated at elevated temperatures and high radiation level [2, 3]. Especially, AlGaN/GaN heterojunction has been identified as a promising candidate for gas sensors. It has a high density and mobility of carriers in two-dimensional electron gas (2DEG) channel induced by piezoelectric and spontaneous polarization. Therefore, the drain current response can be amplified through a functionalized gate electrode such as Pt or Pd catalytic metal [3-5].

In this study, we investigated Pt-functionalized FET-type AlGaN/GaN heterojunction hydrogen gas sensors for extreme environment operation. The sensor characteristics were measured at 250 °C of baseline temperature and also after 5 MeV proton irradiation with total dose of $10^{15}$/cm$^2$.

2. Device Fabrication

The epitaxial structure consists of a 10 nm in-situ SiNx layer, a 4 nm GaN capping layer, a 24 nm AlGaN barrier layer, and a 4.9 μm GaN buffer on a Si (111) substrate. Fig. 1 shows the cross-sectional structure of the fabricated sensor device on AlGaN/GaN-on Si platform. First, mesa isolation was performed by inductively-coupled plasma-reactive ion etching system with BCl3/Cl2-based discharges to define active region of sensor devices. Then drain/source ohmic contacts were formed with Ti/Al/Ni/Au (20/120/25/50 nm) metal layers with electron-beam evaporation followed by rapid-thermal annealing at 830 °C for 30 s in nitrogen ambient. For device passivation, the SiO2 (200 nm) layer was deposited using a plasma-enhanced chemical vapor deposition. Ti/Au (40/600 nm) layers were used to form probing contact pad. Finally, Pt (50 nm) layer was deposited as hydrogen gas sensing catalyst on the gate area.

Fig. 1. Cross-sectional diagram of hydrogen gas sensor with Pt-functionalized gate area fabricated on AlGaN/GaN-on-Si platform.

3. Sensing Characteristics

3.1. High Temperature Characteristics

The fabricated sensors were submitted to five cycles of 4 % hydrogen gas for 5 s with the drain...
voltage of 0.1 V in the gas chamber probing system. The current of FET-type hydrogen sensors demonstrated sensing response characteristics as shown in Fig. 2. Hydrogen-sensitivity of the sensor was 11 % at 150 °C and enhanced up to 15 % at 250 °C with a temperature-rise. This result suggests that this device can be a good candidate for hydrogen sensor operating at high temperatures.

3.2. Post-Irradiation Characteristics

We also performed 5 MeV proton-irradiation onto the fabricated sensor devices. Proton-irradiation was conducted with an MC-50 cyclotron at the Korea Institute of Radiological and Medical Sciences at a room temperature under low vacuum atmosphere. Total proton dose was $10^{15}$/cm². The beam propagating direction was perpendicular to the 2DEG layer. As shown in Fig. 3, the irradiated devices exhibited the reduction of channel current from 585 to 500 μA at $V_{DS}=0.1$ V due to displacement damage [6, 7]. However, the sensitivity of the sensor measured at 250 °C was 12 % and 14 % before and after proton irradiation, respectively. With regard to very large amount of total dose, this result clearly demonstrates radiation hardness of hydrogen gas sensors with AlGaN/GaN heterojunction.

4. Conclusions

In summary, we investigated the operation of Pt-functionalized hydrogen gas sensors fabricated on AlGaN/GaN-on Si platform at high temperature and radiation environment. A sensitivity of hydrogen gas was enhanced with temperature-rise from 150 to 250 °C. We also observed the sensing response characteristics after proton irradiation was not degraded by $10^{15}$/cm² proton-irradiation at 5 MeV. The ability to function in high temperature and high energy/flux radiation condition will make AlGaN/GaN heterojunction-on-based sensors very attractive in extreme environment applications.

Fig. 2. The sensing response characteristics of hydrogen sensor at (a) 150 and (b) 200 °C measured with $V_{DS}=0.1$ V.

Fig. 3. The sensing response characteristics of hydrogen sensor before and after proton irradiation.
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Summary: This work presents a time to digital converter (TDC) with continuous sampling, which has sufficient resolution and low power consumption. First, the time amplifier control circuit enhances the time resolution. Next, sense amplifier latch circuit measures the numbers of rise edge of input frequency within reference frequency and send the pulse wave of measurement result to next stage. Finally, the register stores the counter output data, and the reset circuit controls TDC to do continuous sampling so the system no need to enter an external signal. The layout of the test chip is realized using a 0.18 µm 1.8 V 1P6M TSMC CMOS process. The chip area is 217×169 um2 and the power consumption is 7.2 mW.

Keywords: Time to digital converter, Continuous sampling, Time amplifier.

1. Introduction

The time to digital converter circuit is widely used in applications such as laser range-finder, ultrasonic flow meters, thermal sensor, ultrasonic thickness measurement, digital storage oscilloscopes, etc. [1, 2] This work presents process, supply voltage and temperature (PVT) insensitive TDC with continuous sampling that is applied to a capacitor sensing system for biomedical application.

2. Architecture and Circuit Design

Fig. 1 shows the function block of the time to digital converter. The architecture can produce a digital output code that is insensitive to process, supply voltage and temperature variations. A reference signal is given to sample the cycle time of the input signal \( (F_{IN}) \) and converts it to a digital output code. The reset circuit is used to do continuous sampling.

Fig. 2 depicts the time amplifier control circuit. \( S_1 \) decides the divided ratio of \( F_{IN} \) and widens the pulse width. \( V_{DD} \) is given to input of a DFF so that its output \( \text{Start} \) samples the first rising edge. The second rising edge is sampled by \( \text{Stop} \) which is output of two DFFs. Another DFF with its input connected to GND can produce \( \text{StartB} \) which has 180° phase difference to \( \text{Start} \). The same scheme is adopted to produce \( \text{StopB} \) which also has 180° phase difference to \( \text{Stop} \). The differential pass-transistor logic is adopted to design an XOR/XNOR function so that the rising edges of \( \text{Start} \) and \( \text{Stop} \) are combined to produce \( A*T_{in} \) who has only one cycle of signal. The delay paths of all signals are carefully matched. Accordingly, the output period of time can be exactly equal to \( A \) times of input period of time. Accordingly, the resolution of TDC can be enhanced by ratio \( A \).

The sense amplifier latch depicted in Fig. 3 is utilized to maintain high time resolution of the TDC. It is a differential circuit that contains a sense amplifier, so the operation speed can be fast. The setup time and hold time as well as delay time can be very small. The two 7-bit counters sample the output signal of SA latch, then a 1-bit full adder accumulates the 2 outputs. The register is used to store the counter output code by the flip-flop and parallel connection. If the trigger signal \( \text{CLKa} \) transits from "0" to "1", then the signal can be stored. To reset the signal, \( \text{Rst} \) is set to "1" and the signal is cleared.

Fig. 1. Function block of time-to-digital converter.
3. Test Chip and Measurement

Fig. 5 shows the photograph of the test chip that is applied in a biomedical sensing system. The TDC is a part of the design. Fig. 6 shows measurement of the TDC with resolution of 1 MHz. The frequency range is from 190 MHz to 210 MHz. The output digital code is from 210 to 230. The data is sampled for 10 cycles.

![Chip photograph](image)

![Measurement results](image)
Table 1. Time to digital converter comparison table.

<table>
<thead>
<tr>
<th>Year</th>
<th>Technology</th>
<th>Supply Voltage (V)</th>
<th>LSB Width$_{min}$(ps)</th>
<th>Input Range (ns)/(*1)</th>
<th>Ref. Freq.(Hz)</th>
<th>Output Bit</th>
<th>Continues Sampling</th>
<th>Sampling Rate$_{max}$ (MB/s)</th>
<th>Power Diss.(mW)</th>
<th>Core Area (mm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>0.13 μm CMOS</td>
<td>1.3</td>
<td>1</td>
<td>32</td>
<td>100 M</td>
<td>7</td>
<td>No</td>
<td>NA</td>
<td>4.3</td>
<td>0.07</td>
</tr>
<tr>
<td>2013</td>
<td>0.18 μm CMOS</td>
<td>1.8</td>
<td>5</td>
<td>NA</td>
<td>52 M</td>
<td>10</td>
<td>No</td>
<td>NA</td>
<td>17</td>
<td>0.62</td>
</tr>
<tr>
<td>2011</td>
<td>0.13 μm CMOS</td>
<td>1.2</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>14</td>
<td>Yes</td>
<td>3200</td>
<td>7</td>
<td>0.2</td>
</tr>
<tr>
<td>2013</td>
<td>0.18 μm CMOS</td>
<td>1.8</td>
<td>43.5</td>
<td>2.1 G</td>
<td>2.1 G</td>
<td>8</td>
<td>Yes</td>
<td>2.2 G</td>
<td>7.2</td>
<td>0.036</td>
</tr>
<tr>
<td>2013</td>
<td>0.18 μm CMOS</td>
<td>1.8</td>
<td>43.5</td>
<td>2.3 G</td>
<td>2.3 G</td>
<td>8</td>
<td>Yes</td>
<td>2.3 G</td>
<td>7.2</td>
<td>0.036</td>
</tr>
</tbody>
</table>

Table 1 is the comparison of the time to digital converter. The resolution is released according to the application in a biomedical system so it only requires a lower sampling rate. The chip area and power consumption is better than other references.

4. Conclusions

A time-to-digital converter is implemented in a 0.18 μm CMOS process. The TDC utilized an architecture producing digital output code insensitive to process, supply voltage and temperature variations. The measurement results successfully verify that it can sample the input signal continuously. The input frequency is from 190 MHz to 210 MHz with resolution of 1 MHz.
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Summary: A novel method is developed for the encapsulation of gold nanoparticles and glucose oxidase combinedly into the cavity of ZIF-8 metal organic framework in aqueous media and subsequently used for amperometric glucose sensing application. ZIF-8 is highly efficient, stable (thermal and chemical) and possess large surface area with unique cavity to accommodate both the AuNPs and GOx. The as-synthesized composite is thoroughly characterized by various physico-chemical methods, confirms the uniform distribution of the AuNPs over the metal organic framework surface. The presence of highly conducting AuNPs and GOx facilitate the electrocatalytic reaction of mediator free tandem electrocatalytic reaction of both glucose oxidation and oxygen reduction. Further, the nano-composite exhibits admirable stability with low-level detection of glucose in aqueous media (50 nM of glucose) by using very low concentration of GOx (62 μg in 1 mL).
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1. Introduction

Diabetes is the most common and widespread chronic disease affecting blood glucose levels and leads to various abnormalities as cardiac arrest, failure of kidney function, degeneration of neurons [1]. Regular monitoring of glucose level and administration of insulin shot periodically is required for the proper longterm management of blood glucose level of diabetes patients. Current monitoring methods for glucose involves painful invasive approaches and hence many patients will not follow the protocol intentionally or unintentionally [2-8]. Furthermore, insulin overdose can cause adverse effects as unconsciousness and even death. Hence, an urgent need for simple and noninvasive glucose monitoring is highly seeking.

2. Experiment

2-methlyimidazole (22.70 gm) was taken in 400 ml of ultrapure mili-Q water. 50 mg of GOx is added in the same solution. This mixture will be slightly yellow in colour due to dissolved GOx. 1.17 gm of Zn(NO3)2.6H2O was dissolved in another 390 ml of mili-Q water. Another 10 ml of AuNPs was taken separately. Solution of Zn(NO3)2.6H2O and AuNPs were added simultaneously in the mixture of 2-methylimidazole and GOx under constant stirring of 600 rpm at room temperature. The reaction mixture was stirred for 3 hours. In the very beginning of the reaction, solution was seemed transparent yellow which started to turn hazy after few minutes of stirring. The mixture was allowed to stand for overnight and then excess water was decanted. It is to be noted that the yellow colour of the mixture disappeared after the successful addition but no deep red colour of AuNPs is observed, primarily confirms encapsulation of both GOx and AuNPs respectively. The remaining solid part was centrifuged and washed with 50 ml of water for 3 times to remove any excess GOx and AuNPs (not encapsulated) if any. Further it was dried under vacuum and purple colour solid composite was obtained, refers the formation of GOx@ZIF-8(AuNPs) nanocomposite. It was further characterized by FT-IR, Powder XRD, FE-SEM, HRTEM and UV-Vis spectroscopy. The crystal structure of the product was characterized by XRD (Bruker AXS X-ray diffractometer). The morphology and microstructure of the synthesized materials were investigated by FESEM (JEOL JSM-7100F, Japan) and HRTEM (JEOL JEM-2100, Japan). UV-VIS spectra were recorded with Varian spectrophotometer. FT-IR was done at Parkin-Elmer G-FTIR. For all electrochemical experiment, Plastic chip electrode of 5 mm diameter had been used. The electrode was then rinsed with ultrapure water and dried at room temperature. All the experiments were done in three electrode setups: plastic chip electrode as working, Pt wire as a counter and Ag/AgCl (sat. KCl) as a reference electrode and measured by Metrohm Autolab 203 potentiostat/galvanostat. The GOx@ZIF-8 (AuNPs) slurry was prepared by taking 1 mg of material in 200 μL of pH 7.4 buffer and further sonicated to 10 minutes. 5 μL 0.5 % nafion is added to the mixture as a binder.

3. Results

The morphology of GOx@ZIF-8(AuNPs) was examined by field-emission scanning electron microscopy (FESEM). Fig. 2(A) represents assembled star shaped morphology of ZIF-8 microstructure at low resolution. Whereas high resolution FE-SEM image
shows rod assembled star shaped morphology (Fig. 2(B)). GOx has definitely played a crucial role in controlled morphology as GOx has an affinity towards imidazole containing building block arises from intermolecular Hbonding and hydrophobic interaction.

Further, HR-TEM was performed for detailed investigation of the synthesized microstructure and was depicted in Fig. 2(C). Electrochemistry of GOx@ZIF-8(AuNPs) produced sharp redox peak as a result of electron transfer of FAD/FADH₂ species as shown in figure 2. We had explored the electrocatalytic activity of GOx@ZIF-8(AuNPs) vividly and for this purpose we had done CV vs Ag/AgCl (sat. KCl) in air saturated PBS pH 7.4 buffer and the glucose concentration is increased from 0 to 8 mM (Fig 2(B)). The increment of cathodic peak current had been correlated with the concentration of glucose and a linear increment has been found which depicts good catalytic activity of the composite towards glucose oxidation. The possible electrode reaction of glucose oxidation can be correlated by following equations:
Glucose + GOx-FAD → Gluconic acid + GOx -FADH₂ GOx -FADH₂ + O₂ → GOx-FAD+ H₂O₂

The conventional amperometry (potentiostatic) experiment had performed by successive addition of 0.1 mM glucose to the air saturated pH 7.4 buffer solution at a characteristic potential of -0.45 V vs Ag/AgCl (sat. KCl). Detection limit of 50 nM of glucose has been achieved indicating that the glucose from sweat can also be detected. (Fig 2(C)). To get the idea about the activity of the composite towards real environment, CV was taken with air saturated 0.1 M pH 7.4 PBS buffer as electrolyte at a scan rate of 100 mV/S in the range of 0.2 to -0.7 V vs Ag/AgCl (sat. KCl) and compared with N₂ saturated 0.1 M pH 7.4 PBS buffer. The result is depicted in Fig. 2(A). The fact could be established strongly as we had repeated this experiment not by adding glucose but H₂O₂ and we found a characteristic decrease of cathodic current while the successive addition of H₂O₂ at -0.45 V vs Ag/AgCl (sat. KCl). Mechanism of this process (Fig. 2D)

GOx -FAD + H₂O₂ → GOx-FADH₂ + O₂

Various glucometers are available in market and some of the most commonly used glucometers are mentioned in Table 1. On comparison with the commercial glucometers, the proposed sensor has better sensing capabilities and can be used for non-invasive monitoring of glucose.

<table>
<thead>
<tr>
<th>Company name</th>
<th>Mechanism</th>
<th>Measuring range</th>
<th>Invasive/ Non-invasive</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONTOUR NEXT EZ</td>
<td>Quantitative amperometric assay (FAD-glucose dehydrogenase)</td>
<td>20 to 600 mg/dL</td>
<td>Invasive</td>
</tr>
<tr>
<td>(Bayer Health Care LLC, Diabetes Care)</td>
<td>Quantitative amperometric assay, glucose dehydrogenase (mutant GDH- PQQ)</td>
<td>20 – 600 mg/dL</td>
<td>Invasive</td>
</tr>
<tr>
<td>ACCU-CHEK Aviva Plus Blood Glucose Monitoring System (Roche Diagnostics)</td>
<td>Quantitative coulometric assay, glucose dehydrogenase (GDH-FAD)</td>
<td>20-500 mg/dL.</td>
<td>Invasive</td>
</tr>
<tr>
<td>FreeStyle Lite and FreeStyle Freedom Lite Blood Glucose Monitoring Systems (Abbott Diabetes Care, Inc.)</td>
<td>Quantitative coulometric assay, glucose dehydrogenase (GDH-FAD)</td>
<td>20-500 mg/dL.</td>
<td>Invasive</td>
</tr>
</tbody>
</table>

### 4. Conclusions

Thus, the detection of glucose by prepared GOx@ZIF-8(AuNPs) is a promising method for the development of next generation non-invasive point of the care glucose sensor device.
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Summary: In this paper, experimental results of several dynamic threshold compensation rectifier circuits are shown. All rectifier circuits are built using a low voltage organic thin film transistor technology (OTFT), using only p-devices, the semiconducting organic material is a Dianapthothienothiophene (DNTT). The circuits are implemented using a low temperature process that enables using flexible Polyethelene Naphthalate (PEN) substrates. While rectifier circuits are meant for operation at 13.56 MHz, which is far beyond the extrinsic cutoff frequency of the used devices, the provided rectified voltages were up to 19 % lower than their peak rectified voltages, showing excellent Quasi-Static Regime operation.
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1. Introduction

Rectifiers has been a subject of continuous research because of their significant role in various applications and several waves of emerging technologies. While their traditional role was as a first block in any RFID device, they now contribute to wireless power transfer systems as key enabler to complete automation and autonomous operation of all kinds of smart devices. Flexibility, as another needed aspect in today’s low cost and/or wearable wireless applications, has received a major interest. Organic Thin Film Transistors (OTFT), have provided a possible route for achieving needed flexibility. This comes from the fact that the whole OTFT device is fabricated using a low temperature process, which translates to the possibility to use polymer substrates with thickness down to 50 μm.

Next subsections will give an overview of used OTFT technology as well as previous developments in CMOS rectifiers and organic rectifiers.

1.1. OTFT Technology

Some of the required functional specifications in the targeted OTFT technology to suit the implementation of RFID circuit blocks are the operating speed, large current drive, low leakage and low threshold voltage. The proposed OTFT technology in [1] offers better performance measures where threshold voltages as low as 1 V and supply voltages as low as 3.3 V and reduced channel lengths to 0.8 μm, leveraging device's fr.

Targeting an organic TFT technology eliminates the possibility of using active rectifiers because they introduce higher complexity which slows down the rectifier and reduce their frequency range of operation, which is quite limited in our case. It is already known that passive solutions offer an advantage of being suitable for higher input frequencies [2].

1.2. Earlier Flexible Rectifiers

Reported flexible RFID tag [3], used a 4 stage first order, static, threshold voltage compensation scheme, to reduce threshold voltage effects, while using mostly P type transistors and a single N type transistor, due to the known superiority of P type over N type devices in all current OTFT technologies. In [4], it has been shown that static threshold compensation results into increased inverse leakage current, while dynamic threshold compensation (referred as differential drive rectifier/active Vth cancellation in [4]), dynamically changes the effective Vth of the diode connected transistors in forward/reverse bias conditions to reduce leakage current and improve power conversion efficiency.

2. Rectifier Implementation

In our work we have adopted an all P type device, differential rectifier, shown in Fig. 1(a), several rectifier cells with different transistor widths from 60 μm to 200 μm and a length of 10 μm were fabricated using cheaper shadow polyimide masks, with one stage and stacked two stages for voltage multiplication. A single stage rectifier cell has an area of 2.8×2.7 mm², while the cascaded two stages rectifier cell has an area of 6.0×3.7 mm². A photo for fabricated flexible rectifiers is shown in Fig. 1(b).

3. Measurement Results

All rectifier cells we characterized over frequency range of 10 KHz up to 14 MHz, and input voltages from 200 mV to 3 V (The maximum permissible
voltage due to thin gates of OTFTs), rectified voltages are reported as open circuit voltage and under 1 MΩ loading conditions. Results of the set of rectifiers of OTFT size of 120 µm/10 µm are reported, where coupling capacitors (see Fig. 1(a)) are implemented as 120 µm × 120 µm MIM capacitors. Fig. 2(a) shows open circuit rectified voltage of a diode connected transistor, Fig. 2(b) shows open circuit rectified voltage of a single stage differential rectifier, Fig. 2(c) shows the rectified voltage of the single stage rectifier under 1 MΩ loading condition, while Fig. 2(d) shows open circuit rectified voltage of a two stages stacked rectifier.

(a)                                       (b)

Fig. 1. (a) differential rectifier stage, (b) photo.

(a)                                 (b)

Fig. 2 (a-c). Rectified voltage (a) Diode connected device; (b) single stage; open circuit voltage, (c) single stage, 1 MOhm load,
Fig. 2 (d). Rectified voltage (d) stacked two rectifier stages, open circuit voltage.

4. Conclusions

Successful flexible rectifiers with improved frequency response has been demonstrated, while using low resolution polyimide masks of 10 μm. Targeting rectifier circuits using Si stencil masks would offer considerably improved frequency response and allowing higher complexity for better efficiency.
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