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Abstract: The importance of human mobility in maintaining physical health is of emerging interest in research 
and practice. Technological advances in wearable technology enable us to monitor human mobility in out-of-
laboratory settings. Although a large amount of human mobility data is available from wearable sensors, there is 
a lack of systematic methodologies for extracting useful knowledge on human mobility from the collected data. 
The objective description of the different status of mobility patterns to interpret different physical health levels 
especially remains challenging. In this paper, robust network modeling from our preliminary study is validated in 
a real-world scenario with stable and unstable mobility conditions. The models based on population analysis 
utilize mobility data and extract distinctive mobility characteristics. Correlation networks and population-based 
analysis are utilized to efficiently examine the natural variability of human movement. Results demonstrate that 
the proposed robust network models identify mobility pattern changes in maritime conditions. 
 
Keywords: Mobility parameters, Population-based analysis, Physical health assessment. 
 

 
 
1. Introduction 

 

Human mobility is fundamental to the physical 
activity required for maintaining physical health. A 
substantial number of studies have recognized the 
importance of human mobility in health [1-3]. 
Moreover, the impact of mobility on a number of 
medical and physical properties has been established 
in several studies [ref 4-6]. For example, variability 
associated with muscle fatigue, joint problems, or 
neurological problems has been correlated to mobility 
characteristics, and mobility has been used as an 
efficient indicator of such conditions in other studies 
[7-8]. Capturing irregular mobility characteristics by 
performing a mobility analysis is commonly used to 
identify mobility impairment. Falling risk, for 
instance, has been widely monitored by the variability 
of mobility patterns in the elderly, and declining 

mobility intensity has been determined by balance 
disorders during mobility [9-10]. These studies have 
typically used multiple wearable sensors. Recent 
research has tried to utilize mobility data from 
wearable sensors to make informative decisions on 
inclusively addressing the multidimensional 
characteristics of mobility [11-12]. However, the 
importance of methodology in mobility analysis has 
not been significantly considered, and there is a lack 
of data analytics methods that systematically analyze 
mobility characteristics and interpret the results from 
clinical perspectives [17].  

This problem motivated our preliminary study 
[24], which employed robust network modeling 
methodology to analyze human mobility patterns. The 
proposed model in the preliminary study focused on 
population-based analysis instead of individual 

http://www.sensorsportal.com/HTML/DIGEST/P_2961.htm
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granularity to infer useful decisions by considering 
individual patterns of the population characteristics.  

Robust network models consider the natural 
variability of mobility. Variability is a crucial aspect 
of human movement that should be considered in 
mobility analysis [13]. However, the variability of 
mobility, including internal and external conditions, is 
difficult to assess by deterministic approaches such as 
Manhattan and Euclidean distance methods. 
Classification of mobility patterns into finite numbers 
of categories could be appropriate and useful for a 
more comprehensive analysis of mobility variations.  

Robust models also provide robust decision 
criteria when determining clinically problematic 
mobility statuses. The decision criteria would be 
flexibly achieved if individual patterns could be 
compared to similar population characteristics. In our 
preliminary work [24], correlation analysis was 
selected to obtain population-based criteria. 
Correlation analysis, as one of several population-
based analytics, takes into account the variation of 
mobility patterns for analyzing individuals’ mobility 
patterns, based on their characteristics as related to a 
given population. Correlation networks measure the 
statistical relationships among items. Using 
correlation analysis, embedded associations among 
subject mobility patterns can be observed. Although 
correlation analysis cannot establish a causal 
relationship between mobility patterns, it can compare 
each mobility pattern with the others. When the 
association among different mobility signatures is 
interpreted, it is important to consider characteristics 
of identified groups with various descriptive and 
clinical information.  

This paper introduces and describes the 
methodology to build robust network models for 
analysis, including three different ways of determining 
weights among nodes. First, pattern-based networks 
are used when multiple, distinctive mobility 
conditions are present. The Pearson correlation 
coefficient is used to define weights among elements 
in the correlation network. Second, the magnitude-
based option is primarily utilized when only a single 
mobility condition is available when monitoring 
mobility patterns. The difference of magnitude is used 
to determine weights on the edges of the network. 
Lastly, the hybrid option is where both magnitude and 
correlation are sequentially applied to examine 
distinctive differences between clusters in the 
network. The last option is suggested when mobility 
data are obtained where mobility conditions are not 
clearly defined or reported.  

The following chapters are organized as follows: 
Section II provides descriptive information of the three 
modeling methods including construction of the 
networks. Section III presents the experimental results 
of applying the proposed modeling methods. 
Simulated mobility data are used to demonstrate the 
conceptual feasibility of the proposed models and 
results from the validation study using collected 
mobility data. The last section concludes with 
contributions and limitations. 

2. Robust Network Modeling 
 
Three different weight determination methods are 

available to construct robust networks. Appropriate 
selection of the network modeling method is based on 
the nature of the mobility conditions and parameters 
when collecting mobility data. 

 
 

2.1. Pattern-Based Mobility Model 

 
Nodes in the network represent individual subjects, 

and the connecting edges, i.e., correlation coefficients, 
among nodes represent the significance of associations 
in mobility. Correlation networks are implemented 
using the genome data in bioinformatics research [8]. 
After determining specific thresholds, parts of the 
nodes are shown in clusters in the network. The highly 
connected nodes of the network have significant 
association or similarity in terms of mobility 
parameters used for network construction.  

This pattern-based network model is constructed 
using the patterns of the mobility parameter values 
obtained from the individuals. The correlation 
coefficient calculated for all pairs of individuals 
ranges on a scale from negative one to positive one. A 
coefficient of negative one means total opposite 
directional correlation, and a coefficient of positive 
one means total positive correlation. In practice, a 
coefficient greater than 0.75 or less than -0.75 is 
considered a significant linear correlation. The 
significance of a correlation coefficient between any 
two individual pairs is estimated by the statistical 
significance parameter (p). A p value of less than  
0.05 is a significant correlation. Additionally, the 
pattern-based model enables us to flexibly apply 
different sampling granularity such as minutes,  
hours, and days. Higher granularity obtained by 
integrating mobility data over more extended time 
periods improves the generalization of results, 
whereas utilizing precise time periods can  
provide better sensitivity to describe different mobility 
patterns.  

Pattern-based mobility network modeling can be 
applied to mobility data from different conditions. The 
different mobility conditions include physical 
mobility conditions such as hard, soft, and unstable 
mobility platforms and different mobility contexts 
such as before and after injury, day and night, and 
during and after work. Pattern-based models can be 
used in a variety of mobility conditions to analyze the 
changes and characteristics of mobility by visually 
illustrating outcomes. Notably, it is strongly suggested 
that pattern-based mobility models be applied if the 
mobility data are collected from different mobility 
conditions. The robust network will be more efficient 
when it is built using a pattern-based mobility model 
when the mobility data are obtained from different 
environments. 
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2.2. Magnitude-Based Mobility Model 
 

Nodes in the magnitude-based mobility networks 
represent individual subjects, and the nodes are 
connected by edges among any pair of two individuals 
using weighted magnitude difference (WMD). Table 1 
illustrates simulated sample data based on the 
magnitude of a mobility parameter during four 
consecutive days of mobility monitoring. Edges are 
connected among nodes whose weighted magnitude 
differences are significant between any pair of two 
individuals. The significance of weighted magnitude 
difference can be flexibly defined based on the 
purpose of mobility analysis. Equation (1) is used to 
estimate WMD between two subjects, A and B, as 
follows: 

 
∆WMDA-B = |MA – MB| / 0.5 (MA + MB) × 100 (1) 

 
For example, the first subject took 300 and  

3000 steps in two consecutive days, respectively, and 
the second subject took 3000 and 300 steps during the 
same days. The pattern-based model considers a 
weight for this two- subject pairing as a high negative 
correlation pair. However, the number (i.e., 

magnitude) of steps taken by these two subjects is also 
significant to explain the association of the pair. The 
two subjects are similar in mobility except that they 
have different mobility properties on these two days. 
The distinctive pattern of the magnitude difference is 
efficient to describe the similarity between the two, 
while avoiding elimination of the magnitude 
discrepancies. 

The magnitude-based mobility model is 
recommended when the mobility data are collected 
under similar mobility environments. Since the 
magnitude-based model is not able to consider 
differences from different observations, a mobility 
experiment or monitoring is required to be performed 
under the equivalent condition. Then, WMD among 
any pair of individuals is calculated and represented as 
the edge in robust networks.  

With the magnitude-based model, for example, 
robust correlational networks for concurrent weeks to 
observe mobility change can be analyzed. The method 
also can be extended to assist in preventive analysis of 
physical health through the correlational networks. 
Adjustment of the level of aggregation of the networks 
produces different cluster formations and weights of 
networks. 

 
 

Table 1. Sample Mobility Data Representing 4-Consecutive Days of Mobility Level (left) and an Edge Weight Table (right) 
Based on Weighted Magnitude Difference. 

 

 Sub1 Sub2 … Sub 30 
 

Edge No. Subject Subject Magnitude Difference 

Day 1 42.3 … … 84.0 
 

1 Subj 1 Subj 2 0.17 

Day 2 80.1 … … 61.6 
 

2 Subj 1 Subj 3 0.08 

Day 3 28.1 … … 89.4 
 

… … … … 

Day 4 46.3 … … 47.5 
 

434 Subj 28 Subj 29 0.23 

Mean 49.2 … … 70.6 
 

435 Subj 29 Subj 30 0.15 

 
 
2.3. Hybrid Mobility Model 

 
The hybrid mobility model sequentially applies 

both pattern- and magnitude-based mobility models. 
Nodes in the hybrid network also represent 
individuals, and the connecting edges among nodes 
represent the significance of associations in mobility 
using both correlation coefficients and WMD. Both 
the pattern- and magnitude-based mobility models 
require conditions of mobility data when constructing 
the correlational networks. Although the conditions of 
mobility are crucial, available or existing mobility data 
are not always collected under well-controlled 
mobility conditions. To address this common 
limitation in collecting mobility data, both magnitude- 
and pattern-based networks models are applied to 
construct correlation networks.  

In hybrid-based mobility, due to the insufficiency 
of complete information of mobility conditions, both 
the correlational coefficient and WMD are utilized to 
build the correlational network. The correlation 
networks are first built using the correlation 
coefficient between pairs of any of two individuals to 
connect the edges. When clusters are available, WMD 
between the subjects is estimated, and the subjects in 
that specific cluster are again clustered based on 
WMD [13-14]. The sequence between two models can 
be applied in another way by applying WMD followed 
by the correlation coefficient. Conceptually, the 
hybrid model has similarity to the overlying in 
communication networks [18]. Fig. 1 illustrates the 
hybrid mobility model construction with comparisons 
of before and after the clustering process. 

We believe that the hybrid model can be applied 
when properties of the mobility samples collected are 
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not well known. By considering both the patterns and 
the magnitude, the resultant correlational network has 
the most important edges, and the model can include 
all the vital mobility characteristics [16]. The pattern 
or the weighted magnitude difference between the 
subjects in the two sets of clusters should be 

significant enough to improve the model by 
overlaying. Otherwise, this may result in minimal 
information gain from the correlational network. 
Table 2 summarizes important characteristics of the 
three models. 

 
 

 
 

Fig. 1. Hybrid network by pattern-based clustering (left) and by magnitude-based clustering (right). 
 
 

Table 2. Summary of Three Robust Network Modeling Methods. 
 

 
Pattern-based Mobility 

Model 
Magnitude-based Mobility 

Model 
Hybrid-based Mobility 

Model 

Edge weight 
definition 

Correlation coefficient 
between nodes 

Magnitude difference between 
nodes 

Combinatorial meaning  

Mobility 
conditions 

Need to control each 
experimental condition 

Same experimental condition is 
fine 

Need to control 
experimental condition 

Treatment 
in Experiment  

Heterogeneous experimental 
conditions 

Homogeneous experimental 
condition 

Heterogeneous 
experimental conditions 

Sample size effect 
Larger sample size is better to 
get robust correlation 
coefficient  

Will not affect the robustness of 
network 

Partial effect within 
clusters 

Advantages 
Robust population-oriented 
analysis 

Comprehensive correlation 
analysis 

Enables conducting an in-
depth mobility mining 

Disadvantages 
Difficult to control 
heterogeneous experimental 
settings 

Mobility characteristics can be 
excessively aggregated  

Need to have 
heterogeneous 
experimental conditions 

 
 
3. Experimental Study 
 

In this section, two network models are 
constructed by using simulated and collected mobility 
data. The simulated mobility data are used to examine 
feasibility of the robust network model, and collected 
mobility data are applied to validate the model in 
stable and unstable mobility settings. 

3.1. Feasibility Using Simulated Mobility 
Data 

 
The advantages of using the correlation networks 

for constructing and analyzing human mobility 
networks are described in this section. Wearable 
sensor-based continuous mobility monitoring provides 
researchers and clinicians a better understanding of 
free-living mobility characteristics. Wearable 
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accelerometers are wireless devices that capture 
unidimensional or multidimensional accelerometer 
data. A large amount of emerging research has been 
introduced to improve the efficiency and longevity of 
human mobility data processing.  

To examine feasibility of the robust network 
models, simulated mobility data based on a realistic 
scenario are used. The process to construct the robust 
network additionally helps to improve reproductively 
of the robust network models by demonstrating how 
the correlation network can be used to analyze 
mobility data in a specific case study. In the simulated 
scenario, we consider a mobility monitoring of thirty 
nurses in a hospital setting, and robust correlation 
networks are constructed using the magnitude- based 
model.  

The primary goal of this experiment is to examine 
associations by the magnitude of a mobility parameter 
among different subjects. The second goal is to 
illustrate how the cluster formation changes during 
different sampling periods. The first samples of 
different subjects are generated using the normal 
distribution with a mean value of 500 and 
15.86 percent of a coefficient of variance according to 
the 68–95–99.7 rule [19]. 

To produce different mobility patterns across time, 
different mobility level reduction rates are applied to 
the simulated data. The first ten nurses exhibit a 
decrease in mobility by ten percent for every sampling 
period, the next ten nurses by twenty percent, and the 
last nurses by thirty percent. Simulated mobility data 
are shown in Table 3. 

 
 

Table 3. Simulated Mobility Data Representing Mobility 
Levels during an 8-hour shift of Thirty Nurses. 

 

  Sub1 Sub2 … Sub30 

Work start 553.78 … … 384.85 

2nd hours 498.40 … … 269.40 

4th hours 448.56 … … 188.58 

6th hours 403.71 … … 132.01 

Work end 363.34 … … 92.40 
 
 

Since we assume that simulated mobility data are 
collected in the same mobility environment including 
time and spatial conditions, the magnitude-based 
mobility model is appropriate to construct 
correlational networks. WMD among the thirty nurses 
is calculated for periodic time intervals (see Table 3). 
By applying a threshold of WMD of 20 percent, the 
networks are constructed as shown in Fig. 2, Fig. 3, 
Fig. 4 and Fig. 5. The first ten subjects are represented 
as green, the next ten as pink, and the last ten as red. 

The robust network shown in Fig. 2 shows that all 
the nurses show similar mobility at the initial time 
period. After constructing the next robust network at 
the second-time period in Fig. 3, a subset of nurses 
(i.e., nurse-13, nurse-28 and nurse-30) belongs to a 
distinctive cluster in the network.  

 
 

Fig. 2. Mobility network (work start). 
 
 

 
 

Fig. 3. Mobility network (2-hour shift). 
 
 

 
 

Fig. 4. Mobility network (6-hour shift). 
 
 
By observing labels and node colors of the nurses 

in clusters in Fig. 4, the different mobility decline rates 
of the three groups of nurses are more clearly 
separated into two clusters as time progresses. 
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The robust network at the last periodic time 
interval in Fig. 5 efficiently describes the intended 
mobility differences by providing three distinctive 
clusters in the robust network. Each cluster is, finally, 
analyzed by given detailed mobility data to infer the 
underlying causes of the separation in the networks. 
For example, in Fig. 5, a cluster containing nurse-1 
through nurse-10, shown in green, shows the higher 
mobility. The remaining two clusters display a lower 
mobility. The cluster with red color nodes shows the 
least mobility. Some subjects like nurse-7, nurse-15, 
nurse-27, nurse-28 and nurse-30 display an erratic 
mobility, because the nurse group contains a 
reasonable range of outliers outside of the normal 
distribution used to simulate mobility data.  

 
 

 
 

Fig. 5. Mobility network (work end). 
 
 

In summary, mobility trend changes over time are 
efficiently described by using simulated mobility data. 
The robust networks along with time progression 
reveal that three different rates of mobility decrease as 
distinctive mobility characteristics of the group, 
although initial mobility levels of all thirty nurses were 
similar. Additionally, a few nodes showed an 
interesting transit among clusters that represent the 
natural variability of mobility patterns. Finally, two 
useful thresholds were identified to classify all nurses 
into active, moderate, and inactive mobility groups 
based on the population of nurses as a whole. These 
findings strongly support the proposed robust network 
analysis as an efficient population-based mobility 
analysis method. 

 
 

3.2. Validation using Collected Mobility Data 
 

The robust network models are applied to collected 
mobility data using wearable accelerometers in both 
stable and unstable mobility settings. Since the 
mobility data were collected in two different mobility 

conditions, the pattern-based mobility model was 
selected in this experimental study. 

Data Collection. In total, 14 healthy college 
students between the ages of 22 and 26 years 
participated in the validation study. Table 4 shows the 
characteristics of the subjects. In the first session of the 
experiment, subjects performed functional balance 
tests including the Timed-up-and-Go test (TUG), 
Romberg Tandem test (RTT), and Functional Reach 
Test (FRT) to evaluate the balance function of each 
participant. The detailed information of the functional 
balance test is shown in Table 5. The second session 
for mobility data collection was performed on one of 
two training ships at Mokpo National Maritime 
University in South Korea. During the second session, 
acceleration data during mobility were collected using 
two accelerometers. These accelerometers were 
placed right above the lateral malleoli using elastic 
straps. All 14 participants walked in a stable condition 
when the ship was in the harbor, and walked in an 
unstable condition during a sea voyage. To collect 
acceleration data, participants wore three small and 
lightweight 3-axis accelerometers, called Shimmer3 
[20]. Collected data were processed to extract 
appropriate mobility parameters from the raw 
acceleration. 

 
 

Table 4. Descriptive Data of Participants for Stable 
and Unstable Mobility Experiments. 

 
Characteristics Descriptive data (Mean ± SD) 

N 14 

Female / male 2/12 

Age (yrs) 23.2 ± 1.6 

BMI (kg/m2) 24.9 ± 1.8 

Height (cm) 173.7 ± 6.7 

Weight (kg) 73.6 ± 8.8 
 
 

Mobility Parameter Extraction. To extract 
appropriate mobility parameters, the continuous 
acceleration data were first fragmented into 
acceleration data of individual steps. This process is 
commonly called step recognition, and peaks of 
acceleration from heel-strike actions are typically 
detected to recognize steps. The recognized steps, for 
example, are illustrated in Fig. 6 with red vertical 
dotted lines around peaks of vertical acceleration. 

Once the raw acceleration was fragmented, the 
Mean of Vector Magnitude (MVM) and Symmetry of 
Vector Magnitude (SVM) were extracted as two key 
mobility parameters for constructing robust 
correlational networks. The vector magnitude of 
acceleration is estimated using Equation (2) below: 

 
VM = √ (ACCx2 + ACCy2 + CCAz2) (2) 
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Table 5. Summary of Three Functional Balance Tests. 
 

Functional Balance Test Description Expected Outcome 

Timed-Up-and-Go Test (TUG) 
Test for assessing functional mobility 
that requires both static and dynamic 
balance control [21] 

Higher functioning tends to achieve 
a shorter time period 

Romberg Tandem Test (RTT) 
Test to examine neurological balance 
functioning [22] 

Higher functioning tends to maintain 
a longer time period  

Functional Reach Test (FRT) 
Test to assess of functional balance by 
measuring reach forward beyond 
arm’s length [23] 

Distance of arm position between 
standing and leaning forward 

 
 

 
 

Fig. 6. Collected 3-D acceleration data (up) and step recognition results (down). 
 

 
Step recognition and mobility parameter extraction 

algorithms were developed in the custom MATLAB 
9.1 (Mathworks, Natick, MA) environment. 

Correlation Network-based Analysis. Since the 
mobility data were collected in different mobility 
conditions (i.e., stable and unstable mobility 
platforms), pattern-based correlation networks  
have been applied to examine associations of mobility 
patterns between stable and unstable mobility 
environments. 

Nodes in the sea mobility networks represent 
individual subjects and edges connect associated 
nodes based on correlation coefficients of four 
observations of mobility data. The significance of 
correlation coefficients between any two individual 
pairs was carefully examined by the statistical 
significance parameter (p). A value of statistical 
significance less than 0.05 was considered a 
significant correlation. Coefficient thresholds greater 
than 0.75 or less than -0.75 were considered 
significant linear correlation. Fig. 7 illustrates pattern-
based correlation networks using MVM. MVM is an 

efficient mobility parameter to identify distinctive 
mobility characteristics between stable and unstable 
conditions. After constructing the robust network 
using MVM in Fig. 7, a subset of participants (i.e., H-
4, H-5, H-8, and H-13) fall into an inappropriate 
cluster (i.e., stable mobility although unstable mobility 
data were given). The nodes of four participants are 
illustrated by red dotted circles. The balance 
functional test records of the participants show that the 
average of TUG and FRT results of the four subjects 
was 24.4 % and 18.3 %, respectively, below the 
average of all 14 participants.  

Fig. 8 illustrates pattern-based correlation 
networks using SVM. SVM also efficiently represents 
the different mobility conditions of stable and unstable 
conditions. After constructing the robust network 
using SVM in Fig. 8, the same subset of participants 
(i.e., Node ID: H-4, H-5, H-8, and H-13) belongs to an 
inappropriate cluster. Based on the two robust 
networks, MVM better describes notable mobility 
differences compared to SMV in terms of mobility 
parameter efficiency. 
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Fig. 7. Pattern-based correlation networks clusters of a stable mobility (left) and an unstable mobility (right) by using MVM. 
 
 

 
 

Fig. 8. Pattern-based correlation networks clusters of a stable mobility (left) 
and an unstable mobility (right) by using SVM. 

 
 
4. Conclusions 

 
There has been a lack of mobility data analysis 

methodologies while a large amount of human 
mobility data is available through wearable sensors. In 
this work, robust network modeling from our 
preliminary study has been validated in a real-world 
scenario such as stable and unstable mobility 
conditions. The robust models that are based on 
population analysis utilize mobility data and extract 
distinctive mobility characteristics for robust mobility 
characteristic descriptions. The use of correlation 
networks in relation to population-based analysis 
efficiently considers the natural variability of human 
movement. Results demonstrate that the proposed 
robust network models enable the identification of 
mobility pattern changes in a real-world scenario. 
Furthermore, distinctive clusters efficiently recognize 
distinctive mobility characteristics associated with 
physical health levels by assisting in the interpretation 
of results from a clinical perspective. 
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Abstract: Wireless sensor networks operate in very challenging environments that make them prone to different 
types of faults. Hence, there is a high need for a reliable protocol that offers an acceptable functionality in the 
presence of faults. In this paper, we propose the Fault Tolerant Reliable Protocol (FTRP), a novel routing protocol 
designed to be used in wireless sensor networks. FTRP offers fault tolerance reliability for packet exchange, as 
well as adaptation for dynamic network changes. The key concept in this protocol is the use of node logical 
clustering. The protocol delegates the routing ownership to the cluster heads, where the fault tolerance functionally 
is implemented. FTRP utilizes cluster head nodes along with cluster head groups as intermediate storage for 
transient packets. In addition, FTRP utilizes broadcast in its routing messages communication. This technique 
substantially reduces the message overhead as compared to classical flooding mechanisms. FTRP manipulates 
Time to Live (TTL) values for the various routing messages in addition to utilizing jitters in messages 
transmission. FTRP performance has been evaluated through extensive simulations. Aggregate Throughput, 
Packet Delivery Ratio and End-to-End delay have been used as performance metrics. The results obtained showed 
that FTRP ensures high Throughput, high Packet Delivery Ratio, and acceptable End-to-End delay in the presence 
of changing networking conditions. FTRP performs well in dense and sparse networks while nodes are mobile. 
Stationary simulations represented the worst-case behavior. This is attributed to synchronized nodes, where nodes 
send similar messages at the same time. 
 
Keywords: Fault tolerance, Proactive routing, Wireless sensor networks, NS-3. 
 
 
 
1. Introduction 

 

Wireless Sensors Networks (WSNs) continue to 
present a lot of interest in both the research domain as 
well as the industry [1]. WSNs are highly adaptive to 
various domains, including - but not limited to - 
energy control systems, environmental monitoring, 
security, surveillance, health applications, area 
monitoring and Internet of Things [2]. 

Typical WSNs are networks composed of a large 
number of sensor nodes. Each node is equipped with 
sensors to detect various attributes of the surrounding 
environment. WSNs are built to operate for prolonged 
time and even in a hostile environment, which 
increases the need for fault tolerant reliable 
communication protocols [3]. 

There are many research papers on routing 
protocols. However, only few are adopted by the 
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industry. The Institute of Electrical and Electronics 
Engineers (IEEE) had adapted the topic  
and introduced Low-Rate Wireless Personal  
Area Network (Lr-WPAN) [4] as a standard Media 
Access Control (MAC) layer for WSNs, which  
opens a great opportunity for WSNs. This paper 
introduces a new fault tolerant reliable routing 
protocol for WSNs, which is efficient under mobility 
conditions. 

Mahmoud, et al. [5] introduced a novel three-
dimensional reference model for research in WSN 
reliability. The model categorizes WSN protocols into 
one of two techniques, which are retransmission or 
redundancy. Reliability is ensured within those 
techniques either by using a hop-by-hop or an end-to-
end method to recover the lost data while maintaining 
either packet or event level reliability. Chouikhi,  
et al. [6] classify fault tolerance techniques according 
to the time at which the fault tolerance is triggered 
(before or after the fault occurrence). According to 
this, these techniques are classified as preventive or 
curative. Hence, the proposed protocol is classified as 
a proactive protocol that is retransmission based, 
connection oriented (end-to-end), with packet level 
reliability and utilizing a curative technique to achieve 
fault tolerance. 

Fault Tolerant Reliable Protocol (FTRP) operates 
as a table driven proactive protocol [7].  
FTRP regularly exchanges topology information with 
selected nodes of the network. Initially, nodes  
are in learning mode and broadcast a status of not 
being in a sensor domain in preparation to join  
one. If no answer is received, the nodes stay  
in that state until an answer is received. If an  
answer is received, the node evaluates the answer 
depending on its source and its included attributes. A 
cluster then begins to form according to the proposed 
protocol. 

After cluster formation, Cluster Member (CM) 
nodes send data messages to their designated cluster 
head (CH). The CH, in turn, decides how many copies 
of the message to be retained until an acknowledgment 
(ACK) is received from the destination. The CH stores 
that message in the cluster head group (CHG) 
according to the protocol-defined parameters. The 
proposed protocol utilizes the following main 
techniques. 

 
 

1.1. Retransmission-based Reliability 
 

Retransmission is the traditional way of ensuring 
reliability [5]. This is achieved by allowing the sender 
node to wait for an ACK for its previously sent 
packets. In case, no ACK is received, the packet is 
considered lost and retransmission takes place to 
ensure reliability. FTRP implementation relieves the 
responsibility of packet storage and retransmission to 
higher entity nodes (CHs, CHGs or Sinks), as will be 
elaborated in Section III. 

 

1.2. End-to-End Reliability 
 
End-to-End reliability is a connection-oriented 

scheme for achieving reliability in which only the two 
communicating end nodes (source and destination) are 
responsible for ensuring reliability. FTRP 
implementation expands the end-to-end reliability by 
relieving the source node from this task, and 
transferring it to the CH. The CH determines, 
according to the replicas parameters, which CHGs to 
be used as storage. Whenever the destination node 
receives the packets, it broadcasts a message only 
processed by CHs or CHGs to release their locally 
stored corresponding replicas. 

 
 

1.3. Packet Level Reliability 
 
Packet level reliability ensures that all the packets 

carrying sensed data from all the related nodes are 
reliably transported to their destinations. 

The rest of the paper is organized as follows. In 
Section 2, the most relevant related works are 
presented. In Section 3, the relevant FTRP protocol 
operations are detailed. The performance analysis of 
the FTRP protocol is presented in Section 4. Finally, 
Section 5 concludes the paper and lists ongoing and 
future work. 

 
 

2. Related Work 
 
In this section, we review literature work 

addressing the same elements as our protocol, namely 
retransmission based, connection oriented (end-to-
end) and packet level reliability. 

Reactive routing protocols such as Ad hoc On-
demand Distance Vector (AODV) protocol [8] have 
the ability to discover the route when required. AODV 
uses the flooding mechanism to broadcast the route 
request to determine for new route during failure and 
can be very expensive to perform. AODV does not 
distinguish failure. It relies on the link layer feedback 
and the distance traverse by the packet to determine 
whether to broadcast for new route or drop the packet. 
As WSNs are prone to different failures with different 
durations caused by neighboring nodes, external radio 
devices, moving object and operating environments, 
nodes can suffer from transient, intermittent and 
permanent failure. Combinations of these failures may 
occur and may produce a complex unpredictable 
behavior that cannot be addressed with a single 
protocol. For example, transient failures may trigger 
the link layer to notify failure to the AODV and result 
in route discovery. When the next-hop neighbor 
experiencing the transient failure recovers, it will 
respond to the request while other nodes propagate the 
route request to all its local nodes. This will create a 
ripple effect that may congest the network. It is 
necessary to provide a reliable mechanism for the 
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nodes to change their routing strategy according to the 
current network topology in order to re-establish the 
network connection. This leads to a motivation to 
investigate the potential of a new fault tolerant routing 
protocol. 

Protocols such as Sensor Protocols for Information 
via Negotiation, (SPIN) [9] were developed to allow 
querying the WSN for data without being able to 
address particular nodes and to implement energy 
savings at the same time. SPIN follows an interest 
advertisement-request strategy in which information is 
described by meta-data which initially is exchanged 
between the nodes. Nodes, which acquired new data, 
advertise it via its meta-data classification. 
Neighboring nodes, which have an interest in that kind 
of data, reply with a request, on which the advertising 
node transmits the data to the requesting node. After 
receiving the new data, the requesting node advertises 
it to its neighbors. SPIN achieves a high-energy 
efficiency compared to flooding, as only requested 
information is transported in the network [10]. 
However, there is no standard meta-data format, as 
this is supposed to be application specific. In addition, 
the delivery of data is not guaranteed by SPIN’s 
advertisement mechanism, as the nodes interested in a 
specific class of data might be distant from the node 
acquiring this data. If intermediate nodes are not 
interested in the given class of data, the interested node 
will never receive it. 

To address the issues of scalability and energy 
preservation in a different way, the notion of hierarchy 
was introduced in several WSN routing protocols with 
the goal of avoiding an overload of sink nodes by too 
many received messages, as well as reducing the 
amount of overall message transmissions. To achieve 
this, nodes are grouped into clusters, which feature a 
node designated as cluster head. Information is relayed 
to this cluster head, which aggregates data to bundle 
the information and reduce the number of messages, 
which are sent to the sink nodes. With this strategy, 
communication is forced into a multi-hop manner, 
relaying information over neighboring nodes, which in 
turn preserves energy as the energy cost of radio 
communication increases with the distance. Low 
Energy Adaptive Clustering Hierarchy (LEACH) [11] 
is one of the first routing protocols applying  
this strategy. 

Iyer, et al. [12] proposed the Sensor Transmission 
Control Protocol (STCP), an end-to-end reliability 
protocol with a congestion control mechanism that is 
sink-centric. STCP dynamically controls the 
application data flow by utilizing a controlled variable 
reliability mechanism where the application type 
controls the throughput. Reliability is maintained by 
using ACK or Negative Acknowledgement (NACK) 
as end-to-end retransmission mechanisms. Packets are 
cached locally in each node until an ACK is received 
from Sink. Whenever Sink receives information about 
congested paths, the Sink directs the downstream-
congested nodes to select alternative paths. Reliability 
in STCP is achieved through connection-oriented 
explicit ACKs, which involves only the end nodes. 

STCP is considered scalable for a large number of 
nodes with high hop counts from a source node to the 
Sink. STCP nodes are prone to huge end-to-end delay 
time [5], which results in high latency and cache 
overflow. 

Marchi, et al. [13] proposed a Distributed 
Transport for Sensor Networks (DTSN). DTSN is 
non-sink centric, end-to-end and an energy oriented 
packet reliability protocol. DTSN is based on two 
mechanisms, full and differential reliability 
mechanisms. Full reliability is achieved via 
retransmission based explicit ACKs, while differential 
reliability is performed independently. In the full 
reliability mechanism, the source node keeps 
transmitting the packets until the number of 
transmitted packets equals the size of the 
acknowledgement window. An explicit 
acknowledgement request is issued from the source 
node to the destination to confirm message delivery. If 
the sequence of the packets is in order, an ACK is sent. 
These packets are then removed from the buffer of the 
source node. If a NACK is received then 
retransmission of the missing sequence of packets is 
performed. The key contribution of DTSN is the 
integration of mechanisms involved in achieving 
reliability, such as partial buffering at the source and 
intermediate nodes and the utilization of erasure 
coding. However, DTSN does not provide details on 
how the reliability level is maintained when network 
conditions change. 

 
 

3. FTRP Operations 
 
3.1. Protocol Overview  
 

FTRP [14] operations utilize a simple messaging 
system to communicate different protocol statuses to 
the participating nodes. This messaging system is used 
to transition the node from one state to another in order 
to form a logical grouping of nodes referenced later as 
a cluster. FTRP tries to overcome the issues in STCP 
[12] by utilizing a distributed cache rather than 
preserving the cache at the sender node. This approach 
allows the cluster head to control the amount of cache 
allocated and where to store the data packet. FTRP 
introduces a retry count for locally cached entries. 
Whenever a packet entry reaches its max retry count, 
(the default is six retires), it is flushed out of the cache 
to overcome cache overflow. In fact, FTRP is well 
suited for a changing environment, where its messages 
update the network paths and handle nodes failure 
well.  

FTRP communicates using a unified packet format 
for all data related to the protocol. This provides an 
easy way to combine different messages in a single 
packet transmission. These packets are encapsulated 
into User Datagram Protocol (UDP) [15] datagrams. 
On the other hand, FTRP messages contain a sequence 
number, which is incremented for each message. In 
such case, the recipient of a control message is able to 
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identify which information is more recent and to 
ignore those older unprocessed messages. 

 
 

3.2. Definitions of Main Nodes Status 
 
1) Sink: The Sink is the central node of the 

network, having information about all nodes. Usually, 
it is connected to a wired network and it has access to 
the wireless sensor domain. 

2) Cluster Head (CH): The Cluster Head can be 
regarded as a Sink, but for a subset of nodes. It is 
responsible for relaying all information from and to 
the nodes controlled under its domain. 

3) Cluster Head Group (CHG): CHGs are 
normal nodes selected by the CH as per the protocol 
parameters to act as local cluster storage for messages 
in transient. 

4) Cluster Member (CM): CMs are normal 
nodes composing the cluster and are managed by the 
respective CH. 

5) Cluster Bridge Head (CBH): If the CH is far 
away from the Sink, the CBH is the node within 
another cluster that links the cluster with the  
nearest CH. 

6) Learning: Initially, a node is not in a cluster or 
it does not know route to a Sink. 

7) Swarm: A node has identified another node 
that is not in its domain and it has knowledge of other 
nodes (nonsink).  

8) Discovered: A discovered node is a node that 
is discovered from either a Sink or another cluster. 

The life cycle begins with a node in a Learning 
state. A few nodes who have knowledge of their 
respective existence can form a swarm. Few swarm 
nodes can then transition to a discovered state upon 
sensing a nearby Sink. The Sink nominates a 
discovered node to be a CH. The CH can request 
nearby nodes for association as CMs. Few CMs can 
then be nominated as CHGs, as per the predefined 
configuration parameters of the protocol.  

Fig. 1 depicts the state transition for nodes  
in FTRP. 

 
 

3.3. FTRP Messaging System 
 
FTRP inherits the general packet structure of the 

Optimized Link State Routing Protocol (OLSR) [16] 
where a packet header is appended to multiple FTRP 
messages and has a sequence number. The choice of 
OLSR packet format was made to benefit from 
piggybacking multiple types of messages in the same 
packet. A single FTRP packet can contain multiple 
routing messages. Messages share a common structure 
as well. 

 
 

3.3.1. Hello Message (HELLO) 
 
A nonsink node lifecycle begins in a Learning 

state, where it periodically broadcasts a hello message 

exposing its status and other parameters. Hello 
messages have their Time to Live (TTL) [17] value set 
to one, in order not to flood the whole network. A 
Hello message is populated with the sending node 
known attributes, and its known existing members, if 
any. Hello messages are broadcasted as keep alive 
periodically. The behavior of each node is different 
upon receiving a Hello message, according to the 
receiving node status. 

 
 

 
 

Fig. 1. FTRP State Transition Diagram. 
 
 

A Sink node receiving a Hello message checks if 
the incoming node has not yet joined a domain, and if 
it is not a member of any other cluster. In that case, the 
Sink sends an association request. If the node had 
already been identified in a domain yet had not joined 
any cluster, the Sink will not take any action. This 
mechanism is adopted in order to control the allocation 
of CHs and to allow the network clustering formation 
to converge by favoring the node to join a cluster than 
to promote it to a new CH. The Sink will ignore any 
Hellos from other Sinks and will update the 
information received from any other CH. 

 
 

3.3.2. Association Message (ASC) 
 
ASCs are used to instruct nodes to join a cluster or 

domain. Only the Sink and the CHs are allowed to 
send association to other nodes. ASC messages have 
two classes. 

1) Regular association: A regular association 
messages have their TTL value set to one, so that 
association does not flood the network. 

2) Broadcasted Association (ASCb): A 
broadcasted association messages have their TTL 
value set to 255 in order for a CH to be nominated 
when it has no direct link to the Sink. It uses its nearest 
CBH to reach the Sink through the distress Save-Our-
Ship (SOS) mechanism. 
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A node populates the ASC message with its 
members. Having that, members of a Sink are the CHs 
known to that Sink and members of a CH are those 
nodes under the CH control as fault  
tolerance domain. 

 
 

3.3.3. Control Message (CTL) 
 
CTLs are used as decision-making mechanism and 

out of band, status updates of different protocol 
aspects. It has the following subclasses 

1) Reject CH promotion: Reject CH promotion 
is issued in the case when a Sink at some point in time 
decided to promote a CM to CH however, this CM was 
earlier acquired by another CH. In that case, rejecting 
the CH promotion is favored so that the CH ID pool is 
not depleted too fast. In return, the CM issues a Reject 
CH Promotion control message to notify the Sink to 
release the allocated CH ID. 

2) Members check: A swarm node that was 
nominated to be CM or CH knows about the existence 
of other swam nodes whom with which a swarm was 
formed. This swarm must be checked against a high 
entity node (Sink in case the node is CH or CH in case 
the node is CM). The receiving node (Sink or CH) 
checks the incoming member list for local existence in 
its data structures, and then replies to the sender node 
with a “Release swarm members” message for those 
members the higher entity does not know about. 

3) Release swarm members: When this message 
is received, the node drops the sending node from its 
local base as swarm, and sends them swarm release 
notify control message. 

4) Swarm release notify: This message is 
processed by swarm to drop the sender from its  
local base.  

5) Swarm SOS: Whenever the swarm is about to 
drop its last member, it issues swarm SOS to the 
sender of the release notify so that the sender is treated 
as bridgehead and relays the SOS to the Sink. The Sink 
will then send an ASCb, with its TTL value set to 255, 
to this swarm node to be nominated as new CH. 

6) Fault Tolerant message release 
(FT_Release): Whenever a node successfully 
receives its data packet, it sends this message in 
broadcast mode, i.e., its TTL value set to 255, to notify 
CHs and CHGs to release the local copies of the 
messages considered for fault tolerance. 

 
 

3.4. Message Emission and Jitter 
 
To avoid synchronization of messages, jitter is 

introduced to allow protocol messages to be emitted 
such that they avoid synchronization. Emission of 
protocol messages from neighboring nodes may, for 
various reasons (mainly timer interactions with packet 
processing), become synchronized such that several 
neighbor nodes attempt to transmit messages 
simultaneously. This may or may not lead to collisions 
and hence message loss of several subsequent 

messages. To avoid synchronizations of messages, the 
following strategy is utilized. A node adds an amount 
of jitter to the interval at which messages are 
generated. The jitter is a random value for each 
message generated. Thus, for a node utilizing jitter: 

 = − jitter, (1) 
 

where FMI is the final message interval, OMI is the 
original message interval and jitter is a uniform 
random value selected from the interval [0, original 
message interval/4]. Jitter is also used when a message 
is to be forwarded by a node. The message is kept in 
the node during a short time period equals the jitter 
interval. 

This scheme increases the opportunity to 
piggyback other messages in the same routing packet 
and contributes to the reduction of the overall number 
of packet transmissions. 

 
 

3.5. Wrap-around 
 
FTRP utilizes sequence number in packets and 

messages to be able to discard messages that are 
repeated or are received out of order. The limited 
number of bits (16 bit) for representing sequence 
numbers can cause repeated values to be present which 
is called a wrap-around (i.e. sequence number is 
incremented from the maximum possible value to 
zero). To be able to distinguish which sequence 
number is more recent. This recovery technique was 
inherited from OLSR [16] by defining the following: 

 = ( + 1) ( + 1), (2) 
 

where seq is the Sequence Number and MAXVALUE 
is the maximum value that can be held in the number 
of bits defined. Thus, even in the presence of wrap-
around, it is possible to determine which message 
contains the most recent information. 

 
 

3.6. Routing Function and Fault Tolerance 
 
The default forwarding scheme for a node is to 

direct the outgoing packets to its master (CH in case 
of a node, and a Sink in case of a CH). The scheme 
below also applies in case the CH or Sink is initiating 
a packet send. Upon the reception of a forward request, 
the routing function checks local parameters for 
replica count and then stores the message in the CHGs 
accordingly. Then, finally, the packet is forwarded 
normally.  

CHs and CHGs are using a timed queue to store the 
packets. The receiving node, upon successful 
reception of a packet, generates an FT_Release 
message having the packet unique identification. Each 
receiving CHG, CH or Sink accepts this message and 
removes the requested message (if it exists) from its 
local queue. Upon the expiry of the queue timer, the 
local fault tolerance queue is checked for packets that 



Sensors & Transducers, Vol. 218, Issue 12, December 2017, pp. 10-18 

 15

had not exceeded their retry time, and those packets 
are resent. Packets having expired retry time are 
removed from the queue and are considered 
undeliverable due to unreachable destination. 

 
 

4. Simulation and Performance 
Evaluation 

 
4.1. Assumptions 
 

The simulation model is based on the following 
assumptions: 

- The Sink has infinite power source, while nodes 
have not. 

- Each node can behave as both a client and  
a router.  

- Each node has a single interface running the 
FTRP protocol on that interface.  

- The nodes have the same capabilities, i.e., same 
coverage area and same antenna.  

- The nodes are randomly placed.  
- The nodes follow a 2d-walk mobility pattern in 

mobility scenarios and follow a constant position 
model for stationary simulations. 

- The nodes can either receive or transmit at a time.  
- There is no turn around time between 

transmitting and receiving. Nodes can switch between 
transmit and receive instantly.  

- Mobility is uncorrelated among the nodes and 
links fail independently. 

 
 

4.2. Performance Metrics 
 
The following performance metrics are used to 

analyze the behavior of FTRP. 
1) Aggregate Throughput: This is the sum of the 

throughputs in the uplink and the downlink. 
2) Packet Delivery Ratio (PDR): This is the 

number of successfully delivered packets divided by 
the total number of transmitted packets 

3) End-to-End Delay (E-2-E): This is the sum of 
time taken for packets transmitted from sources to 
destinations divided by the total number of received 
packets. 

 
 

4.3. Simulation Environment 
 
The FTRP routing model is built using NS-3 

network Simulator [18] on top of IEEE 802.11 MAC 
model of NS-3. Due to simulator limitations, model 
parameters have been tuned to match the 802.15.4 
MAC layer. 

The Random 2d-walk model [19] was adopted for 
driving mobile clients. In the Random 2d-walk 
mobility model, each instance moves with a speed and 
direction chosen randomly until either a fixed distance 
has been walked or until a fixed amount of time has 
passed. If a node hits one of the boundaries (specified 
by a rectangle) of the model, it rebounds on the 

boundary with a reflexive angle and speed. This model 
is often identified as a Brownian motion model. The 
speed is varied from no mobility using a constant 
position model, 1 m/sec to 2 m/sec. Table 1 depicts the 
parameters set for the simulation model that is 
common for all our simulations. 

 
 

Table 1. Parameters for Simulation Model. 
 

Simulation 
Parameter 

Value 

Simulator NS-3 (version 3.25) 

Operating system Linux (Ubuntu 14.04) 

Simulation time 50 secs 

Simulation Area 100 m × 100 m 

Number of nodes 20 for sparse, 40 for dense 

Node transmission 
range 

50 meters 

Movement model (for 
mobility tests) 

Random Walk 2d Mobility 
Model 

Stationary model (for 
no mobility tests) 

Constant Position Mobility 
Model 

Nodes Position 
allocator 

Random Disc Position 
Allocator 

Speed of mobile 
nodes 

1 m/sec and 2 m/sec 

Traffic type CBR 

Data payload 512 bytes 

Packet rates 20 p/sec to 80 p/sec 

MAC Layer 802.11 DCF with RTS/CTS 

Radio Frequency 2.4 GHz 

Radio Channel rate 2 Mbps 

Propagation loss 
model 

Friis Propagation Loss Model 

Propagation Delay 
Model 

Constant speed propagation 
delay model 

 
 

4.4. Results and Analysis 
 
FTRP is simulated using various networking 

scenarios with the help of the NS-3 simulator. The 
scenarios and results along with detailed analysis are 
presented in the following sections. 

 
 

4.4.1. Scenario I 
 
In this scenario, we analyze the performance of 

FTRP in terms of throughput, PDR and E-2-E delay in 
a sparse network comprising of 20 nodes. The 
simulation is performed by varying the number of data 
packets sent per second, while maintaining a constant 
number of flows and system load. Number of packets 
per flow ranged from 20 packets/sec to 80 packets/sec. 
The simulation was repeated using no mobility model, 
1 m/sec and 2 m/sec walking models. Other 
parameters considered for simulations are the same as 
shown in Table 1. 
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Fig. 2 depicts PDR against increasing traffic load 
in a sparse network. It is observed that increasing the 
data rate beyond 280 kb/s causes PDR to begin to drop, 
although not significant.  

 
 

 
 

Fig. 2. PDR in a sparse network. 
 
 

As per our simulation parameters, a data rate of 
240 kb/s corresponds to 60 packets/sec and a data rate 
of 280 kb/s corresponds to 70 packets/sec. Mobile 
nodes achieve a good PDR with regard to the 
maximum data rate supported by Lr-WPAN [4] 
standard, which are 250 kb/s (approximately 
63 packets/sec). While nodes are stationary, the 
obtained PDR results fall to above 94 % at the target 
data rate of 60 packets/sec, which is acceptable.  

Fig. 3 depicts Aggregate throughput against 
increasing traffic load in a sparse network. 

 
 

 
 

Fig. 3. Aggregate Throughput in a sparse network. 
 
 

It is observed that the throughput increases as the 
data rate increases. Both low and high mobility 
scenarios achieve good throughput as data rate 
increases even for data rates above the targeted 
250 kb/s. The stationary nodes performance is lower 
than that of mobile ones, which can be attributed to the 
nodes synchronized states. 

Fig. 4 depicts E-2-E delay against increasing 
traffic load in a sparse network. It is observed that, as 
the data rate increases, the E-2-E delay increases 
significantly in a stationary scenario. The E-2-E delay 
increases within acceptable range for mobile 
scenarios.  

 
 

 
 

Fig. 4. End to End Delay in a sparse network. 
 
 

The increase in E-2-E delay is expected due to the 
introduction of fault tolerance mechanism, which uses 
store and forward. In the stationary scenario, the 
increase is significant and can be justified by the 
nature of FTRP being too communicative. In the 
stationary scenario, the collision rate of packets can 
increase, while mobility helps to decrease collision. 
This can be attributed to the variations of node states. 
This variation reduces messages exchanged, reduces 
collisions and maintains good E-2-E delay. 

 
 

4.4.2. Scenario II 
 
In this scenario, we analyze the performance of 

FTRP in terms of throughput, PDR and E-2-E delay in 
a dense network composed of 40 nodes. The 
simulation is performed by varying the number of data 
packets sent per second, while maintaining a constant 
number of flows and system load. The number of 
packets varied per flow ranged from 20 packets/sec to 
80 packets/sec. The simulation was repeated using no 
mobility model, 1 m/sec and 2 m/sec walking models. 
Other parameters considered for simulations are the 
same as depicted in Table 1. Scenario II results 
emphasize the results of scenario I. It is found that in 
a dense network with no mobility, PDR drops, 
Aggregate Throughput tends to saturate early and  
E-2-E delay increases significantly. In mobility 
scenarios, PDR is within acceptable ranges at  
70 packet/sec rate, the Aggregate Throughput 
increases and E-2-E delay is within acceptable ranges.  

Fig. 5 depicts PDR against increasing traffic load 
in a dense network. 
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Fig. 5. PDR in a dense network. 
 
 

It is observed that, while nodes are mobile, the 
PDR is almost the same. However, for data rates 
higher than 260 kb/s (65 packets/sec) higher mobility 
nodes PDR tends to saturate while for less mobile 
nodes PDR tends to decrease. Stationary nodes are the 
worst performer, result which can be attributed to 
synchronized nodes states. 

Fig. 6 depicts Aggregate Throughput against 
increasing traffic load in a dense network. It is 
observed that, while nodes are mobile, the throughput 
is almost the same. However, for data rates higher than 
250 kb/s, higher mobility nodes’ throughput tends to 
increase while for less mobile nodes throughput tends 
to saturate. Stationary nodes are the worst performer, 
which can be attributed to synchronized nodes states. 

 
 

 
 

Fig. 6. Aggregate Throughput in a dense network. 
 
 
Fig. 7 depicts E-2-E delay against increasing 

traffic load in a dense network. It is observed that, 
while nodes are mobile, E-2-E is almost the same and 
for data rates higher than 250 kb/s all mobile nodes’ 
E-2-E tends to increase. Stationary nodes are the worst 
performer, which is directly linked to the fault 
tolerance function, in which, for every sent packet, an 
ACK for reception is needed to consider a packet is 
delivered. This increases the time when a packet is 
considered successfully delivered.  

 
 

Fig. 7. End to End Delay in dense network. 
 
 

The ACK packet as well might get lost due to 
network collisions and synchronized nodes states, 
which in turn will cause the source node to resend the 
packet and wait for another ACK. This significantly 
affects the E-2-E delay for FTRP. 

 
 

5. Conclusions 
 
This paper introduced a novel reliable fault tolerant 

routing protocol, FTRP, for wireless sensors networks. 
FTRP creates a communication path between source 
and destination nodes and forwards packets on that 
path.  

FTRP performance has been evaluated through 
extensive simulations using NS-3. Aggregate 
throughput, Packet Delivery Ratio and End-to-End 
delay have been used as performance metrics. In terms 
of Packet Delivery Ratio and Aggregate throughput, 
FTRP is an excellent performer in all mobility 
scenarios, whether the network is sparse or dense. In 
stationary scenarios, FTRP performed well in sparse 
networks; however, in dense networks, FTRP’s 
performance had degraded, still remaining in an 
acceptable range. In terms of End-to-end delay, FTRP 
is considered a good performer in all mobility 
scenarios where the network is sparse. In the sparse 
stationary scenario, FTRP is still considered a good 
performer. However, in dense stationary scenarios, 
FTRPs performance is considered as worst-case 
behavior, which can be attributed to synchronized 
nodes states that occur when nodes send similar 
messages at the same time. 

There are times when properly receiving a network 
message carrying crucial information is more 
important than other costs, such as, but not limited to, 
energy or delay. That makes FTRP suitable for a wide 
range of WSNs application domains, such as military 
applications by monitoring soldiers’ biological data 
and supplies while on the battle field as well as battle 
damage assessment. FTRP can also be used in health 
applications by tracking and monitoring doctors and 
patients inside a hospital and elderly assistance, in 
addition to a wide range of geo-fencing, 
environmental monitoring, resource monitoring, 
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production lines monitoring, agriculture and animals 
tracking. 

FTRP should be avoided in dense stationary 
deployments such as, but not limited to, scenarios 
where a high application response is critical and life 
endangering, such as biohazards detection or within 
intensive care units. 

As future work, it is planned to improve the 
performance of FTRP in stationary scenarios. FTRP 
performance was evaluated through simulations. It is 
planned to extend the FTRP implementation in a WSN 
operating system to compare the complexity of a real 
system against the simulation results. The effect of 
varying the number of attempts to retransmit a non-
delivered packet (max retry count) should be 
investigated. Furthermore, the energy efficiency has to 
be evaluated for various FTRP operations. 
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Abstract: In this paper, a modular wireless sensor platform with a sensor identification scheme is presented. 
Our presented modular wireless sensor platform consists of sensor modules, and each sensor module is a part of 
the sensor system and in charge of one job in the system, such as computation, communication, output or 
sensing. Users can stack multiple modules together to build a unique sensor system. Since users are able to 
easily replace one module with others, our platform is highly extendable and reusable. A low-cost sensor 
identification scheme is proposed in this paper to detect which sensor is mounted on the platform automatically. 
This scheme utilizes a unique I2C address to identify the sensor type. A low-cost Electrically-Erasable 
Programmable Read-Only Memory (EEPROM) only needs to be setup in the non-I2C sensing modules. 
Furthermore, a firmware initialization process is also adopted to achieve the sensor identification mechanism. 
To demonstrate the proposed platform, we show an ambient temperature detection application and a carbon 
dioxide detection application in the paper. The results show that the proposed platform is suitable for academic 
researches and industrial prototype verification. 
 
Keywords: Flexible sensing platform, Sensor system. 
 
 
 
1. Introduction 

 

The Internet of Things (IoT) development has 
progressed rapidly in the past few years. This concept 
was widely used not only for the industry and 
research purposes, but also in commercial products in 
our daily life [1-5]. The idea of IoT is to group 
“things” together with internet, allow “things” to 
communicate or interact with each other, and even, to 
gather their information and utilize it. Numerous IoT 
devices have used wireless sensors to recognize 
environments due to the continuously increasing 

availability of wireless sensors. Besides, wireless 
sensors are also widely used in many research fields, 
such as sensor networks and sensor fusion.  

There are several ways to build a sensor platform. 
The first one is to manually compose different sensor 
units according to requirements. In [6], Spanbauer,  
et al. proposed a sensor cube called MICA. Each 
MICA node contains multiple sensors inside. 
Different kinds of MICA nodes can be applied in 
various applications. To build up these kinds of 
sensor platforms, users must have enough hardware 
knowledge and resources. Besides, these self-made 

http://www.sensorsportal.com/HTML/DIGEST/P_2963.htm
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sensors are designed for specific purposes, so they 
have limited extendibility and reusability. The second 
way is to use existing sensor platforms. However, 
most ordinary sensor platforms are designed for 
sensing only one feature, so multiple sensors have to 
be used for multi-sensing applications. This will 
increase cost, lose accuracy, and cause 
synchronization problems. There are also products 
that divide a sensor node into wireless module and 
sensor boards, such as MicaZ [7]. For different 
purposes, users can stack different sensor boards on 
the wireless module, so the reusability is further 
increased. However, the architecture usually allows 
only one sensor board connecting with the wireless 
module. Although some sensor boards have multiple 
sensor modules, the flexibility is still confined.  

To support various researches and product 
developments, a broad range of wireless sensors is 
required. In this paper, we present a flexible wireless 
sensor platform which enables users to arbitrarily 
combine different modules with few constraints, so 
that they can create a unique sensor system according 
to their requirements. For the purposes of 
extensibility and reusability, we divide the sensor 
system into six units: output, sensing, 
communication, processing, power, and debug unit. 
Each unit is in charge of one specific function in the 
system. To build a sensor platform, users can select 
required sensor modules and stack them one by one, 
just like building bricks. This feature makes the 
proposed platform highly flexible and reusable.  

Since our presented platform supports a variety of 
sensor types and sensor interfaces, how to make the 
sensor system easy to use has become an important 
task. Normally, every time we stack a different 
sensing module on the processing module, we have to 
download the corresponding firmware code to the 
Micro Control Unit (MCU) in order to drive this 
module. This work not only increases complexity for 
application developers, but also brings inconvenience 
to common users. A sensor identification scheme is 
therefore inevitable to identify which sensor is 
mounted on the platform automatically. In [8-9],  
R. Morello, et al. adopted the Transducer Electronic 
Data Sheet (TEDS) based on IEEE P1451 standard to 
store sensor information. This method allows 
microprocessors to access data through a 
standardized protocol and to realize the sensor self-
identification. For the only purpose of the sensor 
identification, the hardware cost of this method is 
high since the TEDS memory needs to be setup in 
each sensing module. K. Mikhaylov, et al. [10-11] 
proposed a sensor identification mechanism by using 
the Intelligent Modular Periphery Interface (IMPI). 
The IMPI is implemented as a daisy chain interface 
based on the Serial Peripheral Interface (SPI) bus. 
However, the bus routing complexity is high while 
the number of interconnections becomes large. In this 
paper, a sensor identification scheme is proposed to 
identify the sensors on the platform automatically. 
This scheme utilizes a unique I2C address to identify 
the sensor type. A low-cost EEPROM only needs to 

be setup in the non-I2C sensing module. Furthermore, 
a firmware initialization process is also adopted to 
enable the sensor identification mechanism. 

The rest of this paper is organized as follows. In 
Section II, we present the idea of modular sensor 
platform. Then, the hardware implementation and the 
proposed sensor identification scheme are described 
in Section III. Next, we use two examples for 
demonstration in Section IV. Finally, the conclusions 
are given in Section V. 

 
 

2. Flexible Sensor Platform 
 

Our presented sensor system is divided into six 
units for the purposes of extensibility and reusability. 
Each unit is in charge of one function in the system: 

1) Power unit which provides power to all other 
units is the key influence factor of the sensor life time 
and sensor size. A power unit can be, for example, 
Li-Po battery, button cell battery, or car charger.  

2) Processing unit has to drive other units and 
execute firmware commands. A processing unit can 
be a MCU, a Field-Programmable Gate Array 
(FPGA), or just a controller.  

3) Sensing unit is one of the main components in 
the sensor system to recognize surrounding 
environments, such as acceleration, color, image and 
so on.  

4) Communication unit is used for 
communication. It can receive commands, transmit 
results, and relay messages. Here we focus on only 
wireless transmission, such as Bluetooth Smart 
(BLE), ZigBee, or Wi-Fi.  

5) Output unit shows computational results and 
reminds users by screen, sound, or vibration.  

6) Debug unit provides debug functions. When a 
sensor module is stacked on the debug unit, the 
designer can check signals of each pin and download 
images from PC. 

Each unit has I/O pins to receive commands and 
transmit data. These pins can be standardized I/O 
pins such as Inter-Integrated Circuit (I2C), Serial 
Peripheral Interface Bus (SPI), Inter-IC Sound (I2S) 
and Universal Asynchronous Receiver/Transmitter 
(UART), or they may be General-Purpose 
Input/Output (GPIO) pins defined for the specific 
usage. For communication between different units, 
we define a universal bus that connects all units 
together and is implemented by connectors, as shown 
in Fig. 1. The universal bus contains three kinds of 
pins, standard I/O pins, GPIO pins, and power lines. 
All signals from the processing unit are physically 
connected to the universal bus, so the processing unit 
can control other units through the universal bus. As 
for the power lines, they deliver electric power from 
the power unit to others.  

Under the definition of each unit, we further 
classify a unit into modules. Each unit can have 
multiple modules. Each module is one of the 
implementations of the unit. For example, the 
transceiver unit may have BLE module and Wi-Fi 
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module, the sensing unit may have compass module 
and thermometer module, and the power unit may 
have Li-Po battery module and button cell battery 
module. The reason we classify a sensor platform 
into units and modules is to increase flexibility. For 
each unit in a highly flexible platform, users should 
have more choices to replace one module with others. 
Fig. 1 shows the schematic view of a sensor module 
in the proposed platform. The green and black areas 
are PCB substrate and electronic components, 
respectively. Each module is implemented on an 
equal-size PCB substrate which has connectors on 
both front side and back side. Thanks to the universal 
connector, different modules can be combined 
concurrently, as illustrated in Fig. 2. Here, two 
connectors are used in order to increase the stability 
of the architecture. The area between two connectors 
on the PCB substrate is for placement of electronic 
components.  

 
 

 
 

Fig. 1. The top schematic view and side schematic view 
of a sensor module. 

 
 

 
 

Fig. 2. Combination of two modules. 
 
 

3. Implementation 
 

In this section, we introduce the implementation 
of the presented sensor platform and the proposed 
auto sensor identification scheme. 

 
 

3.1. Hardware Implementation 
 

Our presented flexible wireless sensor platform 
primarily consists of  

1) Power module; 
2) Processing module; 
3) Sensing module; 
4) Communication module; 
5) Output module; 
6) Debug module.  
The power module includes a Li-Po  

battery, a power management unit, a Near-Field-

Communication (NFC) control, a wireless charging 
unit and the coils. In the current implementation, the 
processing module includes not only an MCU unit 
but also a 9-axis motion sensor and a BLE unit. The 
sensing module, communication module, output 
module or debug module can be integrated in the 
platform through the I2C, SPI, UART, I2S, and 
analog interfaces. Fig. 3 shows the appearance of our 
power module, processing module, and sensing 
module. Each module size is 35 mm × 35 mm. The 
processing module is a 32-bit ARM Cortex-M3 
processor, supporting I2S, I2C, SPI, UART, and 
analog interfaces. The BLE communicates with the 
MCU by SPI interface. There are four universal 
connectors on each module, two on the top side and 
the other two on the bottom side. As mentioned in the 
previous section, all peripheral signals and power 
lines are delivered through these connectors. 

 
 

 
 

Fig. 3. The pictures of power module, and processing 
module and an temperature sensing module. 

 
 

Another important feature of the proposed sensor 
platform is the mountable ability. For some 
applications, such as altitude detection, the sensor has 
to be tightly mounted on the object. For this purpose, 
we design packages for sensor boards. Fig. 4 shows 
packaged sensor bricks with different colors. Each 
sensor unit is given a unique color.  

 
 

 
 

Fig. 4. Packages for attachable and wearable applications. 
 
 

The mapping table of sensor units and their 
corresponding colors are described in Table 1. 
Besides the five colors mapping to five units, the 
purple ones are sensor mounts. Currently, there are 
mounts for bats, wrists, tripods, belts, flat surface, 
and magnetic surface. 
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Table 1. Package colors and sensor units. 
 

Color Units Color Units 
Blue Analog sensing unit Orange Processing unit 
Green Digital sensing unit Red Power unit 
Yellow Communication unit Purple Sensor mount 

 
 

3.2. Auto Sensor Identification Scheme 
 
In this paper, an auto sensor identification scheme 

is proposed to detect which sensor is mounted on the 
platform automatically. The users can therefore 
launch the corresponding user’s application 
according to the identified sensor type. This scheme 
utilizes the unique I2C address to identify the sensor 
type. A low-cost EEPROM only needs to be setup in 
the non-I2C sensing module. Moreover, a firmware 
initialization process is also adopted to enable the 
sensor identification mechanism.  

Currently, the transmission interfaces of the 
sensor modules to MCU can be analog voltage 
output, I2C, I2S, UART and SPI, etc. Among these 
interfaces, the I2C device possesses a unique 7-bit 
address, which is used to appoint a certain I2C device 
to perform the operations of data write or read. 
Normally, the unique I2C device address is 
configured in advance, so that the address for each 
I2C sensor device can be different. This characteristic 
can thus be used to perform the sensor identification. 
For those non- I2C sensor devices, we can just add an 
I2C-interfaced EEPROM on the sensing module and 
use it to perform the sensor identification as the 
method used in I2C sensors. 

Fig. 5 shows the hardware architecture of our 
proposed sensor identification scheme. All the sensor 
signals are connected directly to the MCU. Each 
sensor with I2C interface owns its unique I2C address 
(Addr.), and for the rest of non-I2C sensing modules, 
we add an I2C EEPROM and configure it with a 
unique I2C address. Before the MCU starts to read 
sensor data, it scans the I2C address of the  
sensor first. 

 
 

MCU

I2C
(Addr.= AA)

Sensor 
Interface

I2S

I2C EEPROM
(Addr.= BB)

SPI

I2C EEPROM
(Addr.= CC)

Analog

I2C EEPROM
(Addr.= DD)

Sensor A Sensor B Sensor C Sensor D  
 

Fig. 5. The hardware architecture of the sensor 
identification scheme. 

 
 

Since the I2C address of each sensor is set to be 
unique, it can be used to identify the sensor type. For 
example, if the result of I2C address scan is AA, the 
MCU identifies that the sensor is “Sensor A”, and 

then starts to read the sensor data with the I2C 
protocol; if the result of I2C address scan is BB, the 
MCU determines that the sensor is “Sensor B”. Since 
the interface of Sensor B is I2S interface, the MCU 
starts to read the sensor data with the I2S protocol. 
The same flow can be applied to the other sensors. 
With this kind of hardware design, we can identify 
the sensor type automatically by using the unique  
I2C address. 

To achieve the auto-sensor-identification function 
in our presented platform, the MCU needs to perform 
a firmware initial process, as shown in Fig. 6. First, 
we need to turn on the power of the flexible platform. 
The MCU then starts to perform the hardware 
initialization setting (INITIAL_HW) which initializes 
required peripheral controllers. After the hardware 
initialization completes, MCU starts to scan the 
number of sensors plugged-on and the sensor IDs 
(SCAN_SENSOR). The sensor IDs are defined based 
on the I2C address of the sensing module. When the 
scan process completes, MCU begins to initialize 
those sensors connected on it (INIT_SENSOR) and 
put the initial sensor data in the built-in table. In the 
following step, MCU reads the Media Access Control 
(MAC) address of the BLE device and writes  
it in the Near-field communication (NFC) Tag 
(READ_NFC_TAG). Then, the MCU enters the 
waiting status, and waits for the BLE connection and 
communication (WAIT COMM LINK). 

 
 

Power On

Initial

INITIAL_HW SCAN_SENSOR INIT_SENSOR
READ_NFC_

TAG

WAIT 
COMM LINK

 
 

Fig. 6. Firmware initialization process. 
 
 

After the presented flexible platform finishes the 
firmware initialization process, it is ready to connect 
the smart phone App with the BLE. For now, there 
are two ways to establish BLE connection. Firstly, 
users can open the App in their smart phone and see 
all available proposed platforms around with 
different MAC addresses. Afterwards, users manually 
select the target device to establish the BLE 
connection. Secondly, users can use the NFC 
functions of both the smart phone and the platform to 
set up the connection. Once you move the NFC 
sensing area of the platform towards that of a smart 
phone, the smart phone detects the MAC address of 
the flexible platform through NFC tag thus knows 
which device to connect with. The BLE connection 
can thus be established automatically. 

In the case of the BLE transmission between the 
smart phone and the platform, the smart phone acts as 
a master and the platform acts as a slave. After the 
BLE connection between the two devices is 
established, the smart phone starts to send 
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commands, while the platform starts to receive and 
decode the commands, then responds to the smart 
phone. Fig. 7 shows the handshaking flow for 
realizing auto-sensor-identification. The smart phone 
sends a command to be aware what sensors are 
plugged on the platform (Retrieve Sensor List), while 
the platform decodes the command and responds with 
the sensor IDs and quantity (Receive Sensor ID & 
No.). In this way, the smart phone can identify what 
sensors are present on the platform, and open the 
corresponding App page. The smart phone then sends 
a command to retrieve the measurement results of the 
sensors (Retrieve Sensor Data). The platform 
executes the command and transfers the sensor data 
to the smart phone (Receive Sensor Data). 
Consequently, the smart phone shows the received 
data on the App. Normally, the smart phone will send 
the Retrieve Sensor Data command continuously to 
get the latest sensor data.  

 
 

Command

Response

Smart phone Platform  

Command
Retrieve 

Sensor List

Response
Receive 

Sensor ID & No.

Open 
Corresponding 

APP Page

Identify Sensors

Command
Retrieve 

Sensor Data

Response
Receive 

Sensor Data

Show
Sensor Data

on APP  
 

Fig. 7. Communication flow path between smart phone 
and platform. 

 
 

4. Applications and Results 
 
For demonstration of the proposed platform, an 

ambient temperature detection application and a CO2 
concentration sensor system are given as examples in 
this section. Users can develop more applications by 
combining different modules together. In the first 
example application, we use an I2C semiconductor-
based temperature sensing module, a processing 
module, and a power module, as shown in Fig. 8.  

The main difficulty of this application is the 
sensor calibration. Since each temperature sensor in 
the sensing module has slightly inaccuracy, we have 
to individually calibrate each sensor module. Fig. 9 
shows the instrument of temperature forcing chamber 
[12] used to perform the sensor calibration. The 
temperature sensor system is first setup in this 

temperature chamber. The corresponding sensor 
temperature can be recorded according to each target 
temperature set in the temperature chamber. In this 
way, we can therefore obtain the mapping table 
between temperature values of sensing module and 
the chamber.  

 
 

 
 

Fig. 8. A temperature sensor system and its smart  
phone App. 

 
 

 
 

Fig. 9. Experimental environment of a temperature  
sensor system. 

 
 

The relationship between the temperature in the 
sensing unit and the temperature in the chamber 
reading is shown in Fig. 10. The vertical axis 
indicates the target temperature set in the chamber, 
while the horizontal axis represents the 
corresponding temperature obtained from the sensing 
module in our platform. The temperature of each 
temperature sensor system can be modeled as a 
function of the temperature obtained in the chamber. 
The transfer function can be expressed by the 
following equation:  

 
y = -0.0011x2 + 1.1915x - 5.6884, (1) 

 
where y indicates the chamber readings (oC), and x 
represents the sensor readings (oC). The App can thus 
use the equation to quickly obtain a calibrated and 
accurate temperature. Fig. 11 shows the temperature 
errors before and after the calibration in different 
target temperature values. Before the calibration, 
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large errors mostly fall on the low and high ends of 
the temperature, i.e., 0 oC and 80 oC, and the error can 
be up to 6 oC. After the calibration, the temperature 
error is balanced in different target temperature 
values and the temperature error can be thus lower 
than 1.5 oC. 

 
 

 
 

Fig. 10. Relationship between sensor readings and chamber 
readings with transfer equation. 

 
 

 
 

Fig. 11. Temperature errors in different target 
temperature values. 

 
 

Most of the commercial sensors, like the 
temperature sensor just mentioned, have built-in 
readout circuits. In addition, they provide users with 
digital interfaces to easily configure the sensor or to 
retrieve the sensor data with an MCU. Furthermore, 
some even have automatic calibration mechanism 
that guarantees different sensor chips have similar 
output values. However, there are many analog 
interface sensors in the market, whose sensor signals 
are primitive and vary little in the form of current. 
We have adopted some sensors of this kind. To 
successfully retrieve the sensor value, we append a 
readout circuit that amplifies the output signal and 
transform it into the form of voltage for MCU’s ADC 
controller to read. Besides, since the signals are 
primitive and not calibrated, the output will vary 
from chip to chip. We have to map the output voltage 
to a meaningful value for different chips. 

We take the carbon dioxide (CO2) sensor module 
for example to demonstrate how we calibrate this 

kind of sensors. To obtain the corresponding 
relationship between the sensor output voltage and its 
actual meaning, we build a simple experiment 
environment as shown in Fig. 12. We use sealed 
plastic chamber and CO2 gas cylinder to create a test 
environment, where the concentration of CO2 is 
controllable. We place both the CO2 sensor system 
and a commercial CO2 monitor [13] in this airtight 
plastic chamber. In addition, we attach the CO2 gas 
cylinder to the plastic chamber with a plastic soft 
tube. To increase the concentration of the CO2 in the 
chamber, we turn on the air valve on the cylinder to 
allow CO2 gas flow into the chamber. From the 
voltage output of the CO2 sensor and the reading of 
the CO2 monitor, we can therefore get the 
relationship between the CO2 sensor readings and the 
CO2 concentration. 

 
 

 
 

Fig. 12. Experiment environment of a CO2 sensor system. 
 
 

Each sensor needs to be calibrated individually 
due to the differences in their electrical 
characteristics. In Fig. 13, the vertical axis indicates 
the reading of the commercial CO2 monitor, and the 
horizontal axis shows the corresponding voltage 
output of our CO2 sensor module, green round nodes, 
red square nodes and blue triangle nodes are readings 
from three different sensors.  

 
 

 
 

Fig. 13. Relationship between sensor readings 
and commercial CO2 monitor. 
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It can be observed that the trends of three 
different sensors are similar, but there is a significant 
voltage bias. Each trend can be approximated with an 
equation, for example, the transfer equation of 
sensor1 is as follow: 

 
y =107·e -0.004x, (2) 

 
where y represents the CO2 concentration (ppm) in 
the chamber, and x represents the voltage output (V) 
of the sensor. User can therefore derive the CO2 
concentration from the voltage output with this 
equation easily. 

To avoid the tedious work that individually 
measures each sensor and finds out the transfer 
function for each one, we build a simple calibration 
methodology which makes use of the characteristic of 
the CO2 sensor, as shown in Fig. 13. Obviously, 
different initial voltages lead to different transfer 
equations, where the initial voltage is the sensor 
output voltage under 1000 ppm CO2 concentration. 
We try to collect data from as many sensors as 
possible, and find that we can classify those sensors 
into different categories based on their initial output 
voltage. Each category has one specific transfer 
function which can be built in the smart phone App. 
Once you know the initial voltage of a certain CO2 

sensor, you know which equation it fits. The App 
page is as Fig. 14 shows. For now, the atmospheric 
CO2 concentration is about 410 ppm. It is 
recommended to turn on the CO2 sensor system at a 
ventilated space, which is likely to have the CO2 
concentration under 1000 ppm, and click the switch 
icon on our App to read the current CO2 output 
voltage to know which category this CO2 sensor 
belongs to.  

 
 

 

 
 

Fig. 14. A CO2 sensor system and its smart phone App. 
 
 

In this section, an ambient temperature detection 
application is adopted to show this sensor platform 
with a sensor identification scheme can work 
correctly. The calibration method for this temperature 
sensor system is also presented. After that, we take 
our CO2 sensor system to demonstrate how to 

calibrate an analog-type sensor. The 
firmware/hardware flexibility can also be observed 
from Fig. 8 and Fig. 14 that once the sensor  
brick is changed, the corresponding App page will 
pop-up automatically. 

Until now, we have developed several kinds of 
sensor systems [14] and can rapidly integrate more 
kinds of sensors with this modular 
firmware/hardware framework. For each developed 
sensor system, the sensor calibration is performed 
and the corresponding transfer function according  
to the calibration result is embedded in the  
delivered Apps.  

In the following, we compare 3 kinds of sensor 
systems in terms of their extensibilities, flexibility, 
identification methods, and cost. As shown in 
Table 2, our presented sensor platform owns better 
extensibility and flexibility benefited from the 
modular design. Besides, our platform also has lower 
cost feature while implementing a sensor 
identification scheme since a low-cost EEPROM 
only needs to be setup in the non-I2C  
sensing modules. 

 
 

Table 2. Comparisons of 3 kinds of sensor systems. 
 

 [8] [10] This Work 
Extensibility Fair Fair Good 

Flexibility Fair Fair Good 
Identification 

Method 
TEDS IMPI EEPROM 

Cost Low Fair Low 
 
 
5. Conclusion and Future Work 

 

In this paper, we present a novel architecture of 
modular sensor platform. The most significant 
features of the proposed architectures are high 
flexibility and reusability. By stacking different 
modules together, users can create their own sensor 
system. In addition, a low-cost sensor identification 
scheme is also proposed to detect which sensor is 
mounted on the platform automatically. A 
temperature sensor system and a CO2 sensor system 
are demonstrated to show that our presented platform 
works correctly. The comparisons of 3 kinds of 
sensor systems are also given in this paper regarding 
cost, extensibility and flexibility. Currently, this 
platform has been licensed to an industrial company 
and has become a commercial product. Users’ 
feedback shows that the platform is very useful 
especially for the purposes of academic researches 
and industrial prototype verification. In the future,  
we will focus on providing more modules per  
users’ requirement. 
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Abstract: This paper describes the tests carried out with a Wireless Sensor Network in order to examine the radio 
coverage in the large space of a university food court. Due to the challenging environment, the development of a 
multi-hop protocol was necessary. The protocol deems a sensor node as a repeater to extend the signal reach. We 
used the Radiuino open-source platform to develop the protocol with the flexibility to design an address strategy 
in the packet. The preliminary results indicate that the protocol developed is feasible, stable and robust. 
 
Keywords: WSN, Multi-hop topology, Routing protocol. 
 
 
 
1. Introduction 

 
Wireless Sensor Networks (WSNs) play an 

important role in Internet of Things (IoT) applications, 
having low-power sensors and easy installation. 
Indoor WSNs will be essential in smart homes, 
monitoring appliances and systems, such as closing 
the windows automatically based on the weather 
forecast [1]. 

Usually, a WSN consists of sensing nodes that 
report their results to a base station node. The base 
station node can process the data and monitor the 
network [2].  

Two major types of topology are seen in WSN, 
one-hop and multi-hop, when the base node and the 
sensor node are geographically arranged in a way they 
can communicate directly the one-hop topology is 
used. On the multi-hop topology, the sensor nodes 
communicate with each other until the packet reaches 
the destination [3]. 

If a WSN needs to cover a wide area and the 
sensing nodes can not communicate directly with the 
base station node, a change in the topology of the 
nodes can be a solution, as seen in [4]. 

In this project, the sensing nodes were placed 
inside the food court of the Pontifícia Universidade 
Católica of Campinas in Brazil, and the base station 
node was placed in a laboratory. The distance between 
the base station node and the repeater node was 200 
meters. Although is a small distance, it is in non-line-
of-sight (NLOS), making the direct communication 
impossible. 

To extend the range of the signal, a multi-hop 
protocol was created, using protocol stacks with five 
layers, akin to the Transmission Control 
Protocol/Internet Protocol (TCP/IP) concept. 

The rest of the paper is structured as follows. In 
Section II, we discuss the state-of-the-art. In Section 
III, we present the payout of the WSN. Section IV 
shows preliminary results and we conclude in 
Section V with the outcome of the experiment. 

http://www.sensorsportal.com/HTML/DIGEST/P_2964.htm
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2. State of the Art 
 

WSNs can have a distributed or a centralized 
routing protocol. The majority of articles found in 
literature use a distributed routing protocol, such as [5-
7], in which the protocol runs in a peer-to-peer mode, 
requiring all the nodes to possess processing power. 
Another used protocol is the Routing Protocol for Low 
Power and Lossy Networks (RPL), but it is also a 
distributed protocol [8], being different from the 
protocol shown in this project. 

Although, by using the distributed protocol, the 
system does not depend on a centralized process unit. 
It also uses more energy, decreasing the equipment’s 
lifetime. The base station node, in both cases, always 
needs to be connected to the Internet and to have 
processing power. 

Another advantage of centralized routing is the 
simplicity of the network nodes. Only the base station 
node demands more complex processing capabilities. 
It also allows the development of the multi-hop 
protocol that would not be possible with a distributed 
routing management. 

That simplicity makes it easier to meet the Quality 
of Service (QoS) parameters, like changing the routing 
path, changing radio attributes, such as power and 
channel. This ability is important for WSN operators, 
as seen in [9]. Without a centralized routing protocol, 
this operator can not attest to the QoS parameters.  

Further, it is possible to change priorities, for 
example, the information importance of the nodes can 
change over time. Considering those aspects, the WSN 
of this paper has a centralized routing protocol. 

 
 

3. Material and Methods 
 

In this setup, we employed seven sensor nodes 
using the open Radiuino [10] platform, a library of 
Arduino that allows the user to work in five layers. 
This platform was chosen because it allows a change 
of network topology, differently from other platforms 
like ZigBee [11]. 

The logical view of the network is shown in Fig. 1. 
The base station node uses the first three layers (PHY, 
MAC and Net) while the sensors nodes use five layers 
(PHY, MAC, Net, Transp and App). 

 
 

 
 

Fig. 1. Logical view of the WSN layers. 
 
 
The communication modules used in the set up 

were BE990 and BE900, both homologated by the 

Brazilian National Telecommunications Agency 
(ANATEL). These modules carry an ATMega328 
processor and a CC1101 RF transceiver with a 
bandwidth filter, operating in the Industrial, Scientific 
and Medical (ISM) frequency of 915 MHz. The 
BE990 module also has a CC1190 that integrates a 
power amplifier (PA) with a low-noise amplifier 
(LNA) for improved wireless performance [12]. 

The communication module BE900 can reach up 
to 100 meters indoors and 500 meters outdoors. The 
communication module BE990 can reach up to 
1000 meters indoors and 8000 meters outdoors. Those 
distances are considering it is in line-of-sight (LOS), 
which we did not have in this project. 

One sensor node was programmed to work only as 
a repeater, receiving data from the base station node 
and forwarding the packet to the other five sensor 
nodes. For a better performance, the base station node, 
the repeater node and the Sensor 5 node used the 
BE990 (16 dBm) module, while sensors nodes from 1 
to 4 used BE900 (10 dBm). The positions of the sensor 
nodes in the food court can be shown in Fig. 2. 

 
 

 
 

Fig. 2. Position of the sensors. 
 
 

In the layout of the system, the base station  
node is B, the repeater node R and the sensors are S1, 
S2, … , Sn. Fig. 3 shows this layout. 

Radiuino packet has 52 bytes. The first 4 layers 
have 4 bytes each, forming a 16 bytes header. The rest 
of the packet belongs to the Application layer. The 
remaining 36 bytes are split into two halves, 18 bytes 
to measure proprieties and 18 bytes to control 
processes.  

The WSNs have a centralized protocol where the 
base station node is responsible for the routing 
protocol. The routing protocol approach is 
hierarchical. The route is chosen trough the ID  
of the nodes. 

The protocol algorithm uses the bytes from 8 to 11 
(bytes of the Net layer header). In byte 8 is placed the 
address (ID) of the next node that is to receive the 
packet; in byte 9 goes the address of the final node in 
downlink; in byte 10 goes the ID of the sender in the 
hop and in byte 11 goes the address of the final node 
in uplink.  
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Fig. 3. Layout of the system.  
 
 

An example of the protocol where the base station 
node’s ID is 0, the repeater node’s ID is 20 and the 
sensor node’s ID is 1 is shown in Fig. 4. The protocol 
was designed to work only with the message in the 
packet, so the node sensor reacts, changing the 
addresses for the next hop. The advantage of this 
strategy is that it allows the sensor nodes to  
be scalable. 

The repeater node, which is predefined, works with 
bytes 8 and 10, it inputs the data of byte 8 in byte 10 
(its address) and inputs the data of byte 9 in byte 8 (the 
sensor address). The sensor node swaps byte 8, for the 
data, in byte 10, and swaps byte 9, for the data, in  
byte 11. After that, it inputs its own address (ID = 1) 
in bytes 10 and 11. 

 
 

 
 

Fig. 4. Sequence diagram of the packet. 
 
 

4. Preliminary Results 
 
The first test lasted for six hours, from 1 pm to 

7 pm, while the received signal strength indicator 
(RSSI) of down and uplink were measured. Fig. 5 
shows the RSSI of Sensor 1 node as a function of time. 
The sensor’s position was crucial in this case, between 
the repeater node and the Sensor 1 node there was a lot 
of obstacles and passers-by. Therefore, this sensor had 
the lowest RSSI and lost about 13 % of its packets. 

 
 

Fig. 5. Chart of RSSI of Sensor 1. 
 
 

The solid line is the downlink RSSI, that is, the 
RSSI that the sensor is measuring. The dotted line is 
the uplink RSSI, that is, the RSSI measured by the 
repeater node. The solid points showing in both  
lines are the errors, when the packet was lost  
in transmission.  

The Sensor 2 node was in a better position, only 
lost about 5 % of the packets. Its RSSI, shown in 
Fig. 6, was the second best from all the sensor nodes. 
It also helped that didn’t had many passers-by. 

The position of the Sensor 3 node also influences 
the RSSI stability. It was near the employee’s 
entrance, making Sensor 3 node less susceptible to the 
food court flux, losing less than 3 % of it packets  
(Fig. 7). 

 
 

 
 

Fig. 6. Chart of RSSI of Sensor 2. 
 

 

 
 

Fig. 7. Chart of RSSI of Sensor 3. 
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Sensor 4 node was the closest to the repeater. Still 
wasn’t in line of sight because it had two pillars 
between them.  

The disturbance in RSSI, Fig. 8, it’s due the toilets 
behind the sensor nodes and the people passing 
through, it had the smallest packet loss, less than 2 %. 

The discrepancy shown is the result of different 
communication modules in the repeater node and in 
the Sensor 1 to 4 nodes.  

The Sensor 5 node used the BE990 module, the 
same as the repeater, that’s why it’s downlink RSSI 
and uplink RSSI, shown in Fig. 9, are overlapping. 

Its position reflects the variation of the chart, it was 
between both entrances to the food court. 

 
 

 
 

Fig. 8. Chart of RSSI of Sensor 4. 
 

 

 
 

Fig. 9. Chart of RSSI of Sensor 5. 
 
 

5. Conclusion 
 

The purpose of this project was to cover 
university’s food court. A pretest was made trying the 
direct communication between Sensor 3 node and the 
base station node, which was impossible due numerus 
obstacles between them. 

After the development of the protocol and the 
placement of the repeater node, the communication 
was possible.  

Sensor 1 to 4 nodes follows a Gaussian 
distribution, while Sensor 5 node follows a Rayleigh 
distribution. This data is important to manage the 
WSN and take decisions about it. 

The RSSI improvement that is shown in Sensor 3, 
4 and 5 nodes can be attributed to the different location 
and to different communication modules. 

For future projects, the repeater will have two 
communication modules in it, therefore, having two 
antennas. That will allow a bigger expansion  
of the WSN. 

It will also use the Raspberry Pi 3 with a Zabbix 
server working as a Proxy Manager, sending all the 
data to the Internet. 

Using Zabbix, the statistics will be easier, being 
compiled while the tests are running, estimating the 
average of the signal and its standard deviation. 
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Abstract: An indoor positioning system where trichromatic white Light Emitting Diodes (LEDs) are used both 
for illumination proposes and as transmitters and an optical processor, based on a-SiC:H technology, as mobile 
receiver is presented. On-Off Keying (OOK) modulation scheme is used, and it provides a good trade-off between 
system performance and implementation complexity. The relationship between the transmitted data and the 
received digital output levels is decoded. LED bulbs work as transmitters, sending information together with 
different identifiers, IDs, related to their physical locations. A triangular topology for the unit cell is analysed, and 
a 2D localization design, demonstrated by a prototype implementation, is presented. Fine-grained indoor 
localization is tested. The received signal is used in coded multiplexing techniques for supporting communications 
and navigation concomitantly on the same channel. The location and motion information is found by mapping the 
position and estimating the location areas. 
 
Keywords: a-SiC: H technology, Optical sensor, Transmitter, Receiver, Demultiplexer, WDM, Indoor 
positioning. 
 
 
 
1. Introduction 

 

Research on indoor localization and navigation has 
long been a popular topic. Localization is one of the 
essential modules of many mobile wireless 
applications. Although Global Positioning System 
(GPS) works extremely well for an open-air 
localization, it does not perform effectively in indoor 
environments, due to the inability of GPS signals to 
penetrate through in-building materials. Therefore, 
precise indoor localization is still a critical missing 
component and has been gaining growing interest 
from a wide range of applications, e.g., location 
detection of assets in a warehouse, patient tracking 

inside the hospital, and emergency personnel 
positioning in a disaster area. Although many methods 
are available, such as WiFi-based [1-2] and visual 
indoor topological localization [3-4], they require 
dense coverage of WiFi access points or expensive 
sensors like high-performance cameras to guarantee 
the localization accuracy. In the sequence, we propose 
to use modulated visible light (carried out by white 
low cost Red, Green, and Blue, RGB, LEDs) to 
provide globally consistent signal-patterns to perform 
indoor localization.  

We present a 2D localization design, demonstrated 
by a prototype implementation. The main issue is to 
divide the space into spatial beams originating from 

http://www.sensorsportal.com/HTML/DIGEST/P_2965.htm
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the different light sources, and identify each beam with 
a unique time sequence of light signals. The receiver, 
equipped with a light sensor, determines its spatial 
beam by detecting the light signals, followed by 
optimization schemes to refine its location within the 
beam. Fine-grained indoor localization can enable a 
multitude of applications. In supermarkets and 
shopping malls, exact location of products can greatly 
improve the customer's shopping experience and 
enable customer analytics [5-6].  

Visible Light Communication (VLC) is a data 
transmission technology [7-9] and [10], based on the 
use of visible light. Due to the combination of 
illumination and communication, a lot of research has 
been performed for VLC applications [11-12] and 
[13]. With this technology, it is possible to achieve 
simultaneous illumination and data transfer by means 
of LEDs. This functionality has given rise to VLC, 
where LED luminaires are used for high-speed data 
transfer [14-15]. Moreover, both interior lighting of a 
room and data transfer will be achieved without the 
need of an additional communication system. Aside 
from integrability with the illumination system, VLC 
has many advantages compared with other radio based 
technologies: radio frequency (RF) interference free, 
RF interference immune, safe for human health, and 
more secure [16]. Luminaires equipped with multi 
colored LEDs can provide further possibilities for 
signal modulation and detection in VLC systems [17].  

The use of Red-Green-Blue (RGB) LEDs is a 
promising solution to high-speed VLC systems as they 
offer the possibility of the Wavelength Division 
Multiplexing (WDM), which can greatly increase the 
transmission data rate. In the recent past, we have 
developed a WDM device that enhances the 
transmission capacity of optical communications in 
the visible range. The device was based on tandem a-
SiC:H/a-Si:H pin/pin light controlled filter with two 
optical gates that select the different channel 
wavelengths. When different visible signals are 
encoded in the same optical transmission path  
[18-19] the device multiplexes the different optical 
channels, and performs different filtering processes: 
amplification, switching, and wavelength conversion. 
Finally, it decodes the encoded signals recovering the 
transmitted information.  

This paper provides detailed characteristics of 
various components in a VLC system such as 
transmitter and receiver, multiplexing techniques, 
system design and visible light sensing and 
applications, such as indoor localization and motion 
recognition. A 2D localization design, demonstrated 
by a prototype implementation will be analyzed. Fine-
grained indoor localization is tested. The proposed 
system, composed data transmission and indoor 
positioning, involves wireless communication, smart 
sensor and optical sources network, which constitutes 
a transdisciplinary approach framed in cyber-physical 
systems. 

This paper is organized as follows. In Section I, an 
introduction is presented. In Section II, the system 
configuration and its characterization is explained.  

In Section III, indoor positioning is analyzed  
while, in Section IV, some navigation system 
examples are shown. Finally, Section V summarizes 
the conclusions. 

 
 

2. System Configuration and 
Caracterization 

 
2.1. Transmitter 

 
The positioning system’s topology is a self-

positioning system in which the measuring unit is 
mobile. This unit receives the signals of several 
transmitters in known locations, and has the capability 
to compute their location based on the measured 
signals. LED bulbs work as transmitters, sending 
information together with different IDs related to their 
physical locations. Each LED lamp transmits data 
during the time slot it occupies, i.e., the individual 
LED lamp transmits its own data depending on the 
area it locates. An optical receiver inside the mobile 
terminal extracts the location information to perform 
positioning and, concomitantly, the transmitted data 
from each transmitter.  

The beam area of light radiation of an LED, in the 
array, has the form of a circle. The estimate distance 
from the ceiling is used to generate a circle around 
each transmitter (see Fig. 1) on which the device must 
be located in order to receive the transmitted 
information (generated location and coded data). To 
receive the information from several transmitters, the 
device must be positioned where the circles from each 
transmitter overlap, producing at the receiver a MUX 
signal that, after demultiplexing, acts twofold as a 
positioning system and also a data transmitter. The 
receiver detects one or more signals from light beams 
of different LEDs. If the signal it receives is only from 
one LED, the coordinates of the LED are assigned the 
device’s reference point. If the device receives 
multiple signals, i.e., if it is in the overlapping region 
of two or more LEDs, it finds the centroid of the 
received coordinates and stores it as the reference 
point. Thus, the overlap region is used as an advantage 
to increase the accuracy in position estimation because 
more overlapping region means more reference points. 

The proposed system considers a set of LED bulbs 
on the ceiling and a mobile terminal. The ceiling plan 
for the LED array layout of a unit cell is shown in Fig. 
1(a) (LED array = RGBV color spots). A triangular 
topology was considered for the unit cell (Fig. 1(a). 
The proposed arrangement employs four modulated 
LEDs (RGBV), three of them (RGB-LED) are located 
at the vertices of an equilateral triangle and a fourth 
one (V) is located at its centroid. The geometric 
scenario used for calculation uses a calibration grid 
(triangular), smaller, to improve its practicality. Here, 
a beam radius of 2 cm was assumed for each LED. The 
chips of the white LEDs can be switched on and off 
individually in a desired bit sequence and are 3 cm 
away from the receiver. For each RGB-LED, only one 
chip (R, G, B) is modulated in order to broadcast the 
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specific information (payload data). The extra violet 
LED sends the network cell’s. We name point 1 where 
all the four locations overlap. Points 2, 3 and 4 refer to 
the locations with three overlaps, points 5, 6 and 7 with 
two overlaps, and finally 8, 9 and 10 where no overlap 
occurs. The grid size was chosen in order to have the 
triangle inscribed inside the generated circle estimated 
around the violet transmitter. 

 
 

 
(a) 

 

 
(b) 

 
Fig. 1. The next closest grid positions in lighting design.  

(a) unit navigation cell, (b) network cell’s. 
 
 

The calculation of the areas underneath each 
optical pattern was computed assuming the geometry 
of Fig. 1(a), where the coordinates of each emitter are: 

V (0,0), R (0,	 ), G (√ , 	) and B ( √ , 	). 
This was evaluated integrating the shadowed area 

of each region, assuming a circular irradiation flux for 
each emitter of radius r [20]. 

The obtained values are displayed in Table 1. 
These values allow the evaluation of the accuracy on 
the determination on the spatial resolution of the 
positioning system. 

The triangular topology allows the use of clusters 
cells and can be applied on large surfaces (Fig. 1(b). A 
large-dimension indoor environment, like a 
supermarket or a library can be considered by dividing 
the room into unit navigation cells with an appropriate 
side length. In Fig. 1(b), the unit cell was repeated in 

the horizontal and vertical directions in order to have 
an mxn matrix of unit cells that fill all the space and 
gives the geographical position assigned to each unit 
cell. The violet signal carries the ID of the unit cell. 
Cell’s IDs are encoded as rows and columns [rrrr; 
cccc] using a binary representation for decimal 
number. For instance, number 11 is coded as ”1011” 
(23+0+21+20). In case of the presented cell in Fig 1(a) 
being part of the cluster (Fig. 1(b) the ID from the cell 
located at row 1: column 1, will be [0001 0001], 
whereas in case of row 2 column 3, an ID_BIT [0010 
0011] will be send by the violet LED. With perfect 
information, this method will give an exact, unique 
answer, i.e., the cell location in the cluster and for each 
unit navigation cell, the single region at the 
intersection of the circles.  

 
 

Table 1. Areas underneath each optical pattern. 
 

Zone Area 

2|3|4 2 − 3√36  

5|6|7 √32  

8|9|10 2 + 3√36  

 
 

As stated, the employment of trichromatic RGB 
LEDs as transmitters offers the possibility of 
wavelength division multiplexing (WDM) which can 
greatly increase the transmission data rate. The optical 
characteristics of the commercial white LEDs are 
summarized in Table 2. We have adjusted the drive 
currents around 2 mA, in order to have beam radius, 
for the generation location, of 2 cm. 

 
 

Table 2. White LEDs’ optical characteristics at 25 ºC. 
 

 
Red 
(R) 

Green 
(G) 

Blue 
(B) 

Dominant wavelength (nm) 
619 

- 
624 

520 
- 

540 

460 
- 

480 

Luminous intensity (mcd) 
355 

- 
900 

560 
- 

1400 

180 
- 

505 
Spectral bandwidth @ 20 mA 24 38 28 
 
 

Light produced by the LEDs is assumed to 
propagate as a Gaussian Beam. Under this assumption, 
in agreement with the LED’s datasheet used for the 
laboratory experimental measurement, the electric 
field intensity propagates in free space in its unique 
fundamental model.  

Light intensity (I) at distance z emitted by a LED 
with wavelength λ and divergence θ, can be calculated 
recurring to the following expression [21]: 

R

GB

V

8

910

5

67

5

67

5

2

67 3

4
4 2

3

1

1,1 1,3

2,1

1,2

2,32,2

3,23,1 3,3
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where I0 is the emitted light intensity, r is the distance 
from the central axis, ω0 is the beam waist and ω is the 
spot size parameter at a distance z:  
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calculated as a function of the Rayleigh distance zR: 
 

λ
πω0=Rz  (4) 

 

The maximum value of light intensity, at the center 
of the light beam (corresponding to r=0) can be 
expressed as:  
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Applying this model, we calculate the light 
intensity projected on the target screen based on the 
LED characteristics: wavelength, intensity and 
divergence angle (60º).  

In Fig. 2, the simulation of the projected light 
intensities is shown for the unit triangular cell. The 
coordinates of the LEDs, in centimeters, were set as: 
V (0, 0), R (0, 2), B (-1.72, -1), G (1.72, -1).  

To transmit the data, an On-Off Keying (OOK) 
code was used.  

In Fig. 3, an example of the digital signals (RGBV 
codeword) used to drive the LEDs is displayed. In this 
example, the ID_BIT [0101 0011] was sent by the 
violet LED and corresponds to the unit cell (5,3). The 
red, the green and the blue LED send the payload data. 

 
 

2.2. Receiver 
 

The optoelectronic sensor is a 1×1 cm double pin 
heterostructure produced by PECVD (Plasma 
Enhanced Chemical Vapor Deposition) sandwiched 
between two transparent conductive contacts (TCO). 
The device configuration is shown in Fig. 4. In the 
heterostructure, p-i'(a-SiC:H)-n/p-i(a-Si:H)-n [17], the 
intrinsic layer of the front p-i-n photodiode is built of 
a-SiC:H while the back intrinsic layer is based on  
a-Si:H. As a result, both front and back diodes act as 
optical filters confining, respectively, the optical 
carriers resultant from the blue and red wavelength 
photons apart, while the optical carriers generated by 
the green wavelength photons are absorbed  
across both.  

 
 

Fig. 2. Simulated light intensity in a triangular unit cell. 
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Fig. 3. Representation of the original encoded message  
[R G B V] ascribed to the cell (5,3). 

 
 

The device operates within the visible range using 
for data transmission modulated low power light 
supplied by a violet (V), and three trichromatic LEDs. 
The RGB-LED are used together for illumination 
proposes and individually, one only chip, to transmit 
the channel location and data information. So, a 
polychromatic mixture of red, green, blue and violet; 
λR,G,B,V; pulsed communication channels (input 
channels, transmitted data) are combined together, 
each one with a specific bit sequence and absorbed 
accordingly to their wavelengths (see arrow 
magnitudes in Fig. 4). The combined optical signal 
(multiplexed signal; received data) is analyzed by 
reading out the generated photocurrent under negative 
applied voltage (-8 V), with and without 390 nm 
background lighting, applied either from front or back 
sides [18].  

In Fig. 5, the measured signal due to the overlap of 
the four independent input channels (MUX signal) is 
displayed without applied optical bias (dark) and 
under front and back irradiation. On the top the driving 
signal applied to each R, G, B and V LED is presented, 
the bit sequence was chosen in order that when one 
channel is on the others are always off.  

 

R

GB
V
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Fig. 4. Double pin configuration and device operation. 
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Fig. 5. Transient photocurrent without (Dark) and 
under front (Front) and back (Back) 390 nm irradiation. 

 
 

Data analysis shows that the photocurrent depends, 
under irradiation, on the irradiated side and on the 
incoming wavelength, the irradiation side acting as the 
optical selector for the input channels. Under front 
irradiation, the long wavelength channels are 
enhanced and the short wavelength channels quenched 
while the opposite occurs under back irradiation. Note 
that, under back lighting, as the wavelength increases 
the signal strongly decreases while the opposite occurs 
under front irradiation. This nonlinearity is the main 
idea for decoding the MUX signal at the receiver. 

 
 

3. MUX/DEMUX Device  
 
For the unit cell, and with the receiver at position 

generation 1 (see Fig. 1), the photocurrent generated 
by all the input channels was measured under front and 
back lighting.  

The bit sequence of each channel was adjusted in 
order to have all the on/off possible states in an ordered 
sequence. The photocurrent was normalized to its 
maximum value. In Fig. 6a this “standard” MUX 
signal is displayed, under front and back irradiation. In 
Fig. 6(b) a random sequence is shown under the same 
conditions. In the top of the figures, the digital 
decoded information is shown.  

The MUX signal under front irradiation is quite 
different from the one under back lighting. Results 
from the “standard” sequence (Fig. 6(a) show that for 
each possible 24 on/off states, it corresponds a well-
defined level. Under front irradiation, sixteen separate 

levels are detected (d0-d15) and correspond to all 
possible combinations of the on/off states, concerning 
the input channels. Under back irradiation, the MUX 
signal trend is very close to the one of the violet input 
channel and allows the readout of the cell´s ID-BIT. In 
Fig. 6(b), some on/off states are missing, but, as 
expected, the behavior is the same: front irradiation 
enhances the red/green channels while under back 
irradiation the violet channel is readout. 
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Fig. 6. MUX signal under front and back irradiation. 
On the top the transient optical signal from each RGBV 

are decoded. 
 
 

The functional principle to decode the transmitted 
information is based on the adjustable penetration 
depths of the photons into the front and back diodes 
(see Fig. 4), which is linked to their absorption 
coefficient in the intrinsic front and back collection 
areas. Front irradiation is strongly absorbed at the 
beginning of the front diode and, due to the self-bias 
effect, increases the electric field at the back diode, 
where the red incoming photons are absorbed, 
resulting in an increased collection. Under back 
irradiation, the electric field decreases, mainly at the 
i-n back interface, quenching the red signals and 
enhancing the blue /violet ones (see Fig. 5). 
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The algorithms to decode the coded information 
are relatively straight-forward since the background 
acts as selector that chooses one of the 2n sublevels, 
being n the number of transmitted channels, and 
associates to each level an unique n-bit binary code 
[22]. The combination of the four channels under 
irradiation, denotes the presence of all the possible 
sixteen (24) on/off states, clearly observed in Fig. 6(a). 
Here, each level is ordered by the correspondent gains 
in a 4 bit binary code [XR, XG, XB, XV], with X=1 if 
the channel is on and X=0 if it is off. In Fig. 6, in the 
right side, it is presented the selection index for the  
16-element look-up (d0-d15) table, each one in its 4-bit 
binary code (RGBV) [18]. Therefore, by assigning 
each output level to an n digit binary code weighted by 
the optical gain of each channel, the signal can be 
decoded. A maximum transmission rate capability of 
30 kbps was achieved in a four channel transmission 
using this device. In the top of the figure, the digital 
decoded information is shown. 

 
 

4. Indoor Positioning  
 
In Fig. 7, the MUX signals with the receiver at the 

nearest positions 2 and 6, under front lighting, are 
presented. In Fig. 7 (a), the “standard” bit sequence 
(Fig. 6 (a) was analyzed, while in Fig. 7(b), the random 
one (Fig. 6 (b) was imposed.  

Along a n channel WDM message transmission, 2n 
on/off states are possible during an interval of time T 
(see Fig. 6 and Fig. 7). The position of the device 
during the receiving process will be given by the 
highest detected level, i. e., the level where all the n 
received channels are simultaneously on [23]. So, the 
four (RGBV, Fig. 6), the three (RGV, Fig. 7) or two 
(GV, Fig. 7) received messages will be given by the 
decoding of the n received channels while the device 
position will be confirmed by looking at the highest 
level (dot-dash line).  

The position ID for the analyzed examples will 
appear as [1111] (point generation 1, ([1111] in Fig. 6) 
or [1101] (point generation 2, in Fig. 7), and [0101], 
(point generation 6, in Fig. 7). In Fig. 7(b), the eight 
first bits of the violet packet will give the 8-bit address 
of the unit cell, [0010 0110], that is located at line 2, 
column 6 from the network. 

 
 

5. Navigation Data Bits 
 
A challenge in LED-based navigation system is the 

way to improve the data transmission rate while 
maintaining the capability for accurate navigation.  

The input of the aided navigation system is the 
MUX signal, and the output is the system state 
estimated at each time step. For each transition 
between an initial location and a final one, two code 
words are generated, the initial (i) and the final (f). If 
the receiver stays under the same region, they should 
be the same, if it moves away they are different  

[24-25]. The suitability of the navigation data bit 
transition was tested. The navigation solution is to 
move the sensor unit along a known pattern path. One 
can performed signal acquisition on the different 
generated locations, for instance: beginning in point 5 
and ending in point 3 (see Fig. 1), in four consecutive 
instants (t1, t2, t3 and t4) [26]. 
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Fig. 7. MUX signals under 390 nm front and back 
irradiation. On the top the transmitted channels were 
decoded. (a) Standard bit sequence. (b) Random bit 

sequence. 
 

 

In a segment where the initial position of the 
receiver is point generation 5, then it moves to point 4, 
after that goes to point 7 and finally arrives to point 3, 
the acquired MUX signal at the instants t1, t2, t3, and t4 
is displayed in Fig. 8. The decoded channels are 
depicted on top. On the right hand, the highest levels 
(horizontal dotted lines), in each time interval, and the 
correspondent code words are pointed out. 

As the receiver moves between generated point 
regions, the received information changes. In turn, red, 
green or blue channels are added or removed, but the 
violet is always present giving the location of the cell 
inside the cluster. In the considered example, the 8-bit 
positioning ID decoded from the violet channel was 
[0010 0110], which corresponds to line 2, column 6 of 
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the network. Hence, the retrieved information when 
the receiver was under point generation 4 (t2) was:  
8-bit positioning ID from the cell in the network 
[violet channel, 0010 0110], 4-bit positioning ID from 
the point generation cell: [RGBV, 1011], red channel 
payload packet: [1010 1010 1100 0100…]. When it 
moves to generation point 7 (t3) the cell 4-bit 
positioning ID changes to [0011] the red information 
is lost and the blue payload data is maintained as: 
[1011 0111 0011 1010…]. Nevertheless, the 8-bit 
violet ID stays the same [0010 0110] since it 
correspond to the same unit cell (line 2, column 6) in 
the network. 
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Fig. 8. Triangular topology.  
(a) MUX/DEMUX signals under different generation 

regions (5, 4, 7, 3). (b) Compass needle. 
 
 

6. Conclusion 
 

This paper presents a coupled data transmission 
and indoor positioning by using transmitting 
trichromatic white LEDs and an a-SiC:H/a-Si:H 
pin/pin SiC optical MUX/DEMUX mobile receiver. 
For data transmission, an On-Off Keying code was 
used. A triangular topology was considered for the unit 
cell. The proposed arrangement employs four 
modulated LEDs. Three of them are located at the 
vertices of an equilateral triangle to transmit the 
payload data and a fourth one is located at its centroid 

to send the positioning BIT ID from the unit cell in the 
network. Fine-grained indoor localization was tested. 
A 2D localization design, demonstrated by a prototype 
implementation was developed. 

A detailed analysis of the component’s 
characteristics within the VLC system, such as 
transmitter and receiver, multiplexing techniques, 
system design, visible light sensing, and indoor 
localization and navigation recognition were 
discussed. The results showed that, by using a pinpin 
double photodiode based on a a-SiC:H heterostucture 
as mobile receiver and RBG-LED as transmitters, it is 
possible not only to determine the position of a mobile 
target inside the unit cell but also in the network and 
concomitantly to infer the travel direction along the 
time. For future work, by using multiple emitters and 
receivers, the transmission data rate through 
parallelized spatial multiplexing can be improved.  
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Abstract: This paper proposes the use of Visible Light Communication (VLC) for vehicle safety applications, 
creating a smart vehicle lighting system that combines the functions of illumination and signalling, 
communications, and positioning. The feasibility of VLC is demonstrated by employing trichromatic Red-
Green-Blue (RGB) LEDs as transmitters, since they offer the possibility of Wavelength Division Multiplexing 
(WDM), which can greatly increase the transmission data rate, when using SiC double p-i-n receivers to 
encode/decode the information. Each chip, individually, is used to transmit the driving range distance and data 
information. An on-off code is used to transmit the data. Free space is the transmission medium. The receivers 
consist of two stacked amorphous a-H:SiC cells. Multiple Input Multiple Output (MIMO) architecture is used. 
For data transmission, Streetlights and headlights based on commercially available modulated white RGB-LEDs 
are used. For data receiving and decoding, three a-SiC:H double pin/pin optical processors symmetrically 
distributed at the vehicle tail are utilized. The process of accurately encoding and decoding positioning and the 
design of SiC navigation system are discussed and tested. A visible multilateration method estimates the drive 
distance range. Infrastructure-to-Vehicle (I2V) and Vehicle-to-Vehicle (V2V) Communication are simulated. 
 
Keywords: a-SiC:H technology, LED, Visible Light Communication, Intelligent Transportation System, 
Optical sensor, WDM, Vehicular Communication. 
 
 
 
1. Introduction 

 
Modern vehicles are equipped with many 

electronic sensors which monitor a vehicle's speed, 
position, heading, and lateral and longitudinal 
acceleration. Although the technology exists to do so, 
vehicles rarely communicate this information 
wirelessly to other vehicles or roadside infrastructure. 
Researchers are anticipating the deployment of 
wireless vehicle communication, and have begun 
developing applications that use this new technology 

to improve safety and reduce congestion. This system 
is known as connected vehicles. 

Recently, the demand for the solution of road 
traffic problems such as accidents, congestion and the 
associated environmental pollution, has significantly 
increased. By enabling wireless communication 
among vehicles and between vehicles and 
infrastructure, the safety and the efficiency of road 
traffic can be substantially improved. Until recently, 
vehicles were unable to share their data in any 
meaningful way. Vehicle-to-vehicle (V2V) 
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communication was limited to brake lights, turn 
signals, and other low-tech methods. Infrastructure-
to-vehicle (I2V) communication was likewise limited 
to dynamic message signs, highway advisory radio, 
traffic signals, and ramp meters.  

Several modes of vehicular communications, such 
as infrastructure-to-vehicle (I2V), vehicle-to-vehicle 
(V2V) and vehicle-to-infrastructure (V2I) are 
becoming increasingly popular, boosted by 
navigation safety requirements [1]. 

Current solutions, such as intelligent traffic 
control systems, provide communication 
infrastructures along the road; vehicular 
communication and likewise, are research trends 
under the area of Intelligent Transportation Systems 
(ITS) [2-4]. 

Recently, LED-based optical wireless 
communication has been also proposed for car to car 
message delivery. This option turned out to be 
particularly effective in short range direct 
communications to explore Line-of-Sight (LoS) and 
overcome the issues related to the isotropic nature of 
radio waves. One additional benefit of LEDs is that 
they can switch to different light intensities at a very 
fast rate. This functionality has given rise to a novel 
communication technology (Visible Light 
Communication - VLC) where LED luminaires can 
be used for high speed data transfer [5-6].  

In the recent past, we have developed a WDM 
device that enhances the transmission capacity of 
optical communications in the visible range. When 
different visible signals are encoded in the same 
optical transmission path [7-8] the device multiplexes 
the different optical channels, performs different 
filtering processes (amplification, switching, and 
wavelength conversion) and finally decodes the 
encoded signals recovering the transmitted 
information. This device is used as a receiver. 
Therefore, by utilizing VLC between vehicles, 
drivers are given a clearer knowledge of the 
preceding and nearby vehicles status.  

In this paper, a traffic scenario is established. The 
transmitters and the receivers are characterized. To 
achieve vehicular communication (V2V) 4 bit string 
color messages in the visible range and their three 
parity bits for error control are used to transmit a 
codeword that is received and decoded by the SiC 
pinpin devices. Code and parity 
multiplex/demultiplex (MUX/DEMUX) signals are 
designed, transmitted and analyzed. The dependence 
of distance between the transmitter and receiver on 
the shape and magnitude of the encoded signal is 
presented. Driving range distance is discussed and 
tested using the VLC system. The proposed smart 
vehicle lighting system considers wireless 
communication, computer based algorithms and 
smart sensor and optical sources network, which 
builds a transdisciplinary approach framed in cyber-
physical systems. 

This paper is organized as follows. In Section 1, 
the introduction is present and in Section 2, the 
system design is explained. Section 3, reports the 

encoder/decoder method and in Section 4, the driving 
distance is analyzed. In section 5, an example of I2V 
follow by V2V communication is presented. Finally, 
in Section 6, conclusions are drawn.  

 
 

2. System Design  
 
2.1. The Traffic Scenario  
 

White RGB-LEDs using WDM can achieve 
higher data transfer rates and can also be used for 
lighting purposes [9]. For data transmission, we 
propose the use of two headlights based on 
commercially available modulated white RGB-LEDs. 
For data receiving and decoding, three a-SiC:H 
double pin/pin optical processors symmetrically 
distributed at the vehicle tail are used (see Fig. 1). 

 
 

 
 

Fig. 1. Illustration of the V2V. Use Case: the follower 
vehicle sends the message that is received by the leader 

and can be retransmitted for the next car. 
 
 

This VLC system enables the data transmission 
between vehicles, which is crucial to stack the 
information concerning the status of the vehicle (e.g., 
brake, speed, acceleration, engine failure, traffic 
congestion). To build a one-way VLC system that 
allows a feedback channel between the leader vehicle 
and the follower vehicle, the follower vehicle is 
assumed equipped with two headlamps transmitters. 
They send a codeword message [RGBV: PR, PG, PB] 
composed of red, green, blue and violet 4-binary bits 
(four input data bits [R G B V]) and generate three 
additional parity bits [PR, PG, PB] for easy decoding 
and error control [10]. The parity bits are SUM bits 
of the three-bit additions of violet pulsed signal, with 
two additional bits of RGB. The leader vehicle is 
assumed to be equipped with three a-SiC pinpin 
receivers to detect optical messages, as in Fig. 1. The 
spacing of the two transmitters is fixed while their 
distance to the receivers varies and depends on the 
speed (v1, v2). Both transmitters are oriented towards 
the receivers. In Fig. 2, the geometrical relation 
between the two vehicles (leader vehicle and follower 
vehicle) and the separating distances (A, B and C) are 
displayed. Here, the follower vehicle sends the 
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information using the modulated light from the 
headlamps forming a lighting coverage. The leader 
vehicle receives and decodes the message in three 
separated receivers at the tail and compares them. It 
was assumed that each LED chip sends light only 
perpendicular to the semiconductor's surface, and a 
few degrees to the side, which results in a light cone 
pattern (Fig. 2). Three situations are possible: A, the 
vehicles are at a safety distance and the three sensors 
receive the same message with the same intensity; B, 
the vehicles are in a warning distance, they are 
approaching and the left and the right sensor receive 
the same message but at the middle sensor the 
message arrives with double intensity; C the vehicles 
are too close, in the automatic braking distance, and 
the same message arrives to the left and to the right 
sensor and no message is read out by the middle one. 
Based on that, the driving range distance is calculated 
and a warning is sent to the driver or eventually 
activates the automatic braking system.  

 
 

 
 

Fig. 2. Driving range distance showing the inter-vehicle 
distance decreasing as total photocurrent on the three 

receivers changes. 
 
 

2.2. Transmitters  
 

The usage of trichromatic RGB-LEDs as 
transmitters offers the possibility of WDM which can 
greatly increase the transmission data rate. For data 
transmission, we use commercially available  
violet and white RGB-LEDs whose spectra is 
displayed in Fig. 3.  

The output spectra of the white LED contains 
three peaks assigned to the colors red, green and blue 
that mixed together provide the white perception to 
the eye. They are used for lighting purposes and 
when modulated, to transmit data. Each chip, in the 
trichromatic LED, can be switched on and off 
individually for a desired bit sequence [R G B]. An 
extra violet modulated LED [V] was added to 
increase data transmission and to generate parity bits 
[11] that allow error control [12].  

In Table 1 the optical characteristics of the white 
LEDs at 25 ºC are reported. 

For data transmission, an on-off keying (OOK) 
code was used. In Fig. 4, an example of the digital 
signals (codeword) used to drive the LEDs  
is displayed. 
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Fig. 3. Normalized emission spectra for the white  
RGB-LED.  

 
 

Table 1. White LEDs characteristics at 25 ºC. 
 

 
Red 
(R) 

Green 
(G) 

Blue 
(B) 

Dominant wavelength (nm) 
619 

- 
624 

520 
- 

540 

460 
- 

480 

Luminous intensity (mcd) 
355 

- 
900 

560 
- 

1400 

180 
- 

505 
Spectral bandwidth @ 20 mA 24 38 28 
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Fig. 4. Representation of the original encoded message  
[R G B V; PR PG PB]. 

 
 

All the sixteen (24) on/off possible combinations 
of the 4 input channels (RGBV) are reported as well 
the corresponding parity bits. The arrow sets the 
seven bit [1111:111] codeword. Here, the Hamming 
(7,4) code [11] encodes the 4 bits (four input 
channels, RGBV) of data into 7 bits by adding 3 
parity bits. The encoder takes four input data bits [R 
G B V] to which corresponds one of the possible 16 
combinations and generates three additional parity 
bits, i.e., the parity bits are SUM bits of the three-bit 
additions of violet pulsed signal with two additional 
bits of RGB [12] and are given by: 
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PR-(VRB) = V  R  B, (1) 
 

PG-(VRG) = V  R  G, (2) 
 

PB-(VGB) = V  G  B (3) 
 
Moreover, the seven-bit codeword at the output of 

the encoder will be in a format, with the data and the 
parity bits [R G B V; PR PG PB] separated.  

 
 

2.3. Receiver  
 

The optoelectronic sensor is a double pin 
heterostructure produced by Plasma Enhanced 
Chemical Vapor Deposition (PECVD) sandwiched 
between two transparent conductive contacts (TCO). 
The device configuration is shown in Fig. 5. In the 
stacked structure, p-i'(a-SiC:H)-n/p-i(a-Si:H)-n, the 
intrinsic layer of the front p-i-n photodiode in made 
of a-SiC:H while the back intrinsic layer is based on  
a-Si:H. The deposition conditions and optoelectronic 
characterization of the single layers and device as 
well as their optimization were described in [7] and 
[8]. Both front and back diodes act as optical filters 
confining, respectively, the optical carriers produced 
by the blue and red photons, while the optical carriers 
generated by the green photons are absorbed  
across both. 

 
 

 
 

Fig. 5. Receiver configuration and operation. 
 
 

A polychromatic mixture of red, green, blue and 
violet; λR,G,B,V; pulsed communication channels (input 
channels; transmitted data) are combined together, 
each one with a specific bit sequence and absorbed 
according to their wavelengths (see arrow 
magnitudes in Fig. 5). The combined optical signal 
(multiplexed signal; received data) is analyzed by 
reading out the generated photocurrent under 
negative applied voltage (-8 V), with and without 
390 nm background lighting, applied either from 
front or back sides [13]. The RGB-LEDs are used 
together for illumination purposes and individually to 
transmit the channel location and data information. 

2.4. Optical Filter 
 

Four monochromatic input channels illuminated 
the device separately (transmitted data) or combined 
(MUX signal) with 12 kbps transmission rate. The 
generated photocurrent was measured. For the red 
and violet channels, the photocurrents without optical 
bias (no bias) and under front and back lighting are 
displayed in Fig. 6. Results show that front 
irradiation enhances the red signal and decreases the 
violet, while back irradiation has the opposite effect 
(see arrows in the figure).  
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Fig. 6. Red and violet signals without (No bias) and 
under front (Front bias) and back (Back bias) irradiation. 

 
 

The gathered data confirms that the optical gain, 
under irradiation, depends on the irradiated side and 
on the incoming wavelength acting as an active filter 
for the input channels [13]. Under front irradiation, 
the long wavelength channels are enhanced and the 
short wavelength channels quenched while the 
opposite occurs under back irradiation. 

 
 

3. Encoder / Decoder  
 
The algorithm to decode the information is 

relatively straightforward and the knowledge of the 
background acting as selector that chooses one or 
more of the 2n sublevels (with n being the number of 
transmitted channels) and their n-bit binary code 
makes the communication reliable [14].  

In Fig. 7, the received data, i.e., the MUX code 
signal, due to the combination of four (400 nm, 
470 nm, 530 nm, 626 nm) input channels and the 
correspondent parity bits are displayed under front 
irradiation. The solid lines show the MUX signal that 
arises from the transmission of the four (R, G, B, V) 
wavelength channels. The dashed line marks the 
synchronized parity MUX signal transmitted with the 
data code. Due to the different optical gains, the 
colors red, green and blue were assigned respectively 
to the transmission of PR, PG and PB. 
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Fig. 7. Code and parity MUX/DEMUX signals 
under 390 nm front irradiation. On the top the transmitted 

channels [R G B V: PR PG PB] are decoded. 
 
 

The sixteen ordered levels (d0-d15) of the data 
MUX signal are pointed out at the correspondent 
levels, and the ordered eight levels (p0-p7) ascribed to 
the parity bits are displayed as horizontal dotted lines. 
On the right hand side of Fig. 7, the correspondence 
between the parity levels and the parity bits is shown. 
In the top, the decoded seven bit word [R, G, B,V, 
PR, PG, PB] of the transmitted inputs is displayed. 
Results show that each of the 2n possible on/off states 
corresponds to a well-defined level. In Fig. 7, all the 
on/off states are possible hence, 24 ordered levels are 
detected (d0-d15) and correspond to all the possible 
combinations of the on/off states. Under front 
irradiation, each of those n channels is enhanced or 
quenched differently, resulting in an increase of 
red/green magnitude and a decrease on the blue/violet 
magnitude. In the sequence, by assigning each output 
level to a n digit binary code (weighted by the optical 
gain of the each channel), the signal can be decoded. 
A maximum transmission rate capability of 30 kbps 
was achieved in a four channel transmission.  

The proximity of the magnitude of consecutive 
levels (Fig. 7) causes occasional errors in the decoded 
information that is corrected using the parity bits. For 
instance, levels d1, d2, and d3 have similar magnitude 
and can be confused when reading a word message, 
however their parity levels, respectively, p7, p5 and 
p2, are quite different. The parity of the word is 
checked after reading the word. The word is accepted 
if the parity of the bits read out is correct. If the parity 
of the bits is incorrect, an error is detected and should 
be corrected [12].  

To automate the process of recovering the 
original transmitted data, an enhanced algorithm was 
developed. The transmitted information is decoded 
by comparing both the signal from the code and 
parity MUX levels under front irradiation, as shown 
in Fig. 7. The decoding algorithm is based on a 
proximity search [15]. The vector components are 
determined by the signal currents I1 and I2, where I1 
(d levels) and I2 (p levels) are the currents measured 
simultaneously, under front optical bias, for the 4-bit 
codeword (RGBV) and for the 3-bit parity [PR, PG 

PB]. The result is then compared with all vectors 
obtained from a calibration sequence (see Fig. 7) 
where each code level, d(0-31), is assigned the 
correspondent parity level, p(0-15). The color bits of 
the nearest calibration point are assigned to the time 
slot. A Euclidean metric is applied to measure the 
distances. We have tested the algorithm with 
different random sequences of the channels and we 
have recovered the original color bits, as shown in 
the top of Fig. 8. 
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Fig. 8. Two different code and parity MUX/DEMUX 
signals under 390 nm front irradiation. On the top the 

transmitted channels are decoded. 
 
 

4. Driving Distance 
 

Lumens of light emitted by an LED depend on the 
current passing through the LED. For the luminous 
path loss (LL), the conversion of the current flowing 
through the LED to lumens is given by [16].  

 

( )LED  theofpower   emitted
1

L
2L ×=

D
, (4) 

 

where D is the distance between the LED and the 
receiver. The light generated by an LED is directly 
proportional to the forward current flowing through 
the device. In order to analyze the influence of white 
LED brightness (headlight-like) on the sensor 
response, the drive current applied to each chip was 
changed, keeping all the same level for equal white 
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perception. The intensity of the violet LED was kept 
constant at 30 mA. Each chip was modulated as 
shown on the top of Fig. 7. In Fig. 9(a), the MUX 
signal is displayed for different applied drive 
currents. In  
Fig. 9(b), the [1111] code level magnitudes, d15, 
(arrow in Fig. 9(a) as a function of the drive current is 
displayed. The dotted curve shows the trend of the 
photocurrent with the relative distance from the 
receiver to the transmitter. Experimental results show 
that as the drive current increases, the intensity of the 
MUX signal also increases, but its shape remains the 
same. The sixteen levels, each one ascribed to an 
on/off possible state, are all detected allowing at the 
receiver the demultiplexing operation and the 
recovery of the transmitted information. Fig. 9(b), 
also shows that the code levels magnitude increases 
in a fast rate up to driving currents around 10 mA and 
then the photocurrent keeps increasing with the 
driving current but at a slow rate. Here, if we plot the 
photocurrent as a function of the one over the square 
of the driving current (dot plot) we can map the 
relative distances between the receiver and the 
transmitter. If the irradiance is calibrated for a known 
separation between the transmitter and the receiver, 
the irradiance at a given distance can be calculated 
using the inverse square law, hence, as the 
photocurrent increases the relative distance decreases 
exponentially. Three regions are detected: region A 
where the photocurrent decreases slowly with the 
distance; region B where its decrease is gradual; and 
region C, where a fast decrease occurs. These three 
regions can be directly correlated with the inter-
vehicle driving distance from Fig. 2, after a 
calibration. So, by measuring the photocurrent at 
fixed code level it enables the prediction of the 
distance between vehicles and provides information 
to warn the driver about the safety distance (Fig. 2). 
This warning can be transmitted through one of the 
four available channels.  

The VLC system compares the three received 
messages and infers the driving distance between the 
leader and the follower vehicles by reading the 
magnitude of the higher level (dash dot arrow in the 
figure) in the middle sensor. A warning message 
should be sent if the distance is lower than the  
safety distance. 

We have simulated the scenario B (Fig. 2). The 
drive current applied to the two LEDs (headlamps-
like) was the same and adjusted in order to have the 
same lighting conditions of this region. Here, the 
right and the left sensor receive the same message 
and the one in the middle receives the overlap of 
both. We have applied to the RGB LED a current of 
the order of 4 mA and 30 mA to the violet one.  

In Fig. 10, the received MUX signals on the right 
and left sensors or in the middle one are displayed.  

The solid lines are ascribed to the MUX data 
word and the dotted lines to the correspondent parity 
MUX. The same 4:3 binary information (on the top 
of the figure) was sent simultaneously by both LEDs. 
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Fig. 9. (a) MUX signal under different drive currents 

applied to the chips of the trichromatic LED. (b) [1111] 
code level magnitude as a function of the drive current 

applied to the RGB chips. 
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Fig. 10. MUX (solid line) and parity (dotted line) signals 
acquired by the right, the left and the middle receivers. 

 
 

As expected, the shape of both code and parity 
MUX signals are the same but the intensity in the 
middle sensor (≅1 µA) is almost twice of the one 
received in the two others (≅0.5 µA).  

Note that, when applying to each chip a forward 
current of the order of 4 mA, the magnitude of the 
data MUX signal is ≅1 µA (Fig. 9 (b) to which 
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corresponds a relative distance around 0.4 that leads 
to region B. 
 
 
5. I2V and V2V Hybrid Communication 
 

The introduction of individual vehicle location 
data via connected vehicles allows the development 
of new types of mobility applications. 

The VLC applications for vehicular 
communication fall into two categories: 
Infrastructure-to-Vehicle (I2V) and Vehicle-to-
Vehicle (V2V). For the I2V applications they focus 
on utilizing the traffic related infrastructure, such as 
traffic light or street light to communicate useful 
information. There are two types of transmitters in 
V2I communications. In the first type, the street 
lights whose primary purpose is to provide 
illumination can be used for data communication 
with cars or pedestrians. The second type are traffic 
lights based on LEDs that can also communicate with 
cars, if modulated. Since their primary purpose is not 
illumination and because they are always ON (even 
when there is sunlight), they are suitable for 
applications such as vehicle safety, traffic 
information broadcast, etc. On the other hand, the 
illumination LEDs are available on streets even 
where there are no traffic lights, making them more 
suitable for Internet access and positioning.  

An Infrastructure to Vehicle (I2V) follow by 
Vehicle to Vehicle (V2V) communication was 
simulated and its architecture displayed in Fig. 11. 
The street light sends a coded message (traffic 
message) that includes its ID (violet channel) and 
traffic information (RGB channels). Each lamp 
transmits data during the time slot it occupies, i.e., 
the individual LED lamp transmits its own data 
depending on the area it locates. This message is 
received and decoded by the follower vehicle and 
retransmitted to the leader. 

In the I2V communication, the emitter was 
developed based on street lights, located on roadside, 
and the transmitted information received and decoded 
in the SiC pinpin device, located in the car roof. The 
street lights emit light signals within a capture range 
across one or more road lanes. When a probe vehicle 
enters the street light´s capture range, the receivers in 
the probe vehicles respond to light signal and its 
unique ID and traffic message are assigned. They 
send a codeword message [RGBV: PR, PG, PB] 
composed by red, green, blue and violet 4-binary bits 
(four input data bits [R G B V]) and generate three 
additional parity bits [PR, PG, PB] for easy decoding 
and error control [10]. 

To build the V2V system that allows feedback 
channel between leader vehicle and follower vehicle, 
the follower vehicle sends the message that is 
received by the leader and can be retransmitted for 
the next car [17].  

 
 

 
 
 

Fig. 11. Illustration of the proposed scenario:  
V2V and I2V hybrid systems. 

 
 
 

In Fig. 12 the acquired MUX signals due to 
simulated an I2V communication follow by a V2V 
communication are presented.  

In Fig. 12(a), the I2V MUX data (solid line) and 
parity (dash line) signals received by the roof sensor 
are displayed. In top the decoded signal is shown. In 
Fig. 12(b), the V2V MUX signals received on the 
right (R) and left (L) sensors or in the middle (M) one 
is displayed. The solid lines are ascribed to the MUX 
data word and the dash lines, to the correspondent 
parity MUX. The same 4:3 binary information (on 
the top of the figure) was sent simultaneously by both 
LEDs. Here, we have simulated the scenario B (see 
Fig. 2), the drive current applied to the two RGB-
LEDs (headlamps-like) was the same and adjusted in 
order to have the same lighting conditions of this 
region. Experiments were conducted on straight and 
not on turning and zigzag paths. 

Results (Fig. 12(a) show that in the analyzed time 
slot, the street light send a code message that is 
received at the pinpin sensor located at the car roof 
(MUX signal, I2V data) and decoded 
(RGBV:PRPGPB). This message is transmitted to the 
headlights and send to the leader vehicle (Fig. 12(b). 
Here the right and the left sensor receive the same 
message and the one in the middle receives the 
overlap of both. We have applied to the RGB LED a 
current of the order of 4 mA and 30 mA to the violet 
one. As expected, the shape of both code and parity 
MUX signals are the same but the intensity in the 
middle sensor (≅1 µA) is almost twice of the one 
received in the two others (≅0.5 µA). 
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Fig. 12. Proof of concept: (a) Signals acquired in a I2V 
communication, MUX (solid line) and parity (dash line) 
signals; (b) Signals acquired by the R (right); L (Left); 

and M (middle) receivers in a V2V communication, MUX 
(solid line) and parity (dash line) signals. 

 
 
5. Conclusion 
 

In this paper, a VLC system, for vehicle safety 
applications, was presented. The system is composed 
of a VLC transmitter that modulates the light 
produced by white RGB-LEDs, and by VLC 
receivers based on photosensitive elements (a-SiC:H 
pinpin photodiodes) that code and decode the 
modulated signals. A scenario for the VLC system 
was tested and analyzed and a traffic scenario was 
simulated. By reading out in the receivers the 
magnitude of the multiplexed signal, it was possible, 
concurrently, to decode a transmitted message and to 
infer the driving distance between the transmitter and 
the receiver. 
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Abstract: The demand for Wireless Sensor Networks (WSN) applied to industrial process monitoring and control 
is increasing as the forth industrial revolution (Industry 4.0) gathers pace. Flexibility and low cost make WSN the 
perfect choice for these modern 21st century manufacturing plants. Small and Medium Sized Enterprises (SMEs) 
have an important role in the growth of developing economies as they account for approximately 60 % of all 
private sector employment, but are currently finding it difficult to take advantage of new sensor technologies. This 
paper describes the tests carried out with a WSN in order to ascertain the relationship between the Received Signal 
Strength Indicator (RSSI) and the Packet Error Rate (PER). Subsequently, a new RSSI based network management 
strategy is presented; it includes two RSSI tracking indices that guarantee an early warning in case of radio signal 
deterioration. Both indices are generated in real time; the first estimates the RSSI tendency allowing for the 
mapping of a sample position in the set and its value, while the second compares the current RSSI to a 
preconfigured reference value. This article ends with the implementation and testing of the strategy on the 
ScadaBR Supervisory System. 
 
Keywords: Wireless sensor networks, WSN, PER, RSSI, Network management. 
 
 
 
1. Introduction 

 

Small and Medium Sized Enterprises (SMEs) 
contribute decisively for the advancement of 
developing countries. Worldwide, SMEs account for 
about 52 % of private sector value added, varying from 
16 % of the gross domestic product (GDP) in low-
income countries to 51 % of GDP in high-income 
ones. SMEs dominate the world business  
stage; estimates suggest that more than 95 % of 
enterprises across the world are SMEs, accounting for 
approximately 60 % of all private sector  
employment [1].  

With the advent of the fourth industrial revolution 
(Industry 4.0), automation with the use of industrial 
WSN should intensify since one of the main 
characteristics of these networks is their great 
flexibility in terms of installation, which meets the 
needs of the modern 21st century manufacturing 
plants, regarding the flexibilization of the general 
arrangement of equipment [2]. Due to its inherent 
flexibility, it would be natural for control and  
not just process monitoring to be done with the use of 
WSN [3]. 

Smart factories will allow machines and materials 
to communicate while on the assembly line. At the 

http://www.sensorsportal.com/HTML/DIGEST/P_2967.htm
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beginning of the process, each product will bring with 
it a chip with the necessary information for its 
assembly, and, as it advances in the line, it will 
communicate with the equipment by means of 
Identification by Frequency of Radio (RFID).  

If compared to wired networks, WSN offer 
substantial advantages in terms of installation, 
commissioning and maintenance [4]. They can cover 
areas that were previously out of physical or economic 
reach, thus allowing the improvement of processes. 
Remote areas and physical obstructions are no longer 
a barrier.  

The signal tends to be degraded by the type of 
processes executed in the area and by the 
infrastructure density, which can be estimated by 
mapping the areas where the sensor nodes will be 
installed, classifying them as low, medium and high. 

A WSN is composed of a group of transceivers that 
monitor processes and environments and control 

actuators. Commonly monitored parameters include 
temperature, humidity, pressure, flow, liquid level, 
luminosity, vibrations, voltage and concentration of 
pollutants. These networks are composed of several 
monitoring stations called sensor nodes that should be 
small, light and portable, a sink node and a central with 
enough processing power to receive and handle the 
data. Each sensor node should be equipped with a 
transducer, a microprocessor, a transceiver, a power 
source and, optionally, an actuator. The transducer 
generates an electrical signal based on physical 
effects, the microprocessor processes and saves the 
data while the transceiver sends and receives it to the 
monitoring centre. 

Fig. 1 shows a diagram of a WSN. The Subsystem 
A can be considered as the client and is characterized 
by databases and network managers that request 
information from the Subsystem B.  

 
 

 
 

Fig. 1. Typical WSN Diagram. 
 

 
The Subsystem B consists of a proxy manager, 

with the possibility of insertion of a database at this 
level. The proxy manager requests the data being 
monitored and converts it to the cloud protocol, 
Transmission Control Protocol/Internet Protocol 
(TCP/IP). This subsystem is complemented by the 
sink node (computer/transceiver/antenna) and sensor 
nodes (sensor/transceiver/antenna) which in turn, 
depending on the topology, route the packets to the 
sensor nodes of the Subsystem C. 

The Subsystem C is composed primarily by the 
managed agents, sensor nodes that communicate 
wirelessly with the Subsystem B. 

The raison d’être of a WSN is to monitor and 
control processes and environments [5], while a 
manufacturing process can be defined as a systematic 
series of operations executed to produce something. 
The management of a WSN must define a set of 
functions that will integrate configuration, monitoring, 
operation and maintenance of the network services and 
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devices [6]. Table 1 compiles the service classes for 
industrial environments, according to the International 
Society of Automation (ISA). 

 
 

Table 1. Service Classes (ISA). 
 

Use Class Description Characteristic 

Safety 0 
Emergency 

Action 
Always Critical

Control 

1 Control Usually Critical

2 
Supervision 

Control 
(Closed Loop) 

Usually not 
Critical 

3 
Open Control 
(Open Loop) 

Human Action 

Monitoring 
4 Alert 

Few 
Consequences 

5 
Logging, up e 

download 
No immediate 
Consequences 

 
 
Currently in industrial environments, WSN are 

usually employed in monitoring processes, Classes 4 
and 5, but not so commonly in control, Classes 1, 2 
and 3 [4]. 

Network traffic, when used in monitoring and 
process control, includes continuous, asymmetric and 
spontaneous data transmission [7]. 

Some of the biggest challenges in the development 
of WSN are: 

- Device limitations: battery capacity, size  
and weight; 

- Topologies: Dynamic routing is subject to 
changes over time due to different processes  
and activities; 

- Adverse conditions: problems with the 
propagation of radio waves, multipath, noise and 
interference caused by equipment and machines; 

- Aggressive environment: environments with 
great thermal variation, vibrations, humidity, 
condensation and pollutants; 

- Quality of service (QoS): WSN will attend 
processes with different demands; 

- Security: WSN must have strategies to deal with 
internal and external attacks; 

- Scalability: growth or changes in  
network topology; 

- Integration: need to be compatible with existing 
infrastructure [8]. 

The transmissions of the process state readings 
(downlink) and the actuators control commands 
(uplink) use half-duplex as they occur in different time 
slots and must meet the requirements of the processes 
round trip times (RTT) [9]. 

For use in process control classes one, two, or 
three, timing is an essential parameter. The WSN must 
have low jitter and low delay. In [10] it is defended the 
use of the point-to-multipoint (star) topology, as this 
dispenses with routing between sensor nodes, 
reducing jitter and delay. This strategy, however, may 
limit the reach of WSN, a difficulty that can be 
minimized by the use of high-power transceivers. 

Point-to-multipoint routing, if not well planned, can 
also cause reliability difficulties in the communication 
due to the lack of path redundancy between sink and 
sensor nodes. 

A mesh topology with static or even dynamic 
multi-hop routing offers the possibility of path 
redundancy, but may compromise timing. Thus, the 
choice of network topology depends on the 
particularities of the project; distance between sensor 
nodes, density, processes criticality, equipment 
position, plant size, etc. [10], requiring  
careful planning. 

With the use of devices and paths redundancies, a 
WSN may have greater availability than a wired 
network, however to ensure system reliability, 
network availability and data reliability must be 
assured. In wireless communications, the received 
signal strength is medium dependent [6]. The signal, 
when crossing the environment, suffers fading, caused 
by the degradation, absorption and attenuation of the 
radio signal. Interference in the same frequency band 
as the WSN can corrupt or even disable the signal [7]. 

The processes criticality and the characterization 
of the signal and medium generate subsidies to the 
network management system. The more critical the 
process is, the more reliable the link needs to be [11]. 
The International Organization for Standardization 
(ISO) divides the network management into five 
distinct areas. This classification was developed for 
the Open System Interconnection (OSI) model: 

- Configuration management - controls, identifies 
and collects data from and supplies data to  
managed objects; 

- Performance management - evaluates the 
behavior of managed objects and the effectiveness of 
the communication; 

- Fault management - enables the detection, 
isolation and correction of abnormal operation of the 
OSI environment; 

- Security management - addresses aspects 
essential to the safe operation and protection of 
managed objects; 

- Account management - enables charges to be 
established and costs to be identified [12]. 

A strategy that assists in estimating the Received 
Signal Strength Indicator (RSSI) tendency with 
relation to a threshold would be relevant to the 
performance and configuration managements, as 
actions could be taken before that threshold  
is reached. 

Supervisory Data Acquisition and Control Systems 
(SCADA) are industrial control systems used in the 
monitoring and control of remote devices. These 
systems collect data from remote sensor nodes in real 
time in order to monitor and control communication 
networks, including alarm monitoring, data 
processing, and equipment and conditions control. 
Based on the information from remote sensor nodes, 
manual or automatic commands can be executed on 
remote devices [13]. 

The WSN solutions currently offered by large 
solution providers tend to be complex, non-centralized 
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and expensive [3] putting these solutions out of the 
reach of most SMEs, considering that, differently from 
large corporations, these companies have neither the 
capital to acquire nor the dedicated departments to 
manage these new communication technologies [13]. 

Big WSN suppliers tend to offer solutions for the 
needs of large enterprisers, with prices that can reach 
millions of dollars. These suppliers offer large, 
noncentralized networks that grant the routing 
decisions to the nodes [14-16], effectively rendering 
the network hostage of the topology, impacting in its 
control. This reality does not really attend the 
necessities of SMEs regarding cost, control and 
complexity. Usually, these plants are small in area, 
demanding cheaper, less complex network solutions. 
Centralized solutions also allow for full  
network control. 

For the tests in this paper, we used a low cost, 
centralized WSN approach geared towards SMEs, 
where the network manager has total control over its 
running. 

We also identified a shortage of low-complexity 
network summarization solutions that can be used by 
non-technical operators working in SMEs. For that 
reason, in this paper, we present a management 
strategy that uses the RSSI as the main metric. 

This paper is organized into eleven sections: in 
Section 2 we compare different WSN solutions, in 
Section 3 we explain the relation between RSSI and 
Packet Error Rate (PER), in Section 4 we present the 
Radiuino Platform, in Section 5 we specify the testing 
set up, in Section 6 we show the benchmarking test 
results, in Section 7 we introduce the indices 
management strategy, in Section 8 we describe the 
tests done with the strategy, in Section 9 we show the 
strategy implementation on a supervisory system, in 
Section 10 we show the tests done and in Section 11 
we present our conclusions and future work. 

 
 

2. WSN in the Industry 
 
Since WLANs, Bluetooth, Wi-Fi, Wireless Hart 

and ZigBee, to mention just some, were introduced, a 
lot of the effort was focused on the non-licensed 
Industrial, Scientific and Medical (ISM) band of 
2.4 GHz as some systems can require higher data rates. 
However, in some cases, this band may get 
overcrowded, degrading the signal. There are, 
however, other non-licensed bands reserved for ISM 
applications that can be used for wireless 
communication [17].  

The 915 MHz ISM band is narrow and limits the 
maximum data rates. Applications such as SCADA, 
where the data requirements are lower than 
applications found in the 2.4 GHz frequency band, can 
use the 915 MHz band. 

In this paper, we use a platform which operates on 
the 915 MHz band as there are no restrictions for the 
use of this ISM band regarding the application  
type [17]. 

 

3. The RSSI-PER Relation 
 
The RSSI was chosen as the main metric in this 

study since link quality monitoring methods based on 
hardware, e.g., Link Quality Indicator (LQI), Signal to 
Noise Ratio (SNR) and RSSI, make use of basic 
metrics provided by the chip that, if compared to 
software solutions, require far less overhead allowing 
for a better response to changes on the link [18]. 

As indicated by [19], for a given scenario, there is 
a clear relation between the RSSI and the PER as the 
latter tends to go up as the former goes down. In this 
paper, we propose a strategy that takes advantage of 
this relation.  

 
 

4. The Radiuino Platform 
 
All measurements in this work were done using the 

low cost, open software, open hardware Radiuino 
platform [20]. The firmware used in the transceivers 
was developed using the Radiuino Integrated 
Development Environment (IDE). The Radiuino 
platform is structured in layers of protocol akin to the 
TCP/IP.  

The RSSI and PER monitoring applications were 
developed in Python 2.6 [21] and the supervisory 
system used for the management was the open 
software ScadaBR [22]. 

The transceiver used was the BE990 radio module, 
with dimensions of 32.0 mm×24.4 mm×1.5 mm, as 
shown in the top of Fig. 2. It operates in the ISM band 
of 915 MHz and uses FSK modulation. The module 
was configured with a baud rate of 38.38 kbps. The 
BE990 complies with the regulations of the Brazilian 
National Telecommunications Agency (ANATEL), 
features an Atmega 328 micro controller, a Texas 
CC1101 transceiver and a Texas CC1190 RF amplifier 
[23]. 

At the sensor nodes, the module was mounted on 
the DK104 development board [20]. 

 
 

 
 

Fig. 2. BE990 and UartSBee. 
 
 

This board has a voltage regulator that allows the 
use of power sources between 5 V and 14 V as shown 
in Fig. 3. The sensor nodes used in this study were 
always powered by 12-volt batteries. 
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Fig. 3. DK104 Development Board. 
 
 

The DK104 does not have serial USB output for 
communication with the computer and therefore could 
not be used as the sink node. For this purpose, we 
employed the UartSBee module as it has a mini USB 
output, shown in bottom of Fig. 2. 

The transceiver provides the parameter used in this 
study, the RSSI. It represents the signal strength 
observed at the transceiver at the time of reception in 
dBm [24]. The RSSI may suffer noise interference 
from other transmissions [25]. However [26] proves 
that the RSSI can be a good indicator of link quality, 
as long as this value is above the sensitivity limit of 
the device, which in the case of CC1190 is -112 dBm 
[23]. The RSSI is measured as an integer and then 
converted to dBm by subtracting a constant [25]. 

Through tests, it was validated that the BE990 
presents up and downlink RSSI symmetry and for this 
reason, in this work, only the downlink RSSI values, 
that is to say, the perceived power in the sensor node, 
was used. 

 
 

5. Benchmarking and Set Up 
 
Benchmarking tests were carried out on all 

modules before any tests with the strategy were carried 
out.  

For the benchmarking tests, the wireless 
communication link between the sink node and each 
remote sensor node was emulated using a coaxial 
cable. 

To avoid saturation, Mini-Circuit attenuators were 
placed between the module in the sink node and the 
modules in each sensor node, as indicated in Fig. 4. 

In turn, the modules of each sensor node were 
placed in a sealed RF test chamber, so to check their 
normalization and assess their PER and RSSI results 
with minimum electromagnetic interference (EMI). 

 
 

6. Benchmarking and Correlation Tests 
 
The results of the benchmarking tests are 

summarized in Table 2. It shows that all modules were 
conforming, returning very similar values of RSSI and 

PER for the same attenuation scenario, in this case 90 
dB. The highest standard deviation was just 0.13 dBm 
and the highest PER only 1.6 %, indicating good 
stability of all modules. The results indicated that the 
modules could be considered normalized and could be 
used in the correlation tests. 

 
 

 
 

Fig. 4. Emulation Setup Diagram. 
 
 

Table 2. Benchmarking results. 
 

Sensor SSI (average) S.D. (dBm) PER (%) 
S1 - 42.50 dBm 0 0 
S2 - 42.50 dBm 0.13 1.6 
S3 - 42.00 dBm 0 0 

 
 
The same set up shown in Fig. 4 was used again to 

collect the information that allowed correlating the 
RSSI to the PER. This time, the attenuation was 
gradually increased, thus reducing the RSSI level at 
the sensor node and consequently increasing the PER, 
so to find the RSSI level corresponding to the 5 % PER 
reference level (Rv) suggested by [27]. To guarantee 
the reliability of the results, three series of 200 packets 
each were sent to each sensor node. The data presented 
in Table 3 shows the average results of the three-test 
series. 

 
 

Table 3. Correlation RSSI – PER. 
 

RSSI Average 
(dBm) 

PER (%) RSSI St. Dev. (dBm)

-45.0 0 0.11 
-52.0 0 0.31 
-63.0 0 0.38 
-69.5 0 0.64 
-70.0 2.0 0.57 
-71.5 2.5 0.69 
-72.0 4.5 0.76 
-75.0 5.0 0.57 
-77.5 12.5 1.15 
-80.0 38 4.41 

 
 
The results indicate that -72 dBm is the maximum 

RSSI before the PER reaches the 5 % reference  
level Rv.  
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7. Indices Zr and Zt 
 
Indices aid in the monitoring work since they 

simplify the comparison of a current state with a past 
or predefined one. 

This paper presents a management strategy that 
includes two indices, both generated in real time. The 
first estimates the trend of RSSI allowing for the 
mapping of a sample position in the set and its value, 
while the second compares the current RSSI to a 
preconfigured reference one. 

These indices are loosely based on the Box Plot 
diagram and therefore present benefits such as the low 
complexity calculations required to obtain them,  
thus ensuring their easy implementation in supervisory 
systems. 

In order to evaluate the trend of the RSSI based on 
the signal dispersion, we propose the index Zr that is 
composed by the ratio of the average RSSI values of a 
large, configurable, sliding time window (Zb) 
expressed by (1), that can also be understood as the 
historical average, by the average of the RSSI values of 
a small, configurable, sliding time window (Zs) 
expressed by (2). 

 

Zb = x̅ = 
⋯

, (1) 

 

Zs = x̅ = 
⋯ , (2) 

 
where m > n. 

The index Zr, expressed by (3), shows how far Zs 
departs from the historical average Zb indicating the 
dispersion and, more importantly, the RSSI trend, with 
the advantage of returning values around 1. This index 
is independent of the signal strength in which the 
sensor node operates. This feature allows for its easy 
implementation in the monitoring of wireless sensor 
networks; since these sensor nodes are usually 
positioned in different areas, they tend to present 
different RSSI levels. 

The index Zr will tend to 1 as Zs approaches Zb. 
 

Zr = Zb / Zs (3) 
 
The second index, Zt, expressed by (4) tracks the 

value of Zs in relation to a reference level Rv value 
correlated to a PER threshold and tends to 1 as Zs 
approaches this reference value. This index is 
dependent on the signal strength at which the sensor 
node operates. 

 
Zt = Rv / Zs (4) 

 
The observation of these two indices gives the 

operative in charge of the network a clear vision of the 
sensor nodes current situation with respect to the RSSI 
and, consequently, the PER. 

 

8. Indices Testing 
 
For the preliminary tests of the strategy, a WSN as 

specified in Section 5, comprising a sink node and a 
single sensor node was setup with the sensor node 
operating with a RSSI level above the reference level 
Rv of -72 dBm, as established in Section 6, allowing 
for the mapping of the RSSI variation to the increase of 
the PER. From this data, the indices Zr and Zt were 
extracted and compared to the RSSI behavior. The 
choice of the sliding time window for the tests was 
based on the Quality of Service (QoS) we expect 
industrial processes will demand from a WSN, so the 
sliding time window used for Zb was 60 minutes, and 
for Zs, it was 1 minute. However, these values are still 
subject of research. To validate the results, graphical 
comparisons between the variation of the RSSI and Zr, 
RSSI and Zt and Zr and PER were done.  

Fig. 5 shows the RSSI with values in dBm on the 
primary vertical axis against the index Zr with values 
on the secondary vertical axis and the number of 
packets on the horizontal axis. 

 
 

 
 

Fig. 5. RSSI x Index Zr. 
 
 

The graph shows that the index Zr was equal to 1 
up to approximately the packet 1000, which is 
equivalent to the 60 minutes required for Zb to be 
established. From that point on, the index tracks the 
variation of RSSI, always centered on 1 and differs 
from the RSSI as it considers the averages of the last 1 
and 60 minutes sliding windows. This feature  
dilutes the impact of possible extreme and  
discrepant samples.  

The graphs in Fig. 6 show the RSSI with values in 
dBm on the primary vertical axis against the index Zt 
with values on the secondary vertical axis, and the 
number of packets on the horizontal axis. The index Zt 
tracked the RSSI variation with respect to the reference 
level of -72 dBm that was never reached. 

The index Zt acts as an alarm that is triggered 
whenever the RSSI reaches the pre-defined reference 
value, since its permanence at or below this threshold 
indicates an increase in the PER. 
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Fig. 6. R SSI x Index Zt. 
 
 

Fig. 7 presents the index Zr with values on the 
primary vertical axis against the PER with values on 
the secondary vertical axis and the number of packets 
on the horizontal axis.  

The graphs show that although the PER was 
consistently very low, it was higher at the times when 
the index Zr was below 1, that is, when the RSSI was 
below its historical average. It is important to observe 
that the graph of the PER is shown as the hourly 
average of its values. 

 
 

 
 

Fig. 7. Index Zr x PER. 
 
 

The results shown on the graphs confirm the 
robustness of the indices Zr and Zt and their 
applicability as a wireless network management 
strategy. 

 
 

9. Implementation on Supervisory 
 
The strategy was implemented on the ScadaBR 

Supervisory System. For the tests, a WSN as specified 
in Section 5, consisting of a sink node and three sensor 
nodes using a point-to-multipoint topology was set up, 
as shown in Fig. 8. The supervisory system was 
configured to collect the downlink RSSI data from each 
sensor node, calculate Zs for the last minute and Zb for 
the last 60 minutes. 

 
 

 
 

Fig. 8. Point-to-Multipoint Topology. 
 
 

Monitoring via supervisory system allows the 
construction of graphical interfaces in which different 
levels of information can be presented, contemplating 
different levels of knowledge [5]. Figs. 9, 10, 11 and 
12 show the ScadaBR screen. In each figure, the 
bottom chart on the right, "RSSI Sensors 1, 2 and 3" 
brings information that will be appreciated by a 
technically qualified person, the network manager, for 
example. The upper chart on the right, "Indices Sensors 
1, 2 and 3" will be of great value for a person that is 
interested in the network but not necessarily technical, 
such as the production manager. The most concise 
information appears on the left side of the dashboard, 
with the Limit and Tendency light emitting diodes 
(LEDs) that are intended to alert a person that is not 
necessarily interested in the network, but dependent on 
it, such as a machine operator. Fig. 9 shows a snapshot 
of the graphs obtained with sensor nodes 1, 2 and 3.  

 
 

 
 

Fig. 9. Supervisory System Dashboard. 
 
 

The chart "Indices Sensors 1, 2 and 3" shows the 
variation of the index Zr for each sensor node while the 
chart "RSSI Sensors 1, 2 and 3" brings the variation of 
RSSI. 

Limit Tendency 
Dashboard 

S 1 
 

S 2 
 

S 3 

RSSI Sensors 1, 2 and 3 

Indices Sensors 1, 2 and 3 

Tendency LED red = Attention 
Tendency LED green = OK 
 
Limit LED red = Emergency 
Limit LED green = OK 
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Fig. 10. Supervisory System Dashboard – First Test. 
 
 

 
 

Fig. 11. Supervisory System Dashboard – Second Test. 
 
 

 
 

Fig. 12. Supervisory System Dashboard – Thirs Test. 
 
 

On the left, the Limit LEDs flash green while the 
index Zt is above the reference value, in this case  
-72 dBm, and red when Zt is at or below it, and the 
Tendency LEDs that indicate the position of the index 
Zr, flashing green while it is above 1 or red when it’s 
below. For the sake of screen simplicity, we chose not 
to present graphs with the Zt index variation. It can be 
seen that the Tendency LEDs for sensor nodes 1 and 2 
were red indicating that RSSI on these two nodes were 
in a downward trend. This fact can be confirmed by the 
graph "Indices Sensor nodes 1, 2 and 3" as the trend 
lines for sensor nodes 1 and 2 (red and blue lines) end 
below 1. 

10. Stress Testing 
 
To validate the use of the indices strategy on the 

ScadaBR Supervisory System, we extended the use of 
the test setup described in Section 8. Tests introducing 
unexpected situations of use were carried out. These 
tests were useful to reveal any potential problems with 
the strategy on the supervisory system, such as 
performance or behavior issues, errors on startup, 
shutdown or on the interface.  

The first test, shown in Fig. 10, was done in  
order to ascertain what would be the supervisory 
system behavior in case one of the sensor nodes 
became unavailable.  

The network was started, and the 60 minutes 
needed for Zb to be established were observed. To 
simulate unavailability, the sensor node 3 was 
purposely disconnected from power. 

The Limit and Tendency LEDs for the sensor 
node 3 immediately lit up in red and the green trend 
lines for the sensor node 3 on graphs "Indices 
Sensors 1, 2 and 3" and "RSSI Sensors 1, 2 and 3" 
disappeared. We conclude that the strategy in the 
supervisory system behaved as expected. 

The second test, shown in Fig. 11, investigated the 
behavior of the indices strategy on a supervisory 
system in case of sudden signal deterioration. For this 
test, the sensor node 3 was distanced from the sink 
node, simulating signal deterioration. Again, it can be 
seen that the Tendency LED for sensor node 3 lights 
up in red and the green line in the "RSSI Sensors 1, 2 
and 3" graph reaches values below -40 dBm, reflecting 
accurately the node situation. 

The third test, shown in Fig. 12, investigated  
the supervisory system behavior in case of acute signal 
deterioration. 

For this test, the sensor node 3 was moved even 
further away from the sink node to a point where the 
RSSI reached and exceeded the reference value Rv of 
-72 dBm, established in Section 6. 

In this test, the dashboard shows the sensor  
node 3 Limit LED in red, indicating that the RSSI on 
that sensor node was below the reference value, which 
can lead to a PER above 5 %. This condition was 
confirmed by the graph "RSSI Sensors 1, 2 and 3" as 
the green trend line for sensor node 3 reaches values 
below -80 dBm. The Tendency LED for that node also 
lights up in red indicating a RSSI deterioration which 
can be confirmed by the graph "Indices Sensors 1, 2 
and 3" where the sensor node 3 green trend line shows 
the drop of the index Zr. 

In order to carry out the last and most extensive test, 
all nodes were connected to mains power, in order to 
guarantee the uninterrupted supply of power. The test 
consisted of a continuous and uninterrupted use of the 
indices strategy on the ScadaBR for a whole week, in 
order to ascertain any possible system locking. At the 
end of that period, the tests pointed out that the system 
did not present any faults. The tests results with the 
indices strategy on the ScadaBR Supervisory System 
confirm the robustness of the solution. 

RSSI Sensors 1, 2 and 3 

Indices Sensors 1, 2 and 3 

Tendency LED red = Attention 
Tendency LED green = OK 
 

Limit LED red = Emergency 
Limit LED green = OK 

S 1 
 

S 2 
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Limit Tendency 
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Tendency LED green = OK 
 

Limit LED red = Emergency 
Limit LED green = OK 

Limit Tendency 

RSSI Sensors 1, 2 and 3 

S 1 
 
S 2 
 
S 3 

Indices Sensors 1, 2 and 3 

Limit Tendency 

Indices Sensors 1, 2 and 3 

RSSI Sensors 1, 2 and 3 
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Tendency LED green = OK 
 

Limit LED red = Emergency 
Limit LED green = OK 

S 1 
 
S 2 
 
S 3 

Dashboard 

Dashboard 

Dashboard 
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11. Conclusions and Future Work 
 
This paper objective was to demonstrate the 

feasibility of employing a new network management 
strategy based on indices that use the RSSI as the only 
metric, as this solution requires far less overhead 
allowing for a better response to changes on the link. 
For that, a testing set up using the Radiuino platform 
was assembled so data could be collected.  

The preliminary tests with the indices strategy 
indicated that, when compared to the RSSI readings, 
the strategy presents an easier interpretation of the data 
as the impact of extreme and discrepant samples were 
diluted by it. 

The strategy was also implemented on the ScadaBR 
Supervisory System where an interface that attended 
the needs of different levels of network expertise was 
created. The stress tests carried out then returned 
results that also confirmed that the strategy was stable 
and robust enough to be employed in the monitoring of 
WSN in SMEs and thus help these companies to take 
full advantage of the Industry 4.0 possibilities.  

There are still a number of topics following from 
our findings that would benefit from more research, 
including the further development of the supervisory 
system, as other open source network and application 
monitoring software like the Zabbix could be tested 
and evaluated, and the development of a methodology 
for the choice of the sliding time window for the 
indices Zb and Zs, according to the different industrial 
plant environments and requirement settings. 

Also, the deployment of the indices strategy in a 
real SME environment with sensors distributed across 
the plant, where adverse conditions like propagation 
issues and interferences in the spectrum are the norm, 
would allow for a better understanding of the real 
capabilities of the strategy 
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