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Abstract: A wireless sensor network (WSN) has a huge potential in water ecology monitoring applications. The 
integration of WSN to a portable sensing device offers the feasibility of sensing distribution capability, on-site 
data measurements, and remote sensing abilities. Due to the advancement of WSN technology, unexpected 
contamination events in water environments can be observed continuously. Local Area Network (LAN), Wireless 
Local Area Network (WLAN) and Internet web-based are commonly used as a gateway unit for data 
communication via local base computer using standard Global System for Mobile Communication (GSM) or 
General Packet Radio Services (GPRS). However, WSN construction is costly and a growing static infrastructure 
increases the energy consumptions. Hence, a growing trend of smartphone-based application in the field of water 
monitoring is a surrogate approach to engage mobile base stations for in-field analysis that are driven by the 
expanding adaptation of Bluetooth, ZigBee and standard Wi-Fi routers. Owing to the fact that smartphones are 
portable and accessible, mobile data collection from WSN in remote locations are achievable. This paper 
comprehensively reviews the detection of water contaminants using smartphone-based applications in accordance 
with WSN technologies. In this paper, some recommendations and prospective views on the developments of 
water quality monitoring will be discussed.  
 
Keywords: Wireless sensor-based network (WSN), Water quality monitoring, Smartphone-based system, WSN 
construction. 
 
 
 
1. Introduction 
 

An expanding group of water contaminants which 
are constantly changing is responsible for the 
breakthrough of various contagious diseases, such as 
diarrhea, hepatitis, SARS, pneumonia, kidney failure, 
irritations and pulmonary disease [1]. The tremendous 

amount of waste generated is a major concern in 
sustaining safe and clean water supply. Waste 
production imposes a significant change in the quality 
of water due to a breakdown of various contaminants, 
chemically and biologically, which contains highly 
toxic substances. Although raw water or wastewater 
undergo treatment process before distribution process, 
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water distribution system (WDS) pipeline are easily 
exposed to intentional or accidental contamination. 
Intentional sabotage events have been reported to 
occur within public drinking water supply in north-
east Scotland [2] and tap water in Turkey [3] due to 
the prevalence of mesophilic Aeromonas bacteria 
which is the act of terrorism or mischief. As for 
accidental contamination occurrence, the breakdown 
of contaminants is commonly through cracks in WDS 
pipelines that are easily exposed to polluted 
environments. The derivation of most common non-
biological contaminants is ammonia, arsenic, barium, 
boron, chlorine, chromium, cadmium, lead, mercury, 
nickel, nitrate and sodium [4]. Based on the Third 
Contaminants Candidate List (CCL3) reviewed by 
United States of Environmental Protection Agency 
(USEPA), the most commonly found microbial 
contaminants are Adenovirus, Caliciviruses, 
Campylobacter jejuni, Enterovirus, Helicobacter 
pylori, Escherichia coli (E. coli), Legionella, 
Mycobacterium avium, Naegleria fowleri, Salmonella 
enterica and Shigella sonnei [5]. These contaminants 
have been significantly presence in aqueous 
environments such as river, groundwater, wells, water 
storage, tap and drinking water. Excessive 
consumption of substance concentration may lead to 
toxicity and hazardous to human health. Hence, the 
principal motivation for water quality monitoring is to 
provide a safe water supply to public, retail and 
wholesale consumers.  

Recently, water monitoring technologies have 
expanded to a wide variety of directions. Several 
monitoring technologies have been introduced in order 
to provide higher detection sensitivity as well as data 
accuracies. Such improved technologies are sensor 
placement approach (SPA) [6-8], microfluidic devices 
[9-11], spectroscopic techniques [12-14] and 
biosensor array [15-19]. Often these monitoring 
techniques correlate with chemo-metric analysis 
which particularly used in analytical chemistry and 
biology applications. Multivariate analysis using 
various chemo-metric techniques provide information 
on chemical substances extracted from sensing 
devices to obtain qualitative and quantitative data 
measurements. Despite the meticulous techniques 
established from previous studies, providing a fast 
response, sensitive and accurate detection technique is 
a necessity for the production of threats-free water 
supply. Therefore, online wireless sensor network-
based detection approach was recently established to 
measure water quality in real-time whilst having the 
potential to provide an early warning system as well as 
true/false detection alarms. According to EPA, online 
water quality sensors should impose three main 
objectives, which are (1) reproducibility of data 
measurements at different contaminants concentration 
level; (2) predicting baseline water quality level at 
various locations; (3) interpretations of response data 
analysis, qualitative and quantitative measures [20].  

Detection of low concentration contaminants in 
water sources are a challenging task, especially when 
for microbiological contaminants [21]. Traditionally, 

analysis of water contaminants has been performed in 
laboratories and water facilities that often utilizes 
high-end technological instrumentations. Although 
conventional method, also known as “off-line 
analytical methods” , such as multiple fermentation 
tube (MTF) [22-25], membrane filtration (MF)  
[26-28], DNA amplification [29-31] and gas/liquid 
chromatography-mass spectrometry (MS) [32-35] 
have been remarkably successful in water 
contaminants data analysis, several researches review 
the drawbacks of employing these methods in real-
time measurements which are primarily time-
consuming, limited detection of specified 
contaminants, relatively high cost, heavy 
instrumentation setup and provide small data sets  
[36-39]. This equipment requires expert guidelines for 
conducting analytical measurements and procedures.  

Since the introduction of wireless sensing 
mechanism, several studies have been reported to 
established integration of detection techniques with 
wireless sensor network (WSN) applications. Online 
monitoring offers portability, compact, flexible and 
faster response which are suitable for on-site 
deployments. A surrogate approach utilizing WSN 
instrumentations is able to identify unlimited water 
quality parameter as discussed in [40], which are 
summarized in Table 1.  

 
 

Table 1. WSN-based online monitoring  
instrumentations [40]. 

 
Online monitoring 

instruments 
Water Quality Parameter 

Physical 
Turbidity, color, electrical 
conductivity (EC), hardness, 
temperature 

Inorganic 
pH and DO level, metals, 
nutrients, fluoride 

Organic 
Carbon, hydrocarbon, UV 
absorption, pesticides, 
disinfectant-by-product (DBP) 

Biological Algae, protozoa, pathogens 
Hydraulics Flow, level, pressure 

 
 
As seemingly promising, not many researchers 

considered the detection of contaminants at the point 
of consumption, which is primarily tap and drinking 
water supply. Today, hand-held devices such as 
portable microfluidic devices, miniaturized biosensors 
and spectroscopy have been commercially available, 
hence, providing an efficient way for on-site 
monitoring of water quality assessments. The 
application of WSN within water distribution system 
is the simplest way to enable in-field and real-time 
water contaminants detection. An automated detection 
system reduces the time limitations of a conventional 
analytical method, having to work with real-time 
water samples without the necessity for laboratories 
usage and able to response faster whenever 
contaminants are detected. Therefore, a 
comprehensive review on the state-of-the-art WSN 
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and smartphone-based monitoring technologies, as 
well as their applications for the detection of water 
contaminants are presented in this paper. Limitations 
and future recommendations for present water quality 
monitoring system will be extensively elaborated.  

 
 

2. WSN Design Structure 
 

A wireless sensor network (WSN) is a distributed 
architecture consisting several subsystems that are 
able to communicate with one another through an 
electronic device, commonly known as a transceiver 
or receiver. There have been a numerous research on 
the constructions of WSN technology for the detection 
of water contaminants whilst providing low cost, 
higher detection sensitivity, sufficient data sets, 
improved data acquisition and low power 
consumptions [41]. Typically, a WSN system 
comprises a number of low power consumption 
sensing station nodes that enable data acquisition 
process. The basic system of WSN comprises a sensor 
distribution system, central data station, and a 
controller unit which permits data analysis process. 

WSN technologies often correlate with real-time 
automated monitoring system equipped with data 
acquisition, network transmission, and software data 
analysis. This intelligent technique enables the 
monitoring system to characterize water conditions, 
observing changes in water quality, identifying 
emerging contaminants and providing water 
assessments [42-45]. There are several network 
topologies used for implementation of network nodes, 
such as the star topology, peer-to-peer (Mesh), and 
cluster tree topology network [46]. Fig. 1 illustrates 
the network topology. A star topology is a single hop 
communication architecture in which the PAN 
coordinator, also known as the router nodes connects 
to multiple nodes. In contrast, a MESH topology is a 
multi-hop communication system in which the router 
nodes are connected to multiple other nodes while a 
tree topology is a combination (hybrid) of star-mesh 
architecture. Referring to [47], the WSN design 
structure monitoring system consists of three main 
parts which data are monitoring nodes, data base 
station and remote monitoring center as shown  
in Fig. 2. 

 
 

 
 

(a) Star topology  (b) MESH topology  (c) Cluster tree topology 
 

Fig. 1. Wireless sensor-based network (WSN) topologies [46]. 

 
 
Each of the sensing nodes placed at distributed 

water area does not only assemble parameters such as 
pH level, dissolved oxygen, EC and temperature, but 
also capable of obtaining wide coverage of 
linearization. These collected data measurements are 
then transmitted to a remote monitoring center from 
the base station via GPRS network system. The 
proposed system successfully monitors the 
temperature and pH level of an artificial lake, 
obtaining value ranging from 0 to 80 ºC and 0 to  
12 pH level, respectively. In relation to this, Lindsay 
et al. [48] have developed the integration of WSN for 
environmental sensing application in Lakes, which is 
known as LakeNet. The construction of WSN was 
embedded onto floating probe consist of waterproof 
controller unit and sensor nodes. The sensors detect 
pH level, temperature and dissolved oxygen in water 

samples and describe any diurnal fluctuations and 
photosynthesis. These data are transmitted via a 
wireless system to relay stations and PC gateway [49]. 
Similarly, this method has also been applied in Flynn 
et al. [50] and Yang et al. [51] for the in-situ 
monitoring of water quality in aqueous environments. 

 
 

3. Smartphone-based Monitoring System 
 

Recently, smartphones are known as the pocket-
sized computer featuring almost any application that 
interest consumers. WSN applications have been 
embedded with smartphones due to portability and 
low-cost devices suitable to be used for on-site 
monitoring analysis which gives direct information to 
the users [52, 53].  
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Fig. 2. WSN system consist of three main parts: data monitoring nodes, data base station and remote monitoring center [47].  
 
 

Smartphones are more accessible and portable in 
comparison to other laboratory analysis techniques 
including several in-situ monitoring devices [54]. An 
expanding development of smartphone-based 
monitoring apps has increased interest among 
researchers to fully utilized smartphones as a smart 
detector. A surrogate approach to exploit smartphones 
for water monitoring is by integration of RGB camera, 
Bluetooth, ZigBee, Wi-Fi, GPS, GPRS and GSM 
communication. Sensing devices capture 
measurements and smartphones are used to control 
experimental variables as well as displaying results on 
a screen that basically resembles the tiny version of a 
laptop computer. This was illustrated in several studies 
that developed a sensing device featuring smartphone 
applications and user interface data analysis for 
deployment of environmental, nutrition, lab-on-chip 
diagnostic, point-of-care measurements and 
biomolecular detections [55-62]. 

Basically, integration of smartphones is 
categorized into two applications, which are used as a 
detector and instrumental interface. Despite the 
successful developments of mobile sensing and data 
collection via WSN application, there are very few 
efforts on the evaluation of smartphones as data 
collectors in remote locations [63]. The impact of 
smartphone-based mobility data collection from 
isolated regions have been investigated by Wu et al. 
[64], Park and Heidemann [65] and Shepard et al. [66]. 
As comparison, Zuhal and Murat [67] also studied the 
feasibility of smartphone-based data collection from 
wireless sensor networks but in an urban environment. 
In relation to data collection efficiency, several WSN 
islands were targeted with various sizes and 
connection availability resulting in a negative linear 

relationship between data collection protocols and 
sizes of islands.  

Currently, smartphones have been reported to 
integrate with conventional analytical devices, such as 
a biosensor, spectrometer and microfluidic approach. 
With superior advancement in sensing techniques, 
simultaneous multiple analysis is feasible due to 
smartphone-based monitoring applications. Multiple 
channel diagnostic devices utilizing smartphones are 
useful for high-throughput in-situ monitoring with 
minimal size, weight, cost and data transmissions [68].  

   
  

3.1. Bluetooth Communications 
 

A Bluetooth is an open wireless technology 
medium that enables connection between devices at a 
certain specified distance. It operates through a short-
range (10 m-100 m) radio waves ad hoc network 
which is known as the piconet. A piconet is a basic 
Bluetooth topology technology which only allows a 
maximum of seven devices interconnected to a master 
device. A Bluetooth is a low energy consumption 
device which is capable of long operation timeframe 
that requires only coin-cell batteries for power supply. 
Generally, a Bluetooth wireless technology comprises 
data rates of up to 721 kbit/s, however, a high speed 
frequency of 2.4 Mbit/s is achievable by using an 
802.11 AMP [69, 70]. 

The application of Bluetooth transceiver 
embedded in a smartphone-based for the monitoring 
of water contaminants has been expanding 
tremendously due to its low power consumption and 
low operational cost. A smartphone-based portable 
bacteria detection have been developed by Jing et al. 
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[71] using a pre-concentrating microfluidic sensor 
integrated with an impedance sensing system. The 
low-cost sensors and sensing system are able to 
identify and quantify bacteria in aqueous 
environments. The demonstration of fabricated 
microfluidic smartphone-based platform successfully 
detects bacteria with a lower limit of detection (LOD) 
at 10 E. coli cells per milliliter. Data analysis was 
performed using a well-designed Android application 
program which allows recording and visualization of 
data measurements transmitted via Bluetooth circuit 
module. The schematic diagram of the wireless system 
is shown in Fig. 3.  
 
 

 
 

Fig. 3. Schematic of wireless mobile phone bacteria 
sensing system [71]. 

 
 

Previously, the development of smartphone-based 
impedance screen-printed electrodes for the detection 
of 2,4,6-trinitrotuluene (TNT) in water using 
Bluetooth platform was developed by Diming et al. 
[72]. The embedded sensing system comprises an 
alternative current (AC) impedance of 20 kHz, an 
AD5933 analyzer chip, Arduino microcontroller and a 
smartphone-based platform. The combined sensing 
system has a detection limit as low as 10-6 TNT 
impedance properties. The data transmission was 
executed using smartphone apps to receive and plot 
the real-time data. Despite the successful detection of 
TNT substance in water samples, impedance 
transducers are dependable to frequencies. Results 
show that TNT presence is able to be detected at a 
frequency ranging from 10 kHz to 30 kHz only. 
Portable smartphone platforms have also been applied 
to bio-sensing events to receive, analyze and display 
detected signals. There have been several studies 
related to bio-detections of bacteria and biomarkers 
that correlate with the integration of Bluetooth module 
communication system [73-75].  

A similar approach of smartphone-based 
electrochemical impedance spectroscopy (EIS) was 
also established for the detection of proteins [76]. A 
miniaturized biosensor embedded to an EIS detector 
observes and detects EIS signal measurement of 
proteins via Bluetooth protocol using a smartphone. 
With the implementation of smartphone-based protein 
detection, the system allows fast operational time 

responses, cost effective and portability with a 
detection limit as low as 1.78 µg/ml and 2.97 ng/ml for 
bull serum albumin (BSA) and thrombin respectively. 
A mobile sensing for water quality monitoring has also 
been studied by Anthony and Aloys [77] using 
integration of water quality sensors (electrical 
conductivity (EC), pH and oxidation-reduction 
potential (ORP)) to an Arduino microcontroller unit, a 
serial Bluetooth module, Android mobile apps and a 
web-server internet.  

Generally, Bluetooth communication modules are 
among the most favorable wireless communication 
system via smartphone-based platform due to their 
relatively low power consumption in comparison to 
other high data rate system such as Wi-Fi [78-81]. The 
simplicity of Bluetooth devices and capability to work 
in a remote location with the absence of the Wi-Fi 
connection allows the deployments of on-site water 
monitoring. In addition, Bluetooth is mostly 
embedded in almost every available smartphones. As 
reported by Unyoung et al. [82], the detection of 
bacterial pathogens in water monitoring was 
investigated using a microfluidic DNA sensor 
integrated to a mobile interface which allows users to 
visualize of data results. With the implementation of a 
wireless interface and electrochemical analyzer unit, 
the system is able to identify E. coli sequences and 
map out the signal output via a mobile application 
which is shown in Fig. 4.  

 
  

3.2 Smartphone Camera 
 

The application of smartphone camera in water 
monitoring has been used by interconnecting 
smartphones with a sensing instrument to detect the 
output signals. Due to camera’s high resolution, often 
it has been used to perform fluorescence imaging, such 
as capturing bright-field microscopic bacterial and 
microorganism morphology [83-88]. The concept 
could overcome the limitation on the detection of 
various microbiological activity in remote areas, in 
which the usage of cellphones is extensive.  
 
 

 
 
Fig. 4. An overview of microfluidic DNA sensor integrated 
with mobile interface: an electrochemical sensor provides 

an electrochemical signal when hybridized to its target 
pathogen sequence [82]. 
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In addition, a similar concept could also be 
implemented on a conventional smartphone camera 
technology without having the necessity to have high-
end smartphones. The same concept of lens-free 
smartphone microscope was also investigated by 
Tseng et al. [89]. In their study, they used an LED light 
source excitation to create a hologram of each targeted 
samples which is then captured by the smartphone 
camera. The system demonstrates various micro 
particles images of platelets and parasites. Following 
this, the detection of analytes concentration based on 
various fluorescence imaging was reported by 
Erickson et al. [90] using a portable smartphone 
camera embedded to a reflectance photometry. 
Interestingly, the light source used in the system was a 
built-in smartphone flash which is cost-effective. This 
adds up the advantages of using smartphone features 
which do not require additional accessories or 
instruments setup. A smartphone-based camera was 
also been used as fluorescence analyzer for the 
detection of Ochratoxin A, identification of highly 
pathogenic H5N1 viruses, quantitation of prostate-
specific antigen (PSA), detection of E. coli and 
Salmonella bacteria [91-94]. Since a smartphone 
camera offers limited functionality, many smartphone-
based water monitoring applications often utilize 
colorimetric and visualization technique to detect 
analytes concentration. A smartphone camera with a 
remote server integration is also used as a colorimetric 
reader for rapid on-site analysis. This was reported by 
Yu et al. [95] for the detection of catechols in water 
samples using a 2 x 2 colorimetric sensor array which 
comprises a pH indicator. In this case, the smartphone 
is used for data acquisition and processing of the 
sensor array. A 16-megapixel smartphone camera was 
used to directly capture the color produced by 
probe/analytes mixtures. The schematic diagram of 
overall sensing technique is shown in Fig. 5. The 
results show the capability of the proposed system to 
detect 13 different catechols ate 12.5 mM 
concentration. According to the author, previous cis-
diol-containing analytes use numerous amount of 
instruments setup. In contrast to the proposed design 
system, the author managed to reduce the design 
complexity and probes whilst producing a greater 
number of analytes detected.  

The quality feature of current smartphone camera 
such as high resolution, sensitive motion detection 
cameras, built-in light source and advanced wireless 
connectivity has been fully utilized by researchers to 
develop rapid environmental monitoring. For instance, 
it has been reported several microscopic imaging and 
colorimetric detection that demonstrates smartphone 
camera platforms [96-99]. According to Hasan et al. 
[100] the first surface plasmon resonance imaging 
based on a smartphone was developed by the author 
itself. However, a more feasible technique was 
established by Liu et al. [101] and Bremer et al. [102] 
using smartphone-based LED and camera for light 
emitting source and sensor, respectively. The system 
differentiates the others by integrating smartphones 
with optical fibers probe.  

 
 
Fig. 5. Schematic diagram of a smartphone-based 

colorimetric reader [94]. 
 
 
Nevertheless, smartphone camera has limited 

spatial resolution images due to the pixel size at the 
sensor, hence providing less accurate data in 
comparison to a standard microscope. Furthermore, a 
holographic algorithm is often used to capture the real 
image, which obviously could not be executed on 
smartphones because of it high data speed. Despite 
some potential novelties in utilizing smartphone 
cameras, its sensitivity is to be questioned since some 
applications are only able to detect specified analytes 
or contaminants in medium to high concentration 
[103]. Since most of the analytes presence in low 
concentration, hence the lack of device sensitivity is 
therefore limited.  

 
 

3.3. ZigBee Protocol 
 
As similar to Bluetooth, ZigBee is a mesh network 

protocol that enables small data packets transmission 
over short distances with minimal power 
consumption. ZigBee operates under a local area 
network (LAN), hence it is connects to devices with a 
wider range. The traditional wireless communication 
technology has limited computing power and 
bandwidth ranges. The wireless infrastructure 
contributes to low performances of data transmission 
from one node to another. An alternative solution was 
established by Yanan et al. [104] to overcome this 
issue by implementing WSN gateways via ARM 
processor, which was constructed using ZigBee and 
GPRS module. The proposed WSN gateways structure 
is shown in Fig. 6.  

The WSN structure design can improve gateways 
transmission speed and achieve a long-distance 
transmission with higher performance.  

Previously, a study for real-time groundwater 
monitoring using wireless network system integrated 
to a pressure sensor [105]. The remote sensing is based 
on ZigBee wireless local area (WLAN) IEEE 802.11 
network. Following this, Ghaffari et al. [106] 
introduced a low-cost wireless multi-sensor for the 
detection of nitrate concentration in water sample via 
ZigBee transceiver. The ZigBee was used for a short 
distance communication but it can be extended to a 
maximum of 150 m by using additional antennas. 
ZigBee wireless communication protocols have also 
been used in various environmental monitoring 
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applications [107]. Another ZigBee-based wireless 
technology using microelectronic sensor was 
developed by Xing et al. [108] for the detection of 
cyto-toxicants in a water supply.  

 
 

 
 

Fig. 6. Structure of WSN Gateways [104]. 
 
 
A ZigBee radio for wireless communication was 

also being deployed for an on-field measurement of 
debris in aquatic environments using a smartphone-
based robot [109]. A host computer was used to 
communicate smartphone using Wi-Fi and ZigBee-
based fish robot. A PID controller was embedded to 
the smartphone purposely for the reduction of physical 
sizes and operational cost. The prototype system 
integrates a Galaxy smartphone enwrapped with 
water-proof casing to a robotic fish. The vision-based 
debris detection does not only improve various 
dynamic complications but also effectively reduce 
camera shaking and reflections.  

 
 

4. Conclusion 
 
Undoubtedly, wireless sensor networks have a 

huge potential in the field of environmental 
monitoring sectors due to their advantageous features 
such as real-time monitoring, ability to operate in 
remote locations and low power consumption. WSNs 
application offers a multiple-point of data collection in 
accordance with a variety of ecological variables. 
Unexpected contamination events can be monitored 
and controlled via wireless communication 
technology. However, exploiting WSN application in 
rural areas can be a challenging task. Wireless 
communication is a concept of interconnection 
between locally based station and station nodes. The 
construction of WSN may result in global power 
consumption. In addition, rural areas may have a 

limited site for WSN infrastructures. Hence, 
smartphone-based monitoring technique was 
introduced for the past few years. In correlation to 
advanced smartphone applications, water monitoring 
technologies have been tremendously improved in 
term of data transmission speed, real-time data 
collection, low power consumption, system accuracy 
and operational time responses.  

Portable sensing platform is advantageous for 
multiple detections, semi-quantitative and qualitative 
analysis, fast operational responses, user- friendly and 
low cost. It is clear that in order to develop an 
innovative and effective water monitoring system, the 
following main criteria must be met: (1) a rapid early 
detection warning system, (2) the ability to perform 
continuous real-time data measurements, (3) the 
ability to respond to the needs and preferences of 
users, (4) the operational cost reduction with fully 
utilized devices and (5) the provision of detection 
abilities in unvisited regions. These requirements are 
achievable by deploying a smartphone-based water 
monitoring technology.  

There have been many established method 
utilizing smartphone technology via wireless 
communication such as GPRS, Bluetooth, and GSM. 
Since cellular networks have grown linearly over the 
increment of bandwidth, currently 3G and 4G 
networks are highly advisable to be fully utilized in 
water monitoring applications. Up to date, several 
water monitoring interface with smartphone devices 
are reported to only display data results rather than 
performing a qualitative and quantitative analysis. 
This is obviously due to the lag of data speed and data 
storage in smartphones which are not suitable to 
execute a mathematical and statistical algorithm. 
Hence, it is recommended to use a local hot computer 
or tablet for data analysis. The disadvantage of using a 
smartphone to monitor water contaminants is the 
accessibility and exposure of valuable data to 
unauthorized personnel if proper precautions are not 
observed. Cybersecurity and securing wireless system 
is, therefore, one of the elements that requires further 
research. 
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Abstract: This paper demonstrates a Linear Back Projection (LBP) algorithm based on the reconstruction of 
conductivity distributions to identify different sizes and locations of bubble phantoms in a metal pipe. Both 
forward and inverse problems are discussed. Reconstructed images of the phantoms under test conditions are 
presented.  From the results, it was justified that the sensitivity maps of the conducting boundary strategy can be 
applied successfully in identifying the location for the phantom of interest using LBP algorithm. Additionally, the 
number and spatial distribution of the bubble phantoms can be clearly distinguished at any location in the pipeline. 
It was also shown that the reconstructed images agree well with the bubble phantoms.  
 
Keywords: Conducting boundary strategy, Finite element method, Electrical resistance tomography, Linear back 
projection, Metal pipe. 
 
 
 

1. Introduction 
 

Tomography offers a unique opportunity to reveal 
the complexities of internal structure of an object 

without the need to invade the object. One of the most 
extensive modalities of tomography is the Electrical 
Resistance Tomography (ERT). ERT is an accepted 
diagnostic technique for imaging the interior of 
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opaque systems. It is relatively safe, inexpensive to 
operate and is relatively fast, thus enabling real-time 
monitoring of processes. This technique has found 
applications in many areas, including medical 
imaging, environmental monitoring, and industrial 
processes. Electrical Resistance Tomography (ERT) 
has become a promising technique in monitoring and 
analysing various industrial flows due to its diverse 
advantages, such as high speed, low cost, suitability 
for various sizes of pipes and vessels, having no 
radiation hazard, and being non-intrusive [1-3, 20, 21]. 
It provides cross sectional images of conductivity 
distribution within its sensing region. For a system 
employing ERT on a metallic or conducting vessel 
pipe, the electrodes need to be insulated from the pipe 
wall. In addition, the conducting boundary strategy 
needs to be applied to overcome the grounding effect 
[4, 5].  

Since the ERT model is nonlinear and difficult to 
be solved analytically, the finite element method 
(FEM) is preferable in solving forward modeling. 
From the solution, the data is interpolated to generate 
the sensitivity distribution. Later, the sensitivity 
distribution obtained is used with linearized method to 
solve inverse problems. 

In this paper, simulations were used in 
reconstructing the image of bubble phantoms in a 
metal wall using conducting measurement techniques 
in ERT. FEM was used to solve the forward model and 
the data obtained were then interpolated in MATLAB 
to obtain the sensitivity distribution for every possible 
injection-measurement electrode pair and the total 
sensitivity distribution. Then, every projected voltage 
measurements for both the homogeneous and 
nonhomogeneous systems were recorded. Lastly, an 
image reconstruction was developed using the Linear 
Back Projection (LBP) algorithm. Goals of the current 
research and development efforts involved verifying 
the feasibility and effectiveness of the sensitivity maps 
developed in reconstructing the image for the system 
under investigation. 

 
 

2. System Configuration 
 
Sixteen rectangular electrodes of 12 mm × 100 mm 

were utilized in this research. The electrodes were 
mounted at the center of a stainless steel column and 
evenly spaced along the circumference. The system 
was modelled in 2D planes using COMSOL 
Multiphysics 4.2®, a finite element analysis tool. The 
settings of the parameter used in the simulation are 
shown in Table 1. For an invasive ERT, the electrodes 
must be in continuous contact with the medium inside 
the column. Hence, in this research, it is assumed that 
the electrodes make electrical contact with the fluid 
inside the column but do not affect the normal mass 
transfer within the system. 

A flexible circuit board was used as the electrode 
in the research. It is to be noted that metal electrodes 
for electrically-conducting (metallic) column differ 

slightly from a non-conducting (insulating) column in 
which the electrodes need to be insulated from the 
conducting column. Fig. 1 shows the design of the 
electrode fabrication using flexible circuit board of the 
proposed system for the ERT system deploying a 
conducting vessel. 
 
 

Table 1. Simulation parameters with COMSOL 4.2a. 
 

Parameter Value 
Column’s Inner radius 50 mm 
Column’s Outer radius 51 mm 
Column Height 300 mm 
Number of electrodes (N) 16 
Electrode’s material Gold 
Insulator’s material FR4 
Electrode’s width (w) x height (h)  12 × 100 mm 
Current excitation 5 mA 
σwater 8.3×10-3 S/m 

 
 
 

 
 

Fig. 1. Electrode Fabrication using flexible circuit board. 
 
 
A 2D physical model has been developed such that it 

mimics the real ERT system being developed in the 
laboratory for experimental purposes. Sixteen electrodes that 
were insulated from the column wall were placed 
equidistantly inside the column. The materials for each 
related domain in the model were defined such that they also 
resemble the real ERT system. The domain for the column 
was set to be of stainless steel material and the main medium 
inside the column was tap water with a conductivity of 8.3 
mS/m. The electrodes utilized were from a flexible gold 
coated printed circuit board (PCB). FR4 material was chosen 
as the material for the insulating part of the electrodes. FR, 
which stands for Flame Retardant, is a glass fiber epoxy 
laminate that is most commonly used in PCB materials. All 
boundary and initial conditions were set to produce an 
electrical field, solving any electrical potential distribution. 
The cross section view of the COMSOL model is shown in 
Fig. 2.  

For the ERT system that uses a metal pipe, the 
adjacent strategy, which is the most commonly used 
measurement method in ERT is unsuitable for 
application to the conducting vessel since much of the 
electrical current from the injection electrode would 
travel to the ground through the wall material rather 
than through the multiphase mixture. This greatly 
reduces the sensitivity of the system. This is called the 
grounding effect of the vessel. To overcome the 
grounding effect of the vessel, a conducting boundary 
strategy was implemented on the model. The strategy 

Conducting pipe 

Conducting 
electrode surface

Non-conducting 
electrode 

f
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involved each electrode acting sequentially as a 
current source whilst the whole of the conducting 
vessel behaved as a grounded current sink. This is 
illustrated in Fig. 3.  

 
 

      
 

Fig. 2. ERT Model using Metal Pipe. 
 

 

 
 

Fig. 3. Conducting Boundary Strategy [6]. 
 
 
A constant current of 5 mA was injected initially 

at the source electrode, namely electrode 1, e1. In this 
strategy, all the voltage measurements were 
referenced to the same earth potential of the 
conducting boundary which is the pipe itself [7]. This 
procedure is repeated for all possible pairs of 
electrodes until a full rotation of the electrical field 
was obtained. The current density streamline when the 
metal pipe is grounded is shown in Fig. 4 resulting 
electrical field when one electrode acted as the source 
electrode and the others acted as the measurement 
electrodes, conditioned by the material distribution 
within the domain of interest is shown in Fig. 5. 

 
 

3. Image Reconstruction 
 
The sensing field of an ERT system is spread over 

the entire volume due to its “soft-field” characteristics 
[8-10]. The paths of electric currents in an ERT system 
are nonlinear. Current diffuses all over the target, and 

the current distribution depends on the material's  
internal conductivity distribution σ = σ (r) [11]. The 
image reconstruction problem of conductivity 
distribution in ERT is an ill-posed and ill-conditioned 
inverse problem. To solve this inverse problem, a 
forward model that relates to the dependency between 
conductivity distribution and boundary voltages need 
to be solved first. The ERT tomogram, which is the 
cross sectional image is developed by solving the 
conductivity distribution in the area of interest. 
 

 

 
 

Fig. 4. Current Density Streamline of Metal Pipe using 
Conducting Strategy. 

 
 

 
 

Fig. 5. Electrical Field for Single Injection Electrode. 
 
 
3.1. Forward Problem 

 
In ERT, the forward problem computes the 

electrical potentials in the boundary by utilising the 
initial estimation of the conductivity distribution. The 
forward problem can be represented by equation (1), 
where ܻ,  and ܿ denote the global conductance	,ݒ
matrix, the nodal voltage vector, and the nodal current 
vector respectively. 

 
  ܻ ∙ ݒ = ܿ (1) 
 
Maxwell’s law is used in this forward problem to 

model the distribution of the electrical field of the ERT 
system. The sensitivity distribution is solved in 
forward problems using the analytical approach. The 
sensitivity distribution of a homogeneous conductivity 
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medium can be acquired by solving the forward model 
using both analytical and numerical method. Since it 
is difficult to obtain the analytical solutions of the 
equation, the numerical solvers, i.e., the finite element 
methods (FEM) are preferable and the most commonly 
used method to solve the forward problem. COMSOL 
Multiphysics 4.2, has been utilized in this work to 
solve the forward problem of an ERT system of a 
conducting vessel pipe. 

 
 

3.2. Sensitivity Distribution using 
Conducting Strategy 

 
The sensitivity theorem or lead theorem which 

analysed the boundary of mutual impedance 
experienced by the changes of conductivity within the 
sensing region has been introduced by Geselowitz and 
later refined by Lehr. It is based on Green’s theorem 
and the divergence theorem [12]. By adapting the two 
theorems to a conducting volume as shown in Fig. 6, 
the reciprocity theorem (Equation 2) and lead theorem 
of mutual impedance Z (Equation 3) can be deduced 
as [13]: 

 
థ߰஺஻ܫ  =  ట߶஼஽ (2)ܫ
 
 

 ܼ = 	߶஼஽ ⁄థܫ = 		߰஺஻ ⁄ఝܫ , (3) 
 

where ψ_AB and ϕ_CD are the voltage potentials 
measured between terminal AB and CD due to the 
injection currents I_ψ and I_ϕ respectively. From the 
divergence and reciprocity theorem, Geselowitz and 
Lehr derived a relationship between the mutual 
impedance changes, ∆Z and the conductivity changes 
[14]. 
 ∆ܼ = ∆߮஼஽ܫఝ = െන Δߪ ఝజܫ߮׏ ∙ టܫ߰׏  ߥ݀

 

(4) 

 
 

 
 

Fig. 6. Mutual Impedance Relation between Terminal 
AB and CD [15]. 

 
 

Solving for Equation 4, the sensitivity theorem to 
solve the inverse problem of ERT can be simplified to: 
 

 ௜ܵ௝ = ΔܴΔߪ = െන ௜ܫ௜߮׏ ∙ ௝ܫ௝߮׏ ௩ݒ݀  (5) 

where ௜ܵ௝ is the sensitivity distribution when the i-th 
and j-th electrode pair is in excitation and 
measurement respectively, R is the mutual resistance 
that is a special case of mutual impedance, Z, ߮௜ is the 
potential distributions within the medium when  
the i-th electrode is excited by current ܫ௜, ߮௝ is the 
potential distributions within the medium when  
the j-th electrode is excited by current ܫ௝. 

Assuming that the conductivity distribution is 
composed of k small uniform pixels, the sensitivity 
coefficient of each pixel can be deduced as [15]. 
 

 ௜ܵ,௝(݇) = െ െ ׬ ఝ೔ೖூ೔ஐೖ׏ ∙ ఝೕೖூೕ׏ ݀Ω௞, (6) 

 
where Ω௞ is the discrete 2D area of the ݇-th pixel, ݏ௜,௝(݇) is the sensitivity coefficient at the ݇-th pixel 
when the ݅-th and	݆-th electrode pairs are in excitation 
and measurement respectively, ߮௜௞ is the potential 
distributions at the ݇-th pixel when the i-th electrode 
is excited by current ܫ௜, ߮௝௞ is the potential 
distributions at the ݇-th pixel when the  j-th electrode 
is excited by current ܫ௝. 

The procedure of attaining the sensitivity 
distribution is only complete when all electrodes are 
used for injection, such that the cycle has all the 
possible projections. The sensitivity matrix can then 
be expressed by [15]. 

 ܵ =
=
ێێۏ
ۍێێ ଵܵ,ଶ(1) ଵܵ,ଶ(2)ଵܵ,ଷ(1) ଵܵ,ଷ(2) ⋯ ଵܵ,ଶ(݇)⋯ ଵܵ,ଷ(݇) ⋯ ଵܵ,ଶ(ܯ)⋯ ଵܵ,ଷ(ܯ)⋮ ⋮௜ܵ,௝(1) ௜ܵ,௝(2) ⋯ ⋮⋯ ௜ܵ,௝(݇) ⋯ ⋮⋯ ௜ܵ,௝(ܯ)⋮ ⋮ܵ௡ିଶ௡(1) ܵ௡ିଶ௡(2) ⋯ ⋮⋯ ܵ௡ିଶ௡(݇) ⋯ ⋮⋯ ܵ௡ିଶ௡(ܯ)ۑۑے

 ېۑۑ
(7) 

 
The sensitivity theorem is also applicable to the 

conducting vessel because the electrical field within 
the vessel still obeys Greens’ and the reciprocity 
theorem. Here, 128 × 128 pixels which equals to 
16384 pixels is implemented to attain the sensitivity 
distribution. The electric potential, ߮ and the electric 
field distribution, E is governed by equation 8. 
 

   െ߮׏ =  (8)  ܧ
 

Thus, Equation (8) that denotes the sensitivity of 
the electrode pair i-j (i for excitation and j for 
measurement) to the conductivity change in a pixel at 
position k-th can be rewritten as: 
 

(݇)௜,௝ݏ    =∫Ωk(ܧ௜௞ ⁄(௜ܫ . ௝௞ܧ) ⁄(௝ܫ ݀Ω௞, (9) 
 

where ܧ௜௞ and ܧ௝௞ are the electric field strength at ݇-th 
pixel when the ݅ -th and	݆-th electrode pairs are injected 
with currents ܫ௜ and ܫ௝ respectively in turn[16]. 
Practically, it is assumed that the electric field is the 
same at every point of the area Ω௞  since the pixels are 
so small. Assuming a unit current, Equation (9) can be 
deduced to equation 10. 
 

(݇)௜,௝ݏ  = .௜௞௖ܧ Ωೖܣ௝௞௖ܧ  (10) 
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where ܧ௜௞௖ and ܧ௜௞௖ are the electric field intensities at 
the centre of k-th pixel when the i-th electrode pair is 
in excitation mode and the j-th electrode pair is in 
measurement mode. ܣΩೖis the area of the k-th pixel. 
Finally, the sensitivity coefficient of each pixel is also 
obtained. The sensitivity coefficient for each electrode 
pair at a spatial location k-th is obtained by the dot 
product of the two electric fields. The sensitivity 
matrix is represented by the sensitivity map. 

The sensitivity map for each configuration of 
electrode 1, showing the excitation of the ERT system 
that was fitted with 16 electrodes on a stainless steel 
pipe modelled in COMSOL is illustrated in Fig. 7. 

 
 

 
(a)       (b) 

 

  
(c)         (d) 

 

   
e)      (f) 

 

 
(g) 

 
Fig. 7. Sensitivity Map Distribution of: (a) electrodes 1  

and 3, (b) electrodes 1 and 5, (c) electrodes 1 and 7,  
(d) electrodes 1 and 9, (e) electrodes 1 and 11,  
(f) electrodes 1 and 13, (g) electrodes 1 and 15. 

 

From the map, it is observed that the sensitivity 
field is non-uniformly distributed over the medium of 
interest. The sensitivity is higher within the area close 
to both excitation and measurement electrode pair. 
When it is away from the active injection electrode 
pair, the sensitivity is lower. The combination of all 
independent projection of the electrode pair 
configurations is as shown in Fig. 8. It is also known 
as the weight balance map (WBM). 

The surface matrix of the WBM is as presented in 
Fig. 9 below. 

 
 

 
 

Fig. 8. Weight Balance Map. 
 
 

 
 

Fig. 9. Surface Matrix of the WBM. 
 
 

3.3. Inverse Problem 
 
As for the inverse problem, the conductivity 

distribution is reconstructed based on the electric 
potentials measured in the boundary, through the use 
of an adequate mathematical procedure [17]. One 
needs to solve the forward problem for some assumed 
conductivity before solving the inverse problem, so 
that the expected voltages can be compared with the 
measured data. Furthermore, the interior electric fields 
are normally required for the calculation of a Jacobian. 
Typically, FEM is used to compute the boundary 
voltages for a known conductivity distribution. Only 
in cases of a very simple geometry, and homogeneous 
in nature, or at least with very simple conductivity, 
could the forward problem be solved analytically [18]. 

There are numerous methods to reconstruct the 
ERT images which can be broadly divided into three 
classes: linear (single step and iterative methods); non-
linear iterative methods; and heuristic multivariate 
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methods. However, the linear method has been chosen 
in this research since it is the most quick and simple. 
The linear methods are fast since the images are 
produced by simply multiplying the measurements by 
a single, pre-calculated matrix. In the linear method, 
Linear Back Projection (LBP) is the most extensively 
applied by researchers. The matrix in LBP is the 
transposal of an estimated solution to the forward 
problem, based upon either field gradients or more 
commonly, sensitivity maps (where the area in the 
measuring volume is divided into sensitivity areas). 
LBP is known as the non-iterative linear method [17]. 

LBP algorithm is a type of back projection 
algorithm and is essentially based on the linearization 
of a normalized form of the original problem. The 
projection data from each sensor with its sensitivity 
maps is combined to generate a concentration profile 
in LBP. Theoretically, given by the corresponding 
sensitivity map, LBP can be viewed as a weighted 
back projected or “smearing” of each one of the 
normalized measurements along its sensing zone [19].  

The principle of this back-projection in ERT is that 
a relative change of the boundary measurement, 
∆V_(i,j)/V_(i,j) with its sensitivity at each pixel as its 
weight factor is back-projected to the whole domain as 
relative changes of the conductivity at each pixel in the 
i,j projection. Because of its linear approach and fixed 
weight factors, LBP could not provide an accurate 
image. Nonetheless, it provides a fast on- line view or 
preview for initial visualization [12]. 

 
 
3.3.1. Implementation of LBP 
 

For the LBP implementation in this research, the 
first step was the calibration for a homogeneous 
system. The homogeneous flow for this research was 
a full flow of tap water with a conductivity of  
8.33 × 10-3 S/m. Later, the system was used to 
reconstruct the cross-sectional image of the region of 
interest based on Equation 11 that represents the LBP 
algorithm. 

 
  BP	(x, y) =∑ ∑ ௫,ோ௫்ܣ ×௡ோ௫ୀ଴௡்௫ୀ଴ ்ܵ̅ ௫,ோ௫(ݔ,  (11) (ݕ

 
where LBP	(x, y), is the profile showing the 
concentration image obtained using the LBP algorithm 
in ݊ × ݊ (128 × 128) matrix where ݊ equals to the 
dimension of the sensitivity matrix; ்ܵ̅ ௫,ோ௫(ݔ,  is the (ݕ
normalized sensitivity map for the view of transmitter ܶݔ to receiver ܴݔ, and ்ܣ௫,ோ௫ is the sensor loss value 
which refers to the difference of the homogeneous and 
non-homogeneous flow for the projection of 
transmitter ܶ ܴ to receiver ݔ  Non-homogeneous flow .ݔ
refers to the flow condition when a phantom or object 
exists inside the pipe. ்ܣ௫,ோ௫ is represented in 
Equation 12 below: 
௫,ோ௫்ܣ  = 	 ௏೓೚೘೚(்௫,ோ௫)ି௏೙೚೙ష೓೚೘೚(்௫,ோ௫)௏೓೚೘೚(்௫,ோ௫)  , (12) 

where ௛ܸ௢௠௢(ܶݔ,  is the electric potential (ݔܴ
measured when ܶݔ acts as source electrode and ܴݔ 
acts as the receiver electrode in the condition of full 
water flow; while ௡ܸ௢௡ି௛௢௠௢(ܶݔ,  is the electric		(ݔܴ
potential measured when ܶݔ acts as the source 
electrode and ܴݔ acts as the receiver electrode in the 
condition of a non-homogeneous flow. 

The algorithm is then applied in a programming 
environment along with the sensor loss data and 
sensitivity maps to be computed and programmed to 
generate the image. The authors used the MATLAB 
programming environment to reconstruct the image. 
 
 
4. Results and Discussions 
 

In the simulation of the two-phase flow model using 
COMSOL, the properties for each material under 
investigation are based on their real properties. Based 
on the sensor loss and sensitivity maps obtained, 
MATLAB was used to reconstruct the image diameter 
of bubble phantom placed close to each other.  

From the results presented in Table 2, the 
reconstructed images produced successfully displayed 
the location of phantoms of interest correctly using the 
LBP algorithm. It is observed that the sensor loss value 
is higher when there is existence of an object in 
between the source electrode and receiver electrode. 
This causes the concentration profile to become higher 
and denser at the located object. For a single phantom, 
the location of the bubble image resembles the real 
location of the phantom. 

As for the images when there exist more than one 
phantom such as illustrated in the 4th and 5th results, it 
is shown that LBP is still sufficient to produce the 
correct location of the image even though the shapes 
of the phantoms are not 100% accurate. This is caused 
by the smearing effect in LBP due to its linear 
approach and fixed weight factor. Bubbles located at 
the center of the pipe, could lead to artefacts in the 
image. When the bubble is located near the boundary 
of the pipe, the grounded wall will introduce much 
more artefact and blurring to the boundary or even 
distort the reconstructed image. Although it is proven 
that LBP is still adequate enough to be implemented 
for initial visualization and verification of the study, 
LBP is not good enough to obtain the image of bubbles 
which are located close to one another. The 
conductivity distribution changes too much when two 
bubbles are located too near to each other. The 
sensitivity values decreases when the excitation using 
LBP algorithm. A number of bubble phantoms were 
tested to justify the research. In order to verify the 
efficiency and feasibility of the research as well as the 
sensitivity based image reconstruction algorithm, the 
reconstructed image of six phantoms for the two-phase 
flow (water/gas) displayed in Table 2 were analyzed. 

The first one shows the image acquired when a 
bubble phantom of 20 mm diameter was located at the 
center of the pipe. The second result is the image 
generated when a 20 mm diameter of bubble was 
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located at 90º. The third result shows the image of a 
phantom of bubble with 20 mm diameter located at 
270º. Next, the image of two bubble phantoms of  
20 mm diameter each was shown with the bubbles 
located at 135º and 315º respectively. The fifth result 

shows four 10 mm diameter bubble phantoms with 
their LBP image located at 45º, 135º, 225º and 315º 
respectively. The last one shows the image attained for 
a 10 mm electrode is located farther from the 
measurement electrode. 

 
 

Table 2. Results of LBP. 
 

Phantom Reconstructed Image 

1. 

 

2. 

 

3. 

 

4. 

 

5. 

 

6. 

 

 
 

7. Conclusions 
 

Linearization remains a widespread choice in ERT 
image reconstruction. Eventhough it could not provide 
an accurate image due to its linear approach; it does 
provide a fast on-line view for initial visualization. 
Generating a sensitivity distribution or also known as 
a sensitivity map of a homogeneous medium is a very 
important step in the linearization method. A correct 
sensitivity map is crucial in solving any inverse 
problems towards producing a correct image 
reconstruction. Upon solving the sensitivity 
distribution, the electrical potentials obtained will be 

fed to an inverse algorithm to obtain the previously 
unknown conductivity distribution. Simulation results 
of six bubble phantoms demonstrated that the invasive 
ERT sensor in a metal pipe applying conductivity 
boundary strategy together with the sensitivity based 
reconstruction algorithm is feasible to provide the 
cross sectional images of the water/gas two-phase 
flow. The locations of the bubbles can also be well 
distinguished. However, the exact shape of the 
conductivity distribution was not obtained due to the 
imperfection of the linear method approximations in 
the algorithm used since the method is linear and has 
fixed weighting factor.  
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Abstract: Copper oxide (CuO) thin films were deposited on well cleaned glass substrates by spray pyrolysis 
technique (SPT) from cupric acetate (Cu(CH3COO)2.H2O) precursor solutions of 0.05 – 0.15 M molar 
concentrations (MC) at a substrate temperature of 350 °C and at an air pressure of 1 bar. Effect of varying MC on 
the surface morphology, structu6ral optical and electrical properties of CuO thin films were investigated. XRD 
patterns of the prepared films revealed the formation of CuO thin films having monoclinic structure with the main 
CuO (111) orientation and crystalline size ranging from 8.02 to 9.05 nm was observed.  The optical transmission 
of the film was found to decrease with the increase of MC. The optical band gap of the thin films for 0.10 M was 
fond to be 1.60 eV. The room temperature electrical resistivity varies from 31 and 24 ohm.cm for the films grown 
with MC of 0.05 and 0.10 M respectively. The change in resistivity of the films was studied with respect to the 
change in temperature was shown that semiconductor nature is present. This information is expected to underlie 
the successful development of CuO films for solar windows and other semi-conductor applications including gas 
sensors. 
 
Keywords: Spray pyrolysis, CuO, Band gap, Substrate temperature. 
 

 
 
1. Introduction 
 

Due to the emerging applications of metal oxides 
in technology, it is essential to characterize the 
physical and chemical properties of metal oxides. The 
application of metal oxide semiconductor sensors in 
toxic and inflammable gas detection leads to advanced 
research in this area. Current research in the field of 
gas sensors has been focused on the fabrication of 
sensors which are low cost with rapid response, high 
sensitivity and good selectivity.  [1-3].  

Thin films, such as titanium oxide (TiO2), zinc 
oxide (ZnO), cadmium oxide (CdO), indium oxide 
(InOx), copper oxide (Cu2O, CuO), nickel oxide (NiO), 
tin oxide (SnO2), etc. known as transparent conducting 
oxide (TCO) have been investigated for several 
applications such as, photo detectors,  gas sensor, solar 
cell, optoelectronic devices, transistor, etc [4-10].  

Copper oxide thin films were deposited by vacuum 
evaporation on silicon substrates in temperatures 

varying from 150 °C up to 450 °C X-ray diffraction 
(XRD) patterns showed that in the copper oxide films 
two phases coexist: CuO and Cu2O. Substrate 
temperatures up to 225 °C, Cu and Cu2O are formed 
while above this temperature CuO forms. Pure Cu2O 
was obtained at 225 °C while pure CuO was found 
above 350 °C [11]. CuO is a p-type semiconductor 
with a bandgap of 1.5 to 1.8 eV [12]. CuO thin films 
have been synthesized by a sol–gel method using 
cupric acetate Cu (CH3 COO) as a precursor, and XRD 
patterns of CuO thin films showed that all the films 
were nanocrystallized in the monoclinic structure, and 
the crystallite size increase from 40 to 45 nm with 
increasing annealing temperature. The room 
temperature DC electrical conductivity was increased 
from 10-6 to 10-5 (Ω cm)-1 [13]. Copper oxide thin films 
were prepared by reactive RF magnetron sputtering for 
a pure copper target in an oxygen-argon atmosphere. 
XRD studies show that by controlling the oxygen 
partial pressure single phase Cu2O and CuO can be 

http://www.sensorsportal.com/HTML/DIGEST/P_2899.htm

http://www.sensorsportal.com


Sensors & Transducers, Vol. 209, Issue 2, February 2017, pp. 20-27 

 21

obtained and the resistivity of the film was 43 Ω-cm 
[14]. There are various established ways of fabricating 
thin films like spray pyrolysis technique (SPT) system 
[4, 9], thermal evaporation [6], Dc magnetron 
sputtering [7], SILAR [15], sol-gel [16], etc. The 
extensive application of copper oxide thin films in 
various devices needs low optical band gap, low 
resistivity films deposited at low temperature from 
aqueous solution. SPT is one of the methods satisfying 
these requirements because it is inexpensive, simple, 
and suitable for mass production among all of these. 
In this paper, preparation of copper oxide thin films by 
SPT is discussed and surface morphology, crystal size, 
optical transmittance and band gap, refractive index, 
resistivity, activation energy, and Figure of merit of 
these prepared films are also investigated. 
 
 
2. Experimental Details 
 

CuO thin films have been deposited on glass 
substrates by the method of SPT with different molar 
concentrations (MC) of cupric acetate 
(Cu(CH3COO)2.H2O) for 0.05, 0.075 0.10, 0.125, and 
0.15 3 M. To prepare 100 ml of precursor solution, the 
required quantity of precursor salt was made to 
dissolve in distilled water by continuous stirring by a 
magnetic stirrer for 1 hr. Before deposition, substrates 
were cleaned well. The deposition parameters of the 
spray pyrolysis setup such as substrate to nozzle 
distance, substrate temperature, air pressure and 
precursor solution flow rate were optimized and was 
kept constant to obtain well adherent films. For each 
concentration the reproducibility of the films were 
verified by repeating the experiments several times. 
The precursor solution was sprayed using a glass jet 
nozzle using air as the carrier gas on to the pre-heated, 
cleaned glass substrates (2×1.5 cm). The possible 
chemical reaction that takes place on the heated 
substrate to produce CuO thin film when the droplets 
of the solution reached the heated substrate is given 
below.   
 
Cu(CH3COO)2.H2O+H2O 
                                                 CuO +  2CH3COOCH3 

 
Thickness of the thin films was determined by 

Fizeau fringe interferometric method. The thickness 
was found to be about 200 nm. Scanning Electron 
Microscope (SEM) model HITACHI, S-3400N 
JAPAN, was used to see the surface morphology. The 
transmission and absorption spectra for the as-
deposited films were recorded using a  
UV-1631spectrophotometer (SHIMADZU) as a 
function of wavelength ranging from 290 to 1100 nm. 
The electrical resistivity was measured using a Van 
der Pauw method in the range of 300~475 K. Chemical 
reaction of the copper acetate water solution takes 
place under stimulated temperature as shown below 
and provides the formation of CuO film.   
 

3. Results and Discussion 
 
3.1. Surface Morphological and Elemental 

Analysis 
 

The surface morphology of the CuO thin films of 
the four MCs observed by SEM is shown in Fig. 1. The 
microstructure of the thin film prepared at 0.05 M 
shows needle like appearance and it is interesting to 
note that the microstructures for thin films prepared at 
0.10 M is seen porous structure. As shown in the figure, 
CuO films with 0.10 M were composed of aggregated 
particles with porous structure and it is clear that the 
amount of pores increases as the molar concentration 
increases and is highest for 0.10 M film. 

It is seen that the surface of the prepared samples 
with 0.10 M is comparatively well aggregated and less 
rough. These could be the result of the chemical 
reaction during the deposition. SEM micrographs 
reveal the formation of particles with different shapes 
and sizes, it seems appropriate to consider that the 
particles which appear in SEM images are, in fact, 
grain agglomerates. Fig.2 shows EDX spectra of  
0.10 M of CuO thin film proves that synthesized 
samples are composed of Cu and O elements by the 
representation of different copper and oxygen peaks. 
The atomic percentage of Cu and O is 62.57/37.43 for 
0.05 M, for 0.10 M it is 69.23/31.69 and for 0.15 M it 
is 71.28/31.25. The elemental composition analysis 
shows that the surface of the samples was rich in 
copper for molar concentrations 0.10 and 0.15 M. 
 
 
3.1. X-ray Diffraction Analysis   
 

XRD patterns of CuO thin films synthesized from 
five MCs are shown in Fig. 2. XRD analysis shows 
that the CuO thin films have monoclinic crystal 
structure with some shifts in the position of 
characteristic peaks. The diffraction peaks observed at 
different 2θ values correspond to the (110), (002), 
(111), (200), (-202), and (020) planes of the end-
centered monoclinic structured CuO (JCPDS card No. 
89-5895). It is expected that the structural properties 
of the prepared films would be different, since the 
composition and morphology of pyrolysed films are 
governed by the spraying conditions on to heated 
substrate. It is observed from Fig. 2 that the diffraction 
peak positions are identical for all the CuO thin films, 
obtained for different MCs, indicating the formation 
of monoclinic phase CuO in all the cases. Although 
(111) and (200) reflections are present, no other phases 
are present for Cu2O.  The lattice constants of the CuO 
thin films are found to be: a = 4.6623 Å, b = 3.4431 Å 
and c = 5.1345 Å, and are in good agreement with the 
standard JCPDS data for monoclinic structured CuO. 
For peak (111) the calculated values of the crystallite 
size (D) for the CuO thin films are presented in  
Table 2. The (111) surface of CuO thin film is 
energetically the most stable and the predominant 
crystal face found in polycrystalline samples. It is seen 
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in the Table 1, the crystallite size increases MC of 0.10 
M and then to decreased. For CuO there are many 
dangling bonds related to the copper and/or oxygen 
defects at the grain boundaries. As a result, these 
defects are favorable to the merging process to form 
larger CuO grains while increasing MC. It implies that 
the crystallinity of the CuO thin films is improved at 
higher MC. This may be due to gaining enough energy 
by the crystallites to orient in proper equilibrium sites 
at high Ts of 350 oC, resulting in the improvement of 
crystallinity and degree of orientation of the CuO thin 
films [17-19].  The peak positions and ‘D’ values 
(Table 2) of the diffraction peaks for CuO are in good 

agreement with the earlier reports of the spray 
deposited CuO thin films using CuCl2.2H2O [20].  For 
the spray solution with low MC of 0.05 M, the net heat 
absorbed by the droplet, may not sufficient enough to 
vaporize the entire droplet due to fast travel of droplet 
to the substrate. As a result precipitation and 
sublimation has taken place on the substrate. So, the 
reaction appears to be of homogeneous one and the 
film had low crystalline. When the molar 
concentration was increases to o.1o M, the intensities 
of the peaks of CuO got enhanced which indicates that 
the crystallinity of crystallites had been improved. 
 

 
 

(a) 
 

(b) 

 

(c) (d) 
 

Fig. 1. SEM image of CuO thin films for MC of (a) 0.05 M, (b) 0.10 M, (c) 0.15 M (d) EDX spectrum. 
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Fig. 2. XRD patterns of CuO thin film synthesized from 
various solutions of MCs.  

Table 2. Crystallite size of the CuO thin films  
for various MCs. 

 
MC 
(M) 

0.05 0.075 0.10 0.125 0.15 

D 
(nm) 

8.0257 8.9341 9.5743 9.6232 9.0532 

 
 
3.3 Optical Properties  
 
3.3.1. Transmittance and Optical Band Gap 
 

The variation of transmittance T of CuO thin films 
for MC of 0.05 - 0.15 M, with wavelength is shown in  
Fig. 3.  
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Fig. 3. Optical transmittance vs. wavelength  
for various MCs. 

 
 
It is seen that the transmittance is high in the visible 

and near infrared regions and minimum at wavelength 
~ 300 nm. An average 60 to 80 % transmittance are 
observed in the wavelength range of 800-1100 nm and 
below 800 nm transmittance decreases rapidly. The 
transmittance is high about 80 % for CuO thin films 
grown with MC of 0.10 M. The increase in 
transmittance may be due to the transition of the CuO 
films from amorphous to polycrystalline structure. A 
relatively high transmittance value for the thin film 
deposited for MC of 0.10 M, may be attributed to less 
scattering due to the decrease in the degree of 
irregularity in the grain size distribution [21].The 
transmittance values are decreased for the next MC of 
0.15 M. This suggests that the decrease in the 
transmittance of CuO thin films with increasing in MC 
may lead to increase in the degenerate (metallic) 
nature of the films, which results in light absorption. 

The optical band gap for the direct band gap 
semiconductors is determined using the Tauc model 
and parabolic bands [22], (αhν)2 = A(hν-Eg), where A 
is a proportionality constant, hν is the incident photon 
energy, α is the absorption coefficient, and Eg is the 
optical band gap. Fig. 4 shows the absorption 
coefficient squared (αhν)2 as a function of, hν for the 
CuO thin films deposited for various MCs. The α was 
found in the order of 106 m-1 which may be suitable for 
a transparent conducting film. The variation of Eg with 
MC of the CuO thin films is plotted in Fig. 5. The 
optical band gap is found to be 2.40 eV for MC of  
0.05 M and then a minimum value 1.60 eV for MC of 
0.10 M. It can be seen that a band gap tuning of  
0.80 eV occurs when the MC is changed by about  
0.05 M. The value of the α and Eg decrease as the MC 
increases gradually up to 0.10 M whereas it starts to 
increase with further increasing of MC. It may be due 
to the removal of defects and disorderness in the as-
deposited film by increasing of MC. 

The variations of refractive index, n for CuO thin 
films increases with MC, as seen in Fig. 6. The n of 
CuO thin film is obtained to be 2.82 at MC 0.05 M and 
it became lowest 2.52 at MC of 0.10 M. This value is 
very close to the reported values 2.65 of CuO thin film 

[23] and it is lower than that of bulk CuO and this low 
value of refractive index may probably due to the 
smaller density of the films.  
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Fig. 4. Variation of (αhυ)2 with (hυ) for various MCs. 
 
 

 
 

Fig. 5. Band gap vs. MC of CuO thin films. 
 
 

 
 

Fig. 6. Variation of refractive index with MC. 
 
 

The variation of extinction coefficient, k with hυ is 
shown in Fig. 7. It is observed that the k increases with 
the increase of MC. The rise and fall in k is directly 
related to the absorption of light. The k about 0.1 in 
the range of wavelength 800-1100 nm (1-1.6 eV) 
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which is lower than that of CuO thin films prepared by 
RF magnetron sputtering [23] and is very close to the 
reported value of CuO thin films prepared on to ITO 
glass substrates from an aqueous electrolytic bath 
containing CuSO4 and tartaric acid [24]. The k of CuO 
thin films increases rapidly for photon energies above 
1.6 eV for better crystallization and tends to decrease 
above 2.3 eV for scattering of phonons dominant with 
electrons. 

 
 

 
 

Fig. 7. Variation of extinction coefficient  
with hυ for various MCs. 

 
 
3.4. Electrical Properties  
 

The film electrical resistivity (ρ), may be due to 
combination of three mechanisms, namely (i) due to 
scattering by phonon, and point defects, etc. (ii) from 
film surface, (iii) from grain boundaries. Third one be 
predominant in poly crystalline films. ρ of CuO thin 
films were measured by van der Pauw method [25]. 
Fig. 8 present the variation of ρ of CuO thin films with 
temperature and Fig. 9 display variation of room 
temperature ρ with different MC. ρ of the films was 
found to vary from 30 Ohm.cm to 18 Ohm.cm for MC 
of 0.05 to 0.10 M and it is 25 Ohm.cm for films 
prepared with 0.15 M. This variation in the electrical 
resistivity of the films with deposition conditions has 
been explained in terms of stoichiometric changes 
induced by copper or oxygen ion vacancies and neutral 
defects. Increases of the oxygen concentration on the 
films during deposition led to a peak in electrical 
resistivity value, which was identified with the 
formation of stoichiometric CuO. 

Fig. 10 reports in lnσ vs. 1000/T curves for CuO 
thin films with MC of 0.05 - 0.15 M. The variation in 
conductivity (σ) with temperature indicates the 
semiconducting behavior of the films suggesting a 
thermally activated conduction mechanism. The 
reduction in resistivity with the increase in MC may be 
due to the increase of carrier concentrations of CuO, 
lower scattering of excess conduction electrons, and 
increase in the free path of carrier concentration. 
Further increases in MC during deposition was 
observed to result in a high airing of the film 
resistivity, which was explained as resulting from the 

MC of the films with excess oxygen i.e. effectively 
producing more copper ion vacancies and a p-type 
semiconductor CuO. This study reveals that MC 
increases has a considerable effect on the electrical 
properties of CuO thin films. Generally, the electrical 
conductivity in semiconductor is caused by thermal 
excitation of electron, impurities and lattice defects 
such as dislocation, stacking faults and micro twines 
[26]. The formation of conductivity increases or 
decreases, these defects depends on the sticking 
coefficient, nucleation rates and the migration of 
impinging copper and oxygen species on the substrate 
during deposition. In the present study 0.10 M film has 
the highest electrical conductivity and lowest 
electrical resistivity. This may be due to the highest 
grain size of 0.10 M film. The increase of grain size 
may be due to the improved crystallinity of 0.10 M 
film. The growth in grains leads to the reduction of 
grain boundary scattering which decreases the 
resistivity for the films and eventually the increase in 
the conductivity of the films [27]. 

The activation energy (Ea) is calculated from the 
slope of a curve lnσ vs. (1/T) using the equation given 
by 

 

k
T

Ea 2
/1

lnσ−= , (1) 

 
where, σ is the conductivity, k is the Boltzmann 
constant, and T is the absolute temperature.  

From the slope of plots in Fig. 10, Ea for CuO thin 
film at different MC was calculated and is shown in 
Fig. 11. The nonlinear nature of the plots exhibit two 
types of conductivity mechanism. The activation 
energy in two temperature ranges is calculated from 
the graphs. Ea is 2.20 eV for 0.10 M film is greater than 
reported value 1.58 eV [28]. 

The activation energy E1 at low temperature range 
is related to the intrinsic generation process and E2 at 
high temperature range to the impurity scattering  
[29-30]. The low value of activation energy may be 
associated with the localized levels hopping due to the 
excitation of carriers from donor band to the 
conduction band. A low activation energy of 0.14 eV 
was reported for sputtered CuO thin films [31]. This 
low value of activation energy was assumed due to the 
nonstoichiometry of the CuO thin film but in the 
present case the higher values of activation energy 
may suggest that the prepared sample is 
stoichiometric. The electrical conductivity as well as 
the activation energy was increased after increasing 
MC. From SEM and EDX observations, it is also 
found that CuO thin films are stoichiometric.  It is 
observed that metallic like conduction on films 
produced at low oxygen partial pressures, which they 
attributed to a high copper content of the films 
produced under this condition.   

The Figure of merit is well-known as an index for 
evaluating the performance of transparent conducting 
films, and it is given by the equation F=(−ρlnT)−1 
where ρ is the electrical resistivity and T is the average 
transmittance in the wavelength range of 800-1100 nm 
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[32]. Fig. 12 shows the figure of merit values of CuO 
thin films deposited at various Ts. The figure of merit 
for the CuO thin films deposited with MC (0.05 -  
0.15 M) was found to be 0.13, 0.14 and 0.142 Ω−1cm−1, 
respectively. The increase in the figure of merit of the 
CuO thin films is mainly due to the increase in the 
optical transmittance with increasing MC.  

 
 

 
 

Fig. 8. Variation of resistivity with temperature. 
 
 

 
 

Fig. 9. Variation of resistivity/conductivity at room  
with MC. 

 
 

 
 

Fig. 10. Variation of lnσ with respect to inverse  
of temperature for various MC. 

 

 
 

Fig. 11. Variation of activation energy with MC. 
 
 

 
 

Fig. 12. Variation of Figure of merit with MC. 

 
 
4. Conclusions 
 

CuO thin films were prepared by a homemade and 
inexpensive spray pyrolysis technique and reported 
the synthesized polycrystalline films. The as deposited 
CuO thin films were characterized structurally, by 
using SEM, EDX, XRD, optically by UV-visible 
spectroscopy and electrically by four probe method. 
The deposited films are found to be stoichiometric 
CuO thin film.  Structural analysis confirmed that 
prepared films were monoclinic structure with plane 
as (110), (002), (111), (200), (-202), and (020) where 
as the peak (111) reveals that strong peak for CuO thin 
film. The average crystallite size and the average 
transmittance of the film deposited at 350 °C were 
about 9.57 Å and 70 % in the wavelength range of  
800-1100 nm respectively. The optical band gap varies 
from 1.90 to 1.65 eV. The lowest value of refractive 
index is 2.52 for thin film prepared with 0.10 M at Ts 
of 350 °C. The extinction coefficient increases with 
the increase of MC of the prepared CuO then films.  
The minimum resistivity is found to be 18 Ω-m for 
CuO thin film deposited with MC of 0.10 M. The 
electrical measurement reveals the semi conducting 
behavior of the films. The highest figure of merit 
occurred for the film grown with an optical 
transmittance about 76% in the wavelength range of 
800-1100 nm. This synthesized alloy compound could 
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be environmental friendly and suitable as a potential 
buffer layer in the fabrication of heterojunction solar 
cells and optoelectronic devices. 
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Abstract: This paper focuses on theoretical study of Tin incorporated group IV alloys particularly GeSn and 
design of quantum well sensor for mid infrared sensing applications. Initially, the physics behind the selection of 
material for midinfrared sensor is explained. The importance of controlling strain in GeSn alloy is also explained. 
The physical background and motivation for incorporation of Tin(Sn) in Germanium is briefly narrated. Eigen 
energy states for different Sn concentrations are obtained for strain compensated quantum well in Γ valley 
conduction band (ΓCB), heavy hole (HH) band and light hole (LH) band by solving coupled Schrödinger and 
Poisson equations simultaneously. Sn concentration dependent absorption spectra for HH- ΓCB transition reveals 
that significant absorption observed in mid infrared range (3-5 µm). So, Ge1-x Snx quantum well can be used for 
mid infrared sensing applications. 
 
Keywords: GeSn, Strain, Midinfrared, Quantum well, Tin incorporated group IV alloy. 
 
 
 

1. Introduction 
 

In last few years, mid infrared sensors (MIR) have 
drawn attention of researchers from all over the world 
due to their vast applications. They found their 
presence in defence, surveillance, medical, 
information security applications [1]. Group III-V 
based MIR have already proven their worth by 
showing excellent performance in past. However,  
III-V material like GaAs is too expensive for 
commercial uses. They are also incompatible to 
Silicon to realize a monolithic sensor. Thus, 
researchers compelled to look for a new class of 
material which can enable the design of low cost single 
chip mid infrared photosensitive devices. Both Silicon 
(Si) and Germanium (Ge) are two obvious choice to 
realize low cost MIR. This is due to their compatibility 
with microelectronics technology, and low cost which 
can made design of low cost single chip MIR feasible.  

Unfortunately due to their indirect band gap nature 
both Si and Ge are not suitable to be used in active 
optoelectronic devices like MIR. So, it is necessary to 
employ some band engineering techniques in Si and 
Ge to induce direct band gap in them. Between these 
two, Germanium is the most appropriate material for 
implementation of band engineering due to the reason 
as follows. In Ge, the direct bandgap EΓ is only  
140 meV larger than the indirect bandgap at L valley 
[2]. 

The most important approach of band structure 
engineering in Ge is incorporation of Tin (Sn) in the 
Germanium. With incorporation of small amount of 
Tin into Ge, L and Γ valley decreases. Decrement of Γ 
is faster than that of L valley and hence direct bandgap 
can be obtained at a particular value of mole fraction 
of Tin [3]. Thus GeSn alloy can enable the design of 
low cost group IV photonic sensors which are as 
efficient as their III-V group counterpart. However, 
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due to larger lattice mismatch between Ge and Sn, 
strain plays a critical role in physics of GeSn alloy. So, 
it needs to be addressed in a proper manner. Strain 
balanced structures are suggested to be the best way to 
tackle excessive strain in multiple layer structure like 
Quantum well [4]. It not only protects the active layer 
from excessive strain but also provide an opportunity 
to maximize its thickness, which is a good thing for 
photosensitive devices. 

This paper focuses on the potential of Tin doped 
group-IV alloys specially GeSn to be used as an active 
layer in photosensitive devices like detector. It is the 
extension of our work reported elsewhere which 
highlighted potential of Tin incorporated quantum 
well application as a sensor in brief [5]. Here we give 
a detailed physical background of Tin incorporated 
group IV alloy. It highlights the recent progress and 
challenges in the research and fabrication of these 
alloys. This work primarily focuses on the use of these 
alloys in photo detectors. Absorption coefficient is a 
significant performance parameter in these devices. In 
this study, Sn content dependent absorption 
coefficient is evaluated in strain balanced 
SiGeSn/GeSn strain balanced quantum well. Eigen 
energy states for different Sn contents in GeSn layer 
are obtained in the well for Г valley conduction band 
(ΓCB), heavy hole (HH) band and light hole (LH) 
band separately by solving coupled Schrödinger and 
Poisson equations self consistently. The absorption 
characteristics are evaluated for different Sn contents 
in well. The result revealed that HH-ГCB transition 
observes high absorption coefficient within 3-5 µm 
range of wavelength. Thus this well structure can be 
used as an infrared sensor in various applications.  

 
 

2. Tin Incorporated Group IV Alloy- 
Physical Background and Brief Review 
 
Tin, the element that lies below germanium in the 

periodic table, can crystallize in the diamond structure 
(α-Sn) as well as in its more familiar metallic form  
(α-Sn). Only relatively poor specimens of this grey  
α-Sn had been prepared, however, as it is only formed 
rather slowly from metallic tin and at temperatures 
below 13 °C. (and retransforms back to α-Sn above 
that critical transformation temperature) [6]. The best 
specimens of α-Sn were in fact obtained by 
recrystallizing from solution in mercury [7], but such 
material probably was never of very high crystal 
perfection, although it could apparently be prepared in 
relatively pure form (about 1015 donors/cm3). The 
pioneer of inducing the idea of Tin based direct band 
gap semiconductor was Prof. Goodman who on the 
basis of theoretical grounds and substrate stabilization 
effect proved that an alloy of α-Sn and Ge solution can 
show a directness in its bandgap [6]. Soref and Perry 
have predicted the direct band gap of Sn based group 
IV semiconductor (SiGeSn) in year 1991 [8]. 

Ge1-xSnx alloys have attracted a great deal of 
interest in recent years due to their potential to become 

the first group IV direct band gap alloys. Diamond 
cubic Sn (or α-Sn) is a semimetal with a conduction 
band minimum at the Γ point sitting 0.41 eV below the 
valence band [9]. By alloying Sn and Ge, the 
conduction band extrema at both L and Γ valleys are 
predicted to decrease in energy with increasing Sn 
composition, but the Γ valley is predicted to decrease 
more rapidly than the L valley. Tight-binding [9] and 
pseudopotential [10] electronic structure calculations 
in virtual crystal approximation predict that Ge1-xSnx 
alloys would undergo an indirect to direct transition 
with a continuously tunable direct energy bandgap 
from 0.55eV to 0eV for Sn composition of x=0.2 to 
0.6. Due to some difficulties in growing GeSn, Energy 
bandgap and Sn composition relation was not 
published until 1997 in which the indirect to direct 
band gap transition was estimated to occur near x=0.1 
which is much lower than the theoretical prediction 
[11]. The critical concentration for the crossover for 
germanium for transition from indirect to direct was 
found as x=0.11 for relaxed Ge1-xSnx [12]. For 
different composition ratios, this alloy can be divided 
into two main branches first one is α- Sn film with Ge 
doping (dilute GeSn alloy) which has been reported by 
Farrow et. al. in 1981 [7], Goodman in 1982 [6], Vnuk 
et. al. in 1983 [13] and Ge rich Ge1-x Snx alloy was 
reported by [14-16]. Already in the 1980s and 1990s, 
several groups were studying the fabrication of α-Sn 
[17-19] or GeSn alloys [14, 20-22]. However several 
challenges for the single crystalline growth of GeSn 
alloys were found. Ragan et. al. [16] had given several 
problems that hindered the utilization of GeSn alloy. 
They highlighted the three main challenges to 
overcome: 

(i) Minor solid solubility of Sn in Ge < 0.5 % 
(ii) A large lattice mismatch between Ge and Sn 

(~15 %) 
(iii) Sn has low surface free energy which causes 

surface segregation. 
All investigations from the 1980s and 1990s 

showed that growth conditions far away from the 
thermodynamic equilibrium have a chance to produce 
monocrystalline GeSn alloys. Ge1-xSnx alloys with 
x<0.2 (x=mole fraction of tin) had been grown on 
silicon by ultrahigh vacuum chemical vapour 
deposition. By experimental investigation it had been 
proved that significant changes occurs in optical 
constants and redshifts in the interband transition 
energy as x varied [23, 24]. Suyog Gupta et. al. [25] 
addressed the challenges mentioned above and 
presented a first principles based simulation method to 
estimate lattice and electronic properties of GeSn 
alloy. They used low temperature molecular beam 
epitaxy (MBE) to obtain high quality crystalline GeSn 
layers. Modern semiconductor technology requires 
epitaxial layers with a prescribed band gap and lattice 
constant. This dual requirement cannot be 
implemented via ‘one dimensional’ binary AxB1-x or 
pseudo binary AxB1-xC alloys. So it has motivated the 
quest for ‘two-dimensional’ ternary (AxByC1-x-y), 
pseudo-ternary (AxByC1-x-y D), or quaternary  
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(AxB1-xCyD1-y) materials whose band gaps and lattice 
constants can be tuned independently [26, 27]. 

Group III –V quaternary semiconductors were so 
successful in decoupling strain and band structure 
effects gave an impression that ternary group IV 
semiconductor such as SiGeC and SiGeSn should play 
similar role in group IV regime. SiGeC was reviewed 
at least for a decade and it was find out that only a 
limited amount of carbon can be incorporated and 
carbon induces a perturbation that make the band 
structure explanation extremely difficult even by 
virtual crystal approximation method [28, 29]. Tensile 
strain on Ge can be produced by growing this material 
on relaxed Ge1-xSnx as reported by Soref and Friedman 
[30]. However the direct bandgap (Γ valley) of  
Ge1-xSnx decreases very rapidly as a function of x. The 
solution to this problem is the incorporation of Si, 
which raises the energy of the alloy band gap. Si also 
reduces tensile strain on the Ge layer but a 
compromise can be achieved in such a way that the 
direct bandgap in Ge is also the lowest band gap in 
Ge/Ge1-x-ySixSny multilayer [31]. Advances in CVD 
growth technology [32, 33] propels work in SiGeSn 
horizon.  

Thus several studies have carried out for 
fabrication of high quality GeSn layers but the role of 
strain should be considered. Therefore, strain balanced 
structure is becoming very vital. In next section strain 
compensated structure and its used in implementation 
of photosensitive device is highlighted in brief. 
 
 

3. GeSn MIR Sensor 
 

3.1. Model Description 
 
The Quantum well structure considered in our 

analysis consists of tensile strained SiGeSn barriers 
and compressively strained GeSn well which ensures 
the strain balanced condition for quantum well. The 
growth axis of the structure is assumed along (001) 
axis. A 76Å thick Gex Sn1-x layer is sandwiched 
between two tensile strained Si0.09 Ge0.8 Sn0.11 layers to 
form a type-I single quantum-well (SQW) as shown in 
Fig. 1. 

 
 

 
 

Fig. 1. Schematic of Strain balanced GeSn/SiGeSn 
Quantum well. 

 
 
The thickness of barrier is computed as 35 Å by 

using strain compensate condition [4]. The dimension 
of the well is chosen in such a way that only one bound 

state formed in each of the conduction band and 
valence band. The Sn composition (x) in QW is 
required to obtain three condition simultaneously, (i) 
Type I SiGeSn/GeSn quantum well for better quantum 
carrier confinement, (ii) direct band gap in GeSn layer 
and (iii) a higher value of HH band offset than that of 
LH band (to be calculated later) for TE mode 
operation, which features HH-ГCB dominant 
transition. A fully relaxed GeSn layer is used as a 
buffer layer. The composition of buffer layer should 
be selected to maintain strain balanced condition in the 
QW. 
 
 
3.2. Band Alignment Calculations 
 

Accurate band profile and band discontinuities of 
the proposed QW structure is the vital requirement for 
precise modeling of the direct band interband 
absorption. The strain plays an important role in 
calculation of band structure and then band 
discontinuities at the interface of proposed multilayer 
structure. Our primary concern is to investigate direct 
interband transition which involves obtaining 
bandstructure at band edge (Γ-valley conduction band) 
in GeSn QW by evaluating strain dependent band 
profile. Moreover, we have also assumed no coupling 
between the conduction band and valence bands, 
which is an appropriate estimation for group IV alloys. 
In this context, model solid theory suggested by Van 
de Walle, is well suited to our proposed model [34]. 
Model solid theory is said to be one of the most 
reliable method to calculate band line ups and their 
alignment at zone center (Γ-valley) in a strained 
heterostructure. So we followed this theory to 
calculate band profile in ГCB conduction band, HH 
band and LH band for both well and barrier.  

 
 

3.3. Coupled Schrodinger Poisson 
Selfconsistent Solution  

 
After obtaining band profile, Eigen state energy of 

each band is required in order to evaluate direct 
absorption characteristics of QW. We obtained 
quantized energy states for Г-CB, LH and HH band in 
QW by solving coupled Schrödinger and Poisson 
equation self consistently. Self–consistent solution is 
required to study the quantum confinement effect of 
carriers in QW more accurately considering variation 
in charge density of carriers. The Schrödinger 
equation with effective mass approximation and 
considering the strain effect is considered in our 
analysis and is given as [35]: 
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where ћ is the Planck’s constant, z is the position 
variable, Kt is the transverse wave vector, ѱ is the 
wave function, E is the Eigen energy, m and V are the 



Sensors & Transducers, Vol. 209, Issue 2, February 2017, pp. 28-34 

 31

effective mass and band profile respectively. Suffix X 
stands for type of band e.g., j=c for Г conduction band, 
j=hh for HH valence band and j=lh for LH band. As 
the Г valley is of only interest here, the transverse 
wave vector, Kt is taken as zero. The equation is 
solved using Finite Difference Method (FDM) to 
obtain Eigen energies and wave function in the well 
[36]. The whole region of interest is divided into N 
number of small elements of equal width, and the 
equation is solved for each of the elements. 

After obtaining Eigen energies and their 
corresponding wavefunctions, the position dependent 
charge density of carriers in well is calculated by 
summing the square of the wave function at each 
spatial element (Δz) and multiplying this quantity by 
the number of carriers in each bound state. The 
expression for electron density (n(z)) and hole density 
(p(z)) in well is given as [37]: 

 
2CB

n n
n

2/
m

m

n(z) N ψ (z) ;  

p(z)  N ( ) ,HH LH
m zψ
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=




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where n and m are the number of subbands in ГCB, 
valence band (LH and HH) respectively, Nn is the 
number of electrons in nth sub-band in conduction 
band and Nm is number of holes in mth subband of HH 
band and LH band.  

The obtained position dependent carrier charge 
densities (n(z) and p(z)) are then used in Poisson 
equation. Poisson equation relates the potential to the 
charge density distribution as given in eqn.3 [37]. 

 

( )
2

A D2

d V q
n(z) p(z) N N

εdz
= − − + −  (3) 

 
where n(z) and p(z) are the electrons and holes charge 
density distribution as obtained above. NA and ND are 
the acceptor and doping impurities in QW respectively 
and V is the spatial electrostatic potential in QW. 
Dirichlet and Neumann boundary conditions are also 
considered while solving the Poisson equation. 
Poisson equation was also solved by using finite 
difference numerical technique. In order to obtain self-
consistent Eigen state energies both Poisson equation 
and Schrödinger equations are solved simultaneously 
until their solutions are converged [38]. 
 
 
3.4. Evaluation of Absorption Coefficient 
 

After calculating Eigen energies and 
wavefunctions for Г-CB, HH band LH band, direct 
interband transition characteristic of the QW structure 
is studied. Absorption coefficient is evaluated for QW 
with the help of Fermi golden rule and using the 
following mathematical expression, for absorption 
coefficient α [35]: 
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where, ω is the photon frequency, q is the electronic 
charge, c is the speed of light, nr is the refractive index 
of well, ϵ0 is the static dielectric constant, m0 is the 
electron rest mass. E0 is the direct band gap of Ge1-x 
Snx which is calculated by linear interpolation of direct 
band gap of Ge and Sn considering bowing parameter. 
Ecn and Evm are the bound state Eigen energies for nth 
subband in Г conduction band, and for mth subband in 
valence band (v=hh for HH band, v=lh for LH band) 
respectively. I is the overlap integral of the Γ 
conduction subband wave function and valence 
subband wavefunction given by following equation. 

ρr2D is reduced joint density of states in QW. QW 
is assumed to be undoped in this work (ideal case), 
only valence band is filled with carriers so carrier 
probability occupancy of conduction band is taken as 
zero (fc=0, fv=1). Gaussian line shape function is also 
considered for inhomogeneity in GeSn alloy. Pcv is 
momentum matrix element between conduction band 
and valence band for Bloch state. It is a key parameter 
to evaluate absorption in both bulk and nanostructures. 
Indeed, its magnitude value indicates the strength of 
the interaction between photon with electron. 
Moreover under compressive strain TE mode is 
dominant than TM mode. Hence, TE polarization 
which parallel to the plane of QW layer is assumed in 
present study. In TE mode momentum matrix element 
of HH-Г-CB transition is much greater than that of 
LH- ГCB Γ transition at Kt=0. 

 
 

4. Results and Discussions 
 

In this study, Sn concentration in Ge1-xSnx 
quantum well layer is varied from 0.15 to 0.18 to 
obtain quantum mechanical characteristic of strain 
balanced quantum well and then direct absorption 
characteristic. As for compressive strained GeSn 
direct band gap nature induced in GeSn layer for  
x≥ 0.15 [39]. Thus the required concentration of Sn 
should be at least 15% in Ge1-xSnx layer. Moreover, 
beyond 0.18, the inter layer strain increases and it is 
intolerable and infeasible in actual situations. 

The calculated band profile (band offset of Γ 
conduction band and heavy hole band) with Eigen 
state energies (Ec1 for ГCB, EHH for HH band and ELH 
for LH band) for QW at different Sn concentration is 
shown in Fig. 2. It is clearly observe that HH band 
(EHH) is up shifted in comparison to light hole band 
profile. This is attributed due to compressive strain in 
the well. The band offsets of Γ conduction band and 
heavy hole band are sufficient large to cause quantum 
confinement effect of carriers. With increasing in Sn 
concentration, the shifting of EHH in upward direction 
increases and bad gap also decreases subsequently. It 
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can be also observed that Eigen wave function of LH 
band is weakly confined in the well. This is due to a 
very small negligible band offset for LH band. It also 
ensure that only HH-ГCB (EHH-Ec1) transition will be 
dominated in this case. Absorption coefficient spectra 
(α) for different x are plotted as a function of 
wavelength and is shown in Fig. 3. Due to higher 
optical matrix element of HH to ГCB transition for TE 
mode, LH-ГCB transition is ignored in this study.  
 

 

 
 

(a) 
 

 
 

(b) 
 

 
 

(c) 
 

 
 

(d) 
 

Fig. 2. Plot of band profile, Eigen energies and wave 
functions for different values of x. (a) x=0.15, (b) x=0.16, 

(c) x=0.17, (d) x=0.18. 

 
 

Fig. 3. Plot of   absorption coefficient (α)  
for HH- ΓCB direct transition. versus wavelength  

for different values of x. 
 
 

The figure clearly reveals that significant 
absorption for HH to ГCB transition is observed in 
infrared range of wavelength (3-5µm). With 
increasing in Sn concentration peak absorption 
wavelength shifted to higher wavelength region. This 
red shifting is due to the lowering of the energy band 
gap of GeSn with increasing Sn concentration. It is 
also observed that with increasing Sn concentration, 
absorption increases.  
 
 
4. Conclusions 
 

This works throws light on the potential of Tin 
Incorporated Group IV alloy. It gives more emphasis 
on GeSn allys. Initially the motivation behind 
incorporation of Tin is briefly explained by explaining 
the basic reason and need behind this concept. 

Then a detailed review and background of Tin 
incorporated Group IV alloy especially GeSn is 
elaborated along with recent advancement in its 
fabrication. In addition the origin of Tin and the initial 
work of Tin incorporation are also highlighted in this 
section. Also, In this section the various challenges 
regarding fabrication of GeSn alloy from very 
beginning is provided. The concept of strain can also 
play a very crucial role in deciding the structure of the 
proposed device. The importance of strain balanced 
structure is also briefly explained. 

Later on, this paper explores the potential of GeSn 
quantum well layer to be used in low cost monolithic 
photosensitive devices for mid infrared sensing 
applications. Direct interband absorption is plotted for 
different Sn content of well for dominant HH- ГCB 
transition. Sn content is selected in range of 15% to 
18% to provide a direct band gap in the active layer as 
well as free the proposed structure from defect like 
dislocation, imperfection due to decrement of critical 
thickness at higher Sn content. 

The result depicts a significant absorption in 3-5 
µm range of wavelength. In addition, increment in 
absorption with Sn concentration is also observed. 
Thus this quantum well structure is viable to be used 
as a low cost mid-infrared sensor. 
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Abstract: In the present research, we have developed a new modified Type 2 neuro fuzzy (T2NF) based MPPT 
controller, which combines the advantages of fractional open circuit voltage (FCV), variable step and optimized 
P&O algorithm. It leads to a faster and better tracking and lower oscillations around the MPP to contribute higher 
efficiency. The simulation result shows an efficiency of 96.41 %, an improvement of 2 ms is observed in the 
starting characteristics. The above concept has been extended to single phase AC photovoltaic system with 
improvement of 15 % in its performance. It has benefits of high efficiency and low harmonic distortion at output 
voltage waveform. Here DC-DC boost converter and space vector modulation based inverter are used to provide 
the required supply to the load. The proposed T2NF based MPPT improves the system efficiency even at abnormal 
weather conditions. Here a lot of reduction in torque and current ripple contents is obtained with the help of T2NF 
based MPPT for an asynchronous motor drive. Also the better performance of an asynchronous motor drive is 
analyzed with the comparison of conventional and proposed MPPT controller using Matlab-simulation results. 
Practical validations are also carried out and tabulated. 

 
Keywords: Photovoltaic (PV) system, Maximum power point tracking (MPPT) controller, Type 2 neuro fuzzy 
(T2NF) system, DC-DC boost converter, Space vector modulation (SVM), Abnormal weather conditions, 
Asynchronous motor (ASM) drive and harmonic distortion. 
 
 

 
1. Introduction 
 

The PV power and voltage characteristics are 
nonlinear and affected by the irradiance and 
temperature variations. The applied MPPT uses a type 
of control and logic to look for the knee, which in turn 
allows the converter to extract the maximum power 
from the PV array. The tracking method provides a 
new reference signal for the controller and extracts the 
maximum power from the PV array. The hill climbing 

method has slow response especially under varying 
weather conditions because the MPPT gives the 
decision directly for the duty cycle declaring a 
controller of error signal [1-3]. The voltage based 
MPPT method uses the fact that the ratio between the 
maximum power voltage and the open circuit voltage 
under different weather conditions, which are linearly 
proportional [4]. Perturbation and observation method 
are commonly used due to its ease of implementation, 
also works effectively under varying weather 

http://www.sensorsportal.com/HTML/DIGEST/P_2901.htm

http://www.sensorsportal.com
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conditions where it can reach to the error signal due to 
its separation between the MPPT method that controls 
the reference signal and duty cycle resulting of 
changing the reference signal [5-6]. 

Among different intelligent controllers, fuzzy logic 
is the simplest to integrate with the systems. Recently, 
fuzzy logic controller has received an increasing 
attention to researchers for converter control, motor 
drives and other process control as it provides better 
responses than other conventional controllers [7]. The 
imprecision of the weather variations that can be 
reflected by PV arrays also addressed accurately using 
fuzzy controller. Here Type 2 fuzzy based technique is 
implemented for PV system which is involved in the 
operation of fuzzification, inference and output 
processing. This output processing consists of type 
reduction and defuzzification to provide the better 
performance. The T2FLC deals with the variable step 
size to increase or decrease the reference voltage. 
Therefore the tracking time becomes short and the 
system performance during steady state conditions is 
much better than other conventional techniques [8-10]. 

Intelligent controls using artificial intelligence, 
fuzzy logic and neural networks, these systems are 
introduced as major sources to improve the 
performance of motor drives. Intelligent controls with 
adaptive network techniques are creating an interest 
research for practical implementation and control of 
motor drives. Earlier sinusoidal pulse width 
modulation (SPWM) was majorly used technique for 
industrial applications, because it reduces the 
harmonics. SPWM is suitable up to 0.7855 modulation 
indices for linear modulation index and above it gives 
more ripples in voltage [11-13]. To overcome this third 
harmonic injected pulse width modulation SVPWM 
techniques are used to improve the total harmonic 
distortion in voltage and current. Also it increases the 
modulation index up to 0.907 with increasing the 
fundamental value compared to SPWM [14-16]. Here 
the speed of the induction motor can also be controlled 
by direct torque control with PIC. But it cannot give 
good transient and steady state responses [17]. To 
overcome this, a new technique with type-2 fuzzy 
logic systems has been introduced as an upgrading of 
ordinary fuzzy logic set which is called type-1 fuzzy 
set. The characterization of type-2 fuzzy set is that the 
membership value for each element of this set is a 
fuzzy set in [0,1], not a crisp set like type-1 fuzzy. 
Type-2 fuzzy set can handle linguistics as well as 
numerical uncertainties. Because it can be modeled 
with reducing their effects [18-19]. 

Unfortunately, type-2 fuzzy sets are more difficult 
to use and understand than traditional type-1 fuzzy 
sets. Though it has few difficulties, it being used for 
many applications like coded video streams, co-
channel interference elimination from nonlinear time-
varying communication channels, connection 
admission control, extracting knowledge from 
questionnaire surveys, forecasting of time-series, 
function approximation, pre-processing radiographic 
images and transport scheduling with some control 
applications [20-21]. A comparison of adaptive neuro 

fuzzy based space vector modulation with neural 
network and conventional based system has been 
presented [22-23]. Here type-2 neuro fuzzy logic 
controller based MPPT method is proposed with boost 
converter to regulate the PV output voltage and track 
the MPP of PV modules and also to determine the 
system operation point which varies with load, solar 
irradiation and temperature variations. 

So this paper proposes a novel type 2 neuro fuzzy 
based MPPT controller which takes variable irradiance 
and variable temperature into the consideration in 
order to get performance better than the existed 
methods. The advantage of this proposed MPPT 
algorithm is used to control the MPP even under 
abnormal weather conditions compared to other 
conventional algorithms. In section 2 mathematical 
modeling of PV array is discussed. Section 3 & 4 
explains about the type 2 neuro fuzzy system and a 
novel type 2 neuro fuzzy based MPPT controller. 
Mathematical modeling of asynchronous motor drive 
is noted in section 5. Section 6 states a brief note on 
proposed space vector modulation technique. Using 
the proposed MPPT along with DC-DC converter to 
boost up the PV output and to feed asynchronous 
motor drive is detected in section 7. Matlab-simulation 
results with the comparison of conventional and 
proposed MPPT techniques are presented in section 8. 
The concluding remarks are stated in section 9. 
 
 
2. Mathematical Modeling of PV Array 
 

Solar PV system is made of photovoltaic cells. 
Cells are grouped to form panels and panels are 
grouped to form array. The basic mathematical 
equations describes the ideal PV cell and those are 
clearly mentioned in equations (1) and (2) 

ெܫ  = ௉௏஼ா௅௅ܫ − ை஼ா௅௅ܫ ൥ୣ୶୮൬ ೂೇಾ಼ಿ೅ಲು൰ூ೏ − 1൩, (1) 

 
where IPVCELL is the incident light generated current, ܫை஼ா௅௅ is the diode reverse saturation current, Q is the 
charge of an electron at 1.602×10-19 C, K is the 
Boltzmann’s constant at 1.381×10-23 J/K, ஺ܶ௉ is the 
temperature at the junction in Kelvin, N is the diode 
identity constant, VPVCELL is the voltage across the PV 
cell and IPVCELL is the current of the ideal PV model as 
illustrated in Fig. 1. 

 
RSE

RSH

IPVCELL

-

+

Load
IM

Id

IM

VM

Ideal PV cell

 
Fig. 1. Practical PV cell equivalent circuit. 
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PV system basic equation does not represent I-V 
characteristics, as a practical PV module consists of 
various PV cells which require additional parametric 
values as series and parallel resistances (RSE & RSH) as 
shown in Fig. 1. PV module modeling is based on 
mathematical equation of the solar cell which is given 
by Eq. 2. 

ெܫ  = ௉௏஼ா௅௅ܫ − ை஼ா௅௅ܫ ቈ݁݌ݔೂ൫ೇಾశ಺ಾೃೄಶ൯ಿ೅಼ಿ೅ಲು − 1቉ −௏ಾାூಾோೄಶோೄಹ  (2) 

 
where IM = PV module current in Amps,  
IPVCELL = Photocurrent or light generated current in 
Amps, IOCELL = Reverse saturation current of a diode in 
Amps, Q = Electron charge in Coulombs, N = Ideality 
factor (taken from data sheet), K = Boltzmann constant 
in J/oK, TAP = Applied temperature for the PV module 
in Kelvin, VM = Module voltage in Volts, RSE = Series 
resistance in ohms, RSH = Parallel resistance in ohms 
and Current generated by light (IPVCELL) depends 
linearly on solar radiation and also on temperature is 
given by Eq. (3) 

 
௉௏஼ா௅௅ܫ  = ௉ಲು[ூೄ಴ೃା்ೄ಴಺(்ಲುି்ೃಶಷ)]௉ೃಶಷ  (3) 

 
where PAP = Applied solar irradiance in W/m2 (applied 
to the module during the experiment),  
PREF = Reference irradiance in W/m2 (1000 W/m2 is 
taken under STC), ISCR = Module short circuit current 
(taken from the data sheet), TSCI = Temperature 
coefficient of short circuit current in A/oK (taken from 
data sheet), TAP and TREF are applied and reference 
temperatures in Kelvin. The practical calculated IPV 

CELL values for different irradiance and different 
temperature are tabulated in Table. 1. 

 
 
Table 1. The Practical Calculated Ipv Cell Values for 

Different Irradiance and Different Temperature. 
 

Irradian
ce in 

(W/m2) 

Temperature (in oC) 

20 oC 30 oC 40 oC 50 oC 60 oC 
1000 8.661 8.678 8.695 8.712 8.729 
800 6.929 6.942 6.956 6.97 6.983 
500 4.330 4.339 4.347 4.356 4.364 
250 2.165 2.169 2.173 2.178 2.182 
100 0.866 0.867 0.869 0.871 0.872 
50 0.433 0.433 0.434 0.435 0.436 
10 0.086 0.086 0.086 0.087 0.087 

 
 
Modules reverse saturation current (ܫோௌ)	at 

nominal condition and reference temperature is given 
by Eq. (4) 

 
ோௌܫ  = ூೄ಴ೃ௘௫௣( ೂೇೀ಴ಿ೅಼ಿ೅ಲು)	ିଵ (4) 

 

where IRS = Reverse saturation current in Amps, and 
NT = total no. of cells in a module. Here module 
voltage decreases as the applied temperature goes on 
increases which can be calculated by Eq. (5) 

 
 ெܸ = ே೅௄ே்ಲುொ × ln ቂூುೇ಴ಶಽಽିூೃೄூೃೄ ቃ  (5) 

 
On the other hand saturation current (ܫௌ஺்)	is given as 

ௌ஺்ܫ  = ோௌܫ × ቀ ்ಲು்ೃಶಷቁଷ × ൜ೂಶಸೀಿ಼݌ݔ݁ ൬ భ೅ೃಶಷ	ି	 భ೅ಲು൰ൠ (6) 

 
where EGO = is the semiconductor band gap energy of 
the module in J/C. The resistance RSH is inversely 
proportional to leakage current and a small variation of 
series resistance will affect the PV output power. A PV 
cell will produce less than 2 watts at approximately  
0.5 V. The cells must be connected in series and 
parallel to get required power. Array basic output 
current of single diode module is calculated by Eq. (7) 

஺ܫ  =௉ܰ௏	ܫ௉௏஼ா௅௅
  − ௉ܰோܫை஼ா௅௅ ቈ݁݌ݔ ೂಿ೅಼ಿ೅ಲು൬ ೇಾಿೄಶା಺ಾೃೄಶಿುೃ ൰ − 1቉ −ଵோೄಹ ቂேುೃ௏ಾேೄಶ +  ெܴௌாቃ (7)ܫ

 
where ௌܰா and ௉ܰோ are the number of solar cells 
connected in series ad parallel. Modeling of PV array 
is done based on data sheet parameters of SSI-3M6-
250W poly-crystalline solar module at 25o C and 1000 
W/m2. Based on above parameters PV is modeled in 
Simulink model is developed under standard test 
conditions. 

 
 

3. Type-2 Neuro Fuzzy Controller 
 

In this section, the structure and mechanism of 
T2NFIS is presented. The structure of T2NFIS is 
shown in Fig. 2. It is a five layered network which uses 
type-2 neuro fuzzy sets in the antecedent and the 
consequent realizes the Takagi-Sugeno-Kang Type-0 
fuzzy inference mechanism. Let assume the structure 
consists of q input features, n output features and has 
grown K rules after processing t-1 samples. Hereafter, 
we detail the function of each layer when the network 
is presented with the tth sample, x(t). 

 
Layer 1 - Input layer 

Each node in this layer passes the input data 
directly to the fuzzification layer. The output of ith 
node is given as in Eq. (8) and the diagram is shown 
in Fig. 2. 
 
 ui(t) = xi(t), where i = 1, 2, ···, q (8) 
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Fig. 2. Structure of five layered type-2 neuro-fuzzy system. 
 
 

Layer 2 - Fuzzification layer 
The function of this layer is to perform the 

fuzzification operation. Each node in this layer 
computes the Type-2 membership of the input with the 
rule antecedents. The membership of ith input feature 
with kth rule is given by: 
 

 ∅௞௜(ݐ) = ൫ೠ೔(೟)షഋೖ೔൯మమ഑ೖ೔మି)݌ݔ݁ ≡∅(ఓೖ೔,ఙೖ೔,௨೔(௧))
 (9) 

 
where ߤ௞௜ ∈ ௞௜௟ߤൣ , ௞௜௥ߤ ൧ and ߪ௞௜ ∈ ௞௜௟ߪൣ , ௞௜௥ߪ ൧. Are left and 
right limits of the center and width of kth rule’s ith 
feature respectively. The footprint of uncertainty of 
this membership function can be represented in terms 
of upper membership function φup and lower 
membership function φlo as given below 

 

 ∅௞௜௨௣(ݐ) = {∅ቀఓೖ೔ೝ ,ఙೖ೔ೝ ,௨೔(௧)ቁ∅൬ఓೖ೔೗ ,ఙೖ೔೗ ,௨೔(௧)൰
 (10) 

 
where ݑ௜(ݐ) < ௞௜௟ߤ	 ௞௜௟ߤ , ≤ (ݐ)௜ݑ ≤ ௞௜௥ߤ (ݐ)௜ݑ , > ௞௜௥ߤ  

 

 ∅௞௜௟௢ = {∅൬ఓೖ೔೗ ,ఙೖ೔೗ ,௨೔(௧)൰	௨೔(௧)வഋೖ೔೗ శ	ഋೖ೔ೝమ
∅ቀఓೖ೔ೝ ,ఙೖ೔ೝ ,௨೔(௧)ቁ	௨೔(௧)ஸഋೖ೔೗ శ	ഋೖ೔ೝమ  (11) 

 
The output of each node can be represented as 
 

 ∅௞௜ = [∅௞௜௟௢(ݐ), ∅௞௜௨௣(ݐ)] (12)
  
Layer 3 - Firing layer 

The firing layer consists of K nodes where each 
node represents the upper and lower antecedent part of 
a fuzzy rule. The function of this layer is to calculate 
the firing strength of each of the rules. The algebraic 
product operation is used to compute the firing 
strength of a rule and is given by 
 
,(ݐ)௞௟௢ܨ]  ;[(ݐ)௞௨௣ܨ ݇ = 1,… . ,  (13) ܭ

(ݐ)௞௟௢ܨ]  =ෑ∅௜௞௟௢௠
௜ୀଵ (ݐ)௞௨௣ܨ	݀݊ܽ =ෑ∅௜௞௨௣௠

௜ୀଵ ; 

 ݇ = 1,… . . ,  (14)  ܭ
 

Layer 4 - Interval-reduction layer 
This layer contains K nodes. The function of each 

node is to perform the interval- reduction of Interval 
Type-1 fuzzy set to Type-1 fuzzy number. The 
computationally efficient algorithm is employed to 
reduce the interval and is given as 
(ݐ)௞ܨ  =∝ (ݐ)௞௟௢ܨ + ;(ݐ)௞௨௣ܨ(∝−1) ݇ = 1,……  (15) ܭ,

 
where α is the design vector. In our study α is chosen 
as 0.5. 
 
Layer 5- Output layer 

This layer computes the output of network by 
employing weighted average defuzzification 
technique and is given as 
 

 Ŷ௝(ݐ) = ∑ ௪ೕೖிೖ(௧)ೖ಼సభ∑ ி೛(௧)೛಼సభ ; ݆ = 1,… . , ݊ (16) 

 
where wjk is the output weight connecting the kth rule 
with the jth output node. 

 
 

4. Novel Type-2 Neuro Fuzzy based 
MPPT Controller 

 
TIFLCs are unable to handle rule uncertainties 

directly, because they will not use type-2 neuro fuzzy 
(T2NF) sets that are certain. On the other hand 
T2NFLC is very useful in uncertainties measurement 
with minimizing the effects of uncertainties in rule 
base. Because their use is not widespread yet. In this 
one should identify the main control variables and 
determine the sets that describe the values of each 
linguistic variable. This algorithm is designed to 
achieve the advantage of other MPPT algorithms to 
simplify and eliminate all aforementioned drawbacks. 
The change in PV array output and the change in PV 
array output voltage are the inputs of the T2NF. The 
increment of the reference voltage is the output of the 
T2NFLC where the increment is added to the previous 
reference voltage to produce the new reference 
voltage. The inputs and the outputs of the T2NFLC are 
shown in the equations from (17) to (19) 

 
 ∆ܲ = ܲ(݇) − ܲ(݇ − 1) (17) 
 
 ∆ܸ = ܸ(݇) − ܸ(݇ − 1) (18) 
 
݂݁ݎܸ∆  = (݇)݂݁ݎܸ − ݇)݂݁ݎܸ − 1) (19) 
 

The differential power dp can be calculated as 
 

 ݀ܲ = ݔܽ݉ܲ − ܲ݉݅݊ (20) 
 

Flow chart of type-2 neuro fuzzy based MPPT 
algorithm is shown in Fig. 3. 
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NO YES YES NO

NO YES

Return  
 

Fig. 3. Flowchart of type-2 neuro fuzzy based MPPT algorithm for power improvement. 
 
 

The input variables of the T2NFLC are divided into 
4 subsets as positive big (PB), positive small (PS), 
negative small (NS), negative big (NB). Also, the 
membership functions of the output variables are four 
fuzzy sets, where the maximum of minimum 
composition technique is used for the inference and the 
gravity method for defuzzification process to convert 
the fuzzy subset reference voltage changes to real 
members as presented in (21) 

 

݂݁ݎܸ∆  = ∑ ∆௏௥௘௙௜	ఓ(∆௏௥௘௙௜)೙೔ ∑ ఓ(∆௏௥௘௙௜)೙೔  (21) 

 
where ∆ܸ݂݁ݎ is the fuzzy output and ∆ܸ݂݅݁ݎ is the 
output membership functions of max-min interference 
composition. ∆ܸ݂݁ݎ is the increasing function with 
respect Vref. The left most point VrefL and right most 
point VrefR can be obtained as follows 

 

ܮ݂݁ݎܸ∆  = ∑ ∆௏௥௘௙௅௜	ఓ(∆௏௥௘௙௅௜)೙೔ ∑ ఓ(∆௏௥௘௙௅௜)೙೔  (22) 

 

ܴ݂݁ݎܸ∆  = ∑ ∆௏௥௘௙ோ௜	ఓ(∆௏௥௘௙ோ௜)೙೔ ∑ ఓ(∆௏௥௘௙ோ௜)೙೔  (23) 

 
The defuzzified crisp output from the type-2 fuzzy 

system is the average of VrefL and VrefR as 
 

݂݁ݎܸ∆  = ∆௏௥௘௙ோା∆௏௥௘௙௅ଶ   (24) 

 
But from equations (17), (18) and (20) Pmax and 

Pmin we get as follows 
 

ݔܽ݉ܲ  = ݇)_ݒ݌ܸ − 1) ∗ ݇)_ݒ݌ܫ − 1)  (25) 
 

 ܲ݉݅݊ = ݇_ݒ݌ܸ ∗  (26)  ݇_ݒ݌ܫ
 

This algorithm modifies the phase displacement 
between grid voltage and the converter voltage 
providing the voltage reference Vref. Furthermore, 
here an extra feature is added to monitor the maximum 
and minimum power oscillations on the PV side. In 
case of single-phase power systems, the instant power 
oscillates with the line frequency. If the system 

operates in the area around MPP, the ripple of the 
power on the PV side is minimized. A flow chart of the 
MPPT explains how the angle of the reference voltage 
is modified in order to keep the operating point as close 
to MPP. 

The phase displacement dݐ݌݌݉ߜ is provided by 
the controller. If that the operating in the area on the 
left side of the MPP then dݐ݌݌݉ߜ has to decrease. This 
decrement is indicated with side=-1. Moreover, if the 
operating in the area on the right side of the MPP then 
dݐ݌݌݉ߜ has to increase and it is indicated with side 
=+1. The increment size determines how fast the MPP 
is tracked. The measure of the power oscillations on 
the PV side is used to quantify the increment that is 
denoted. 

 
 

5. Mathematical Modeling of 
Asynchronous Motor Drive 

 
The mathematical modeling of a three-phase, 

squirrel-cage asynchronous motor drive can be 
described with stationary reference frame as 
 
 ௤ܸௌ = (ܴௌ + ௤ௌܫ(ௌܮ݌ +  ௤ோ (27)ܫெܮܲ

 
 ௗܸௌ = (ܴௌ + ௗௌܫ(ௌܮ݌ +  ௗோ (28)ܫெܮܲ

 0 = ௤ௌܫெܮ݌ − ߱ோܮெܫௗௌ + (ܴோ + ோ)݅௤ோܮ݌ −߱ோܮோ݅ௗோ  (29) 
 

 0 = ߱ோܮெ݅௤ௌ + ெ݅ௗௌܮ݌ + ߱ோܮோ݅௤ோ + (ܴோ  ோ)݅ௗோ, (30)ܮ݌+

where ߱ோ = ௗఏௗ௧ ݌ ,  = ௗௗ௧ 
Suffixes S and R represents stator and rotor 

respectively. VdS and VqS are d-q axis stator voltages 
respectively, idS, iqS and idR, iqR are d-q axis stator 
currents and rotor currents respectively. RS and RR are 
stator and rotor resistances per phase. LS, LR are self 
inductances of stator and rotor and LM is mutual 
inductance. Stator and rotor flux linkages can be 
expressed as 
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௤ௌߣ  = ௌ݅௤ௌܮ +  ெ݅௤ோ (31)ܮ
ௗௌߣ  = ௌ݅ௗௌܮ +  ெ݅ௗோ  (32)ܮ
௤ோߣ  = ோ݅௤ோܮ +  ெ݅௤ௌ  (33)ܮ
ௗோߣ  = ோ݅ௗோܮ +  ெ݅ௗௌ  (34)ܮ

 
From the above equations (27)-(30), Squirrel-cage 

asynchronous motor can described by following 
equations in stator reference frame as 
 

൦ ௤ܸௌௗܸௌ00 ൪ = ൦ܴௌ + ெܮெ߱ோܮ݌ௌ0ܮ݌ 	 0ܴௌ + ெܮ݌ோܮௌ−߱ோܮ݌ 	 ெ0ܴோܮ݌ + ோܮோ߱ோܮ݌ 	 ோܴோܮெ−߱ோܮ݌0 + ێێۏ	ோ൪ܮ݌
ۑۑے௤ௌ݅ௗௌ݅௤ோ݅ௗோ݅ۍ

ې
  

(35) 
 

The electromagnetic torque Te of the induction 
motor is given by 

 

 ௘ܶ = ଷଶ ቀ௣ଶቁ ൫ߣ௤ோ݅ௗோ −  ௗோ݅௤ோ൯ (36)ߣ
 

From the dynamic model of asynchronous 
machine, the rotor flux is aligned along with the d-axis 
then the q-axis rotor flux λqR=0. So from the equations 
(33 and 36) described in the previous section and 
putting λqR=0, the electromagnetic torque of the motor 
in the vector control can be expressed as 

 

 ௘ܶ = ଷଶ ቀ௣ଶቁ ௅ಾ௅ೃ ൫ߣௗோ݅௤ௌ൯ (37) 

 
If the rotor flux linkage λdR is not disturbed, the 

torque can be independently controlled by adjusting 
the stator q- component current iqS. As the rotor flux 
aligned on d-axis, this leads to λqR=0 and λdR=λR, then 
 

 ߱௦௟ = ௅ಾோೃఒೃ௅ೃ ݅௤ௌ (38) 

 
 

6. Proposed SVM Technique for Two-
Level Inverter 

 
In this the space vector modulation algorithm for 

two level inverter is introduced for which the solar 
panels are connected to provide the dc supply. SVM 
basic principle and switching sequence is given in 
order to get symmetrical algorithm pulses and voltage 
balancing. This scheme is used to control the output 
voltage of the two level inverter with the T2NF based 
MPPT controller. In the SVM algorithm, the d-axis 
and q-axis voltages are converted into three-phase 
instantaneous reference voltages. Then the imaginary 
switching time periods proportional to the 
instantaneous values of the reference phase voltages. 
Which are defined as 

 ௎ܶଵ = ቀ ்ೄ௏ವ಴ቁ ௎ܸଵ∗ ,	 ௏ܶଵ = ቀ ்ೄ௏ವ಴ቁ ௏ܸଵ∗ ,	 ௐܶଵ = ቀ ்ೄ௏ವ಴ቁ ௐܸଵ∗
 (39) 

 
where TS and VDS are the sampling interval time and dc 
link voltage respectively. Here the sampling frequency 
is the twice the carrier frequency. 

Then the maximum (MAXI), middle (MID) and 
minimum (MINI) imaginary switching times can be in 
each sampling interval by using (40)-(42) 

 ெܶ஺௑ூ = )ܫܺܣܯ ௎ܶଵ, ௏ܶଵ, ௐܶଵ) (40) ெܶூேூ = )ܫܰܫܯ ௎ܶଵ, ௏ܶଵ, ௐܶଵ) (41) ெܶூ஽ = )ܦܫܯ ௎ܶଵ, ௏ܶଵ, ௐܶଵ) (42) 
 

The active voltage vector switching times T1 and 
T2 are calculated as 

 
 ଵܶ = ெܶ஺௑ூ − ெܶூ஽ and ଶܶ = ெܶூ஽ − ெܶூேூ (43) 

 
The zero voltage vectors switching time is 

calculated as 
 

 ௓ܶ = ௦ܶ − ଵܶ − ଶܶ (44) 
 

The zero state time will be shared between two zero 
states as T0 for V0 and T7 for V7 respectively, and can 
be expressed as 

 
 ଴ܶ = ଴ܭ ௓ܶ (45) 
 ଻ܶ = (1 − (଴ܭ ௓ܶ (46) 

 
Here K0 is taken as 0.5 to obtain the SVM 

algorithm. The various SVM algorithms can be 
generated by changing K0 between zero and one. 
However, in this SVM algorithm, the zero voltage 
vector time distributed equally among V0 and V7 as 
shown in Fig. 4. 

 
 

 
 

Fig. 4. Space vector diagram. 
 
7. Proposed MPPT System with DC-DC 

Converter, Inverter and ASM Drive 
 

The below system represents the proposed system 
structure with DC-DC converter. In this, PV array 
contains 6 PV modules with 250 Watts each; these 
modules are connected in series and parallel to yield 
better output voltage and current. The proposed type 2 
neuro fuzzy (T2NF) based MPPT algorithm extracts 
the maximum power from solar PV array. 
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The point of operation of the PV array is adjusted 
by varying the duty cycle. DC-DC converter boosts the 
PV array voltage and also increases the maximum 
utilization of PV array by operating at MPP. Boost 
converter increases the array output voltage up to  
400 Volts with the help of SVM based inverter. The 
minimum inductor value (LMIN) is calculated from  
Eq. (47) to ensure the continuous inductor current. 

 

ெூேܮ  = (௏బ(ଵି஽)మ×஽ଶ ) × ௌ݂ ×  ஺௏ீ (47)ܫ

 
where ଴ܸ is the DC output voltage, D is the duty ratio, 
fS is the switching frequency of the converter, ܫ஺௏ீ is 
the average output current. The minimum capacitance 
value (CMIN) can be calculated using Eq. (48) 

 

ெூேܥ  = 	 ௏బ×஽ோ×∆௏బ×௙ೄ (48) 

 
The switching frequency selection is trade-off 

between switching losses, cost of switch and the 
converter efficiency. 

 
 

8. Results and Discussion 
 

Simulation results are obtained under different 
operating conditions taking the reference value of 
speed as 1200 rpm. The results obtained with 
conventional MPPT and proposed type 2 neuro fuzzy 
(T2NF) based MPPT controller are given in Fig. 5-22. 

 
 

8.1. Simulation Results of Asynchronous 
Motor Drive at starting 

 
For the asynchronous motor drive the maximum 

current and the ripple content in the torque is reduced 
during starting in order to reach the early steady state. 
With the proposed type 2 neuro fuzzy (T2NF) based 
MPPT the maximum torque, stator phase current and 
the speed are obtained as 12.5 N-m, 20 Amps and 1200 
RPM respectively. It is observed that the ripple content 
in the torque is reduced a lot compared to the other 
existed methods. Due to this better speed response is 
obtained. These results are presented in Figs. 5-7. 

 
 

 
 

Fig. 5. Stator phase current responses with conventional 
and proposed T2NF based MPPT controller during starting. 

 

 
 

Fig. 6. Torque responses with conventional and proposed 
T2NF based MPPT controller during starting. 

 
 

 
 

Fig. 7. Speed responses with conventional and proposed 
T2NF based MPPT controller during starting. 

 
 

8.2. Simulation Results of Asynchronous 
Motor Drive at steady state condition 

 
Here torque ripple with the proposed MPPT is 

reduced i.e. it is observed that the torque ripple with 
the conventional and proposed MPPT are 0.48 and 
0.09 respectively. The better speed response is 
obtained with the proposed T2NF based MPPT 
controller. The steady state responses of the stator 
phase currents, torque and speed with conventional 
and proposed MPPT are observed in Figs. 8-10. 

 
 

 
 

Fig. 8. Stator phase current responses with conventional 
and proposed T2NF based MPPT controller during  

steady state. 
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Fig. 9. Torque responses with conventional and proposed 
T2NF based MPPT controller during steady state. 

 
 

 
 

Fig. 10. Speed responses with conventional and proposed 
T2NF based MPPT controller during steady state. 

 
 

8.3. Simulation Results of Asynchronous 
Motor Drive at transients with step 
change in load 

 
The ripple content in the current and torque is 

reduced with the proposed T2NF based MPPT. Also 
the speed decrement is little less with the proposed 
T2NF based MPPT during the load change. The 
response during the transients with step change in load 
torque of 8 N-m is applied at 0.6 sec and removed at 
0.8 sec is shown in Figs. 11-13. 

 
 

 
 

Fig. 11. Stator phase current responses with conventional 
and proposed T2NF based MPPT controller during step 

change in load. 
 
 

 
 

Fig. 12. Torque responses with conventional and proposed 
T2NF based MPPT controller during step change in load. 

 
 

 
 

Fig. 13. Speed responses with conventional and proposed 
T2NF based MPPT controller during step change in load. 

 
 

8.4. Simulation Results of Asynchronous 
Motor Drive at transients with the speed 
reversal operation from +1200  
to -1200 RPM 

 
The overall performance of the drive is improved 

with the proposed T2NF MPPT controller and the 
speed response reaches the reference value earlier 
compared to other existed methods. The results of the 
drive during speed reversals from +1200 to  
-1200 RPM are observed in Figs. 14-16. 

 
 

 
 

Fig. 14. Current responses with conventional and proposed 
T2NF based MPPT controller during transients at speed 

reversal from +1200 to -1200 RPM. 
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Fig. 15. Torque responses with conventional and proposed 
T2NF based MPPT controller during transients at speed 

reversal from +1200 to -1200 RPM. 
 
 

 
 

Fig. 16. Speed responses with conventional and proposed 
T2NF based MPPT controller during transients at speed 

reversal from +1200 to -1200 RPM. 
 
 

8.5. Simulation Results of Asynchronous 
Motor Drive at transients with the speed 
reversal operation from -1200 to  
+1200 RPM 

 
The overall performance of the drive is improved 

with the proposed T2NF based MPPT controller and 
the speed response reaches the little earlier compared 
to conventional methods. The results of the drive 
during speed reversals from -1200 to +1200 RPM are 
observed in Figs. 17-19. 

 
 

 
 

Fig. 17. Current responses with conventional and proposed 
T2NF based MPPT controller during transients at speed 

reversal from -1200 to +1200 RPM. 
 
 

 
 

Fig. 18. Torque responses with conventional and proposed 
T2NF based MPPT controller during transients at speed 

reversal from -1200 to +1200 RPM. 
 
 

 
 

Fig. 19. Spedd responses with conventional and proposed 
T2NF based MPPT controller during transients at speed 

reversal from -1200 to +1200 RPM. 
 
 

9. Conclusion 
 

The PV array model with the type 2 neuro fuzzy 
(T2NF) based MPPT controller is tested. From this the 
performance of the asynchronous motor drive is 
analyzed with comparing the both conventional and 
proposed type 2 neuro fuzzy based MPPT controller 
results. Also the behavior of the proposed T2NF 
MPPT is observed with practical validations during a 
partially cloudy day. PV system with DC-DC boost 
converter and space vector modulation based 
technique inverter enhances the system performance 
even under abnormal weather conditions. The ripple 
contents in the torque and stator phase currents are 
reduced a lot with the proposed T2NF based MPPT 
controller. Here the early steady state response of the 
motor drive is reached along with attaining of better 
speed response. Thus the utilization and efficiency of 
the system is improved much with the proposed T2NF 
based MPPT controller. 
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Abstract: In this paper identification of a faulty load bus has been done in a multi-bus power system for double 
line fault, monitoring the feeder operating points and load angles in presence of various frequencies in harmonic 
P-δ plane. The usage of a new advanced variable slack bus incorporated converged power flow analysis determines 
the load angle, real power and feeder operating points for normal and fault in various load buses of the network 
in presence of some chosen harmonic frequencies in the system. The characteristic operating point shifting of the 
normal and fault operating points in normal and fault P-δ planes, determines the rule sets for identifying the fault 
buses in the grid system considered. This analysis can also be extended for other fault analysis in both online and 
offline conditions of the system. 
 
Keywords: Fault detection, Harmonic power, Load angle, Line to line fault, Operating point, Stability zone. 
 
 
 
1. Introduction 

 
Interruption of supply systems is a common issue 

for industrial distribution networks, since the system 
is prone to various faults occurring in the grid system 
[1]. These faults have to be identified and mitigated far 
before the damage of a system, which requires the 
presence of fast fault detectors in the network. Least 
square error technique can be used for arcing fault 
detection and fault distance calculation, which can be 
tested on simulated as well as for laboratory 
experimental networks [2]. Symmetrical and 
Unsymmetrical fault assessment can be done in 
simulated systems by observing the voltage and 
current signatures of the load buses in the network [3]. 
An educational tool using FACTS devices, simulated 
in MATLAB, can be used for fault diagnosis, complex 
power flow studies [4]. Wavelet analysis can be done 

for fault detection in single-core symmetrical phase 
shifting transformers [5]. A MATLAB based fault 
discrimination algorithm, based on Multi-Resolution 
analysis of discrete wavelet transform, can be used for 
fault detection in transmission systems [6]. Phasor 
Measurement units are suitable for fault detection and 
classification, using time synchronized values of 
current and voltage in digital form at normal and fault 
occurring in the system [7]. Single line to ground fault 
detection in wide area power system IEEE 14 bus 
network can be done using phasor data concentrator 
using WAMS technology [8]. A new relaying 
framework, using readings of the phase currents, 
during the first 1/4th of a cycle in an integrated method 
combining symmetrical components with principle 
component analysis can be used for fault detection in 
a system [9]. Analysis shows the deviation in 
harmonic power, load angle and feeder operating 
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points at unsymmetrical fault in load bus of a system 
using a novel technique [10]. Identification of a faulty 
bus in a system can be done monitoring the operating 
points in P-delta plane [11]. None of the analysis, seen 
so far, deals with the double line (LL) fault 
identification, monitoring the load angle and feeder 
operating point shifting in harmonic P-δ plane to 
accurately depict which type of fault has actually 
occurred in the system at a specified bus. 

In this work the technique proposed in [1] has been 
extended for double line fault identification in a multi-
bus power system, monitoring the load angle and 
feeder operating point shifting in normal and harmonic 
P-δ planes. An advanced variable slack bus 
incorporated converged load flow solution is used for 
determination of the load angle and feeder operating 
points at normal and at LL fault, wherein the deviation 
of feeder operating points were assessed in normal and 
harmonic P-δ planes to depict the faulty bus in the 
network.  

 
 

2. Fault Bus Identification Using 
Harmonic Power Versus Delta Plane 
 
The fault bus identification technique has been 

implemented on a modeled IEEE 9 bus system with 
conventional line and bus data for acquiring the 
system data at line to line (LL) fault in a chosen load 
bus of the system, in presence of various harmonic 
frequencies in the network. The modeled network has 
been presented in Fig. 1. 

However this analysis technique can also be 
implemented for other standard transmission and 
distribution systems, since this analysis technique has 
been checked with other standard bus systems for 
different unsymmetrical faults occurring in the 
network. In this analysis, the fault restoration time has 
not been considered.  

Here 5th, 7th and 11th harmonic frequencies have 
been used to justify the effect of these frequencies in 
the detection of remote end faults in the system with 
the developed P-δ plane analysis technique. These 
frequencies were chosen since benchmark report, 
IEEE Std. 1459-2010 [12], uses some of these 
arbitrary frequency values for determining the 
performance of multi-bus power system networks. 

The fault data obtained from the above analysis 
was used for building the harmonic P-δ planes at LL 
fault in buses 6 and 8 of the system in presence of 
certain harmonic frequencies in the system. The 
algorithm of the developed analysis technique has 
been shown in Fig. 2.  

The real power, load angle and feeder operating 
points of 9-8 feeder has been analyzed at fault in buses 
6 and 8, considered only one at a time, in presence of 
some chosen harmonic frequencies (5th, 7th and 11th). 
The data of the above analysis has been shown in 
Table 1- Table 2. In Table 1 - Table 2, “F” denotes the 
frequency values, “h” denotes the data at healthy 
condition of the system, “fLL6” and “fLL8” denotes the 
data of the system at fault in buses 6 and 8 considered 
one at a time.  

From the data obtained in Table 1 - Table 2, 
harmonic P-δ curves have been developed (Fig. 3), 
wherein the feeder operating points have been placed. 

 

 
Fig. 1. IEEE 9 bus system model for analysis purpose. 
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Fig. 2. LL fault analysis technique using harmonic P-δ plane. 
 
 

 
 

Fig. 3. Harmonic P-δ plane for 9-8 feeder at LL fault in Bus 6, 8 considered one at a time in presence of fundamental,  
5th, 7th and 11th harmonic frequency. 

 
 

Table 1. Study of maximum real power at LL fault in buses 6 and 8. 
 

F (Hz) 
Changes Observed

Pmax (MW)
h fLL6 fLL8 

50 75.79 24 22.26 
250 8.8 8 1.51 
350 8.15 7 23.87 
550 3.96 28.86 27.56 
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Table 2. Study of load angle and feeder operating points at LL fault in buses 6 and 8. 
 

F (Hz) 
Changes Observed

P (MW) δ (radian) 
h fLL6 fLL8 h fLL6 fLL8 

50 -18.31 6.07 5.75 -0.5 0.7 0.8 
250 0.948 4 -1.84 6.18 3.19 -3.19 
350 -4.89 -3.41 -2.42 -6.18 -3.1 -3.18 
550 -3.5 -15.12 -14.3 -3.26 -3.11 -3.2 

 
 

The P-δ curves were plotted from the concept of 
occurrence of individual harmonic frequencies in a 
system [10-11]. The deviation of the feeder operating 
points and the change in direction of load angle of the 
feeders has been identified for depicting the faulty bus 
in the system. In this developed P-delta plane, the 
conventional positive P-delta curve was improvised 
and negative P-delta characteristics have been 
introduced, to detect the stable and unstable operating 
zones of the respective feeder under analysis. 

 
 

3. Exact Fault Bus Identification and 
Related Stability Assessment 
 

The data obtained from Table 1 - Table 2 and the 
Fig. 3 has been analyzed to extract some feature for 
depicting the fault bus in the system. Monitoring the 
operating points at normal and at fault, operating zone 
of the feeders were identified and depending on the 
changes obtained in the load angles at fault from 
normal rule sets have been developed for exact fault 
bus identification in the system, which has been 
presented in Table 3 - Table 4. 

 
 

4. Specific Outcome of the Analysis 
 
This analysis shows how a faulty load bus can be 

identified in a multi-bus power system, monitoring the 
feeder operating points and load angle change in 
normal and fault P-δ planes. Here, advanced variable 
slack bus incorporated converged power flow analysis 
has been used for finding the bus voltages, load angles 
and real powers at normal and at fault. Table 3 - Table 
4, clearly shows that, for 9-8 feeder the power flow 
direction reverses from healthy condition both for fault 
in bus 6 and bus 8, but if the feeder operating point can 
be assessed in P-δ plane it can be seen that the 
deviation of feeder operating point at fault in bus 8 is 
much more that for fault in bus 6. Depending on the 
change in sign of load angle of the system a logic has 
been developed to clearly depict the LL fault bus in the 
system, which has been depicted in Table 4. In Table 
4, ‘N’ denotes negative and ‘P’ denotes positive. Thus, 
code ‘NPNN’ denotes the system is healthy, ‘PPNN’ 
denotes LL fault in bus 6 and ‘PNNN’ denotes LL 
fault in bus 8. 

 
 
 
 

Table 3. Stability assessment for the system at normal and at LL fault in buses 6, 8. 
 

Frequency Location of operating points
At healthy condition At fault in bus 6 At fault in bus 8 

50 Hz Stable motoring zone Stable generating zone Stable generating zone 
250 Hz Stable generating zone Stable generating zone Stable motoring zone 
350 Hz Stable motoring zone Stable motoring zone Stable motoring zone 
550 Hz Stable motoring zone Stable motoring zone Stable motoring zone 

 
 

Table 4. Identification of Exact Fault bus in the system. 
 

Operating 
conditions 

Changes in δ
Logic 

50 Hz 250 Hz 350 Hz 550 Hz 
Healthy system - + - - [NPNN] 

LL fault in bus 6 + + - - [PPNN] 
LL fault in bus 8 + - - - [PNNN] 
 
 

5. Conclusions 
 

This paper presents a novel technique for 
identifying the faulty bus in a multi-bus power system, 
monitoring the deviation in the feeder operating points 
and corresponding load angles in normal and fault P-δ 
planes. Previously some analysis done [1] has been 

extended in this research and it has also been seen that 
for line to line fault, occurring in a load bus, the 
harmonic and fault power magnitudes sometimes 
becomes larger than fundamental power magnitudes in 
P-δ planes and there lies a wide range of variation of 
the feeder operating points in P-δ planes from -90° to 
+90° for LL fault in different load buses of the system. 
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Thus this analysis is well suitable for fault bus 
identification, monitoring the feeder operating points 
and the direction of power flow in a multi-bus power 
system in a specific zone of operation of the network. 
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Abstract: Integration of renewable energy like wind or solar energy creates a huge pressure to the system operator 
(SO) to ensure the congestion free transmission network under deregulated power market. Congestion 
Management (CM) with integration of wind farm in double auction electricity market are described in this work 
to minimize fuel cost, system losses and locational marginal price (LMP) of the system. Location of Wind Farm 
(WF) is identified based by using Bus sensitivity factor (BSF), which is also used for selection of load bus for 
double auction bidding (DAB). The impacts of wind farm in congested power system under deregulated 
environment have been investigated in this work. Modified 39-bus New England test system is used for 
demonstrate the effectiveness of the presented approach by using Sequential Quadratic Programming (SQP). 
 
Keywords: Double auction bidding (DAB), Congestion Management (CM), Wind Farm (WF), Bus sensitivity 
factor (BSF), Locational marginal price (LMP), Sequential Quadratic program (SQP). 
 
 
 

1. Introduction 
 

The power transmission has been greatly affected 
after introduction of privatization and deregulation in 
power sector. The transaction in electricity has 
increased exponentially due to the competition in 
power market trading. GENCOs and DISCOs, in the 
deregulated power market, can independently or in 
pair transmit power. This may lead to a condition were 
an unanticipated direction, volume and length of 
power flow through the transmission networks. Such 
trade of power may not be accommodated by the 
present transmission network. As result congestion 
occurs in the system which may create violation of the 
system security also. Congestion is usually occurs in 
modern power system transmission line due to 
increase in electric power demand or line outage of the 
system [1].  

In [2] optimal bidding strategy of a supplier has 
been discussed considering double sided bidding. It is 

very much essential to have maintained security of 
power system fairly for the continuity of power supply 
to the consumers with minimum price in deregulated 
market. Optimal bidding strategy for electricity 
suppliers under the congestion environment has been 
discussed in [3]. Bidding strategy is utilized to 
maximize the profit by using the Refined Immune 
Algorithm. Electrical market is settled based on the 
Locational marginal price (LMP) of the system. 
Optimal GENCOs bidding strategies of electricity 
market has been established by using Agent-based 
approach and numerical sensitivity analysis (NSA) 
technique [4].  

The reference [5] describes the bidding strategy in 
a joint spinning reserve market and day-ahead energy 
market with integration of micro grid. The optimal 
cost of energy and spinning reserve bids are obtained 
by solving the bi-level bidding model using Interior 
point algorithm. The optimal bidding for the power 
market is depends on the bidding revenue, expected 
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imbalance and operation cost. Paper [6] presents an 
auction based market for consumer payment 
minimization under pool based day-a-head electricity 
market. A bi-level programming method has been 
used to characterize locational marginal price. 
Demand side bidding strategies are applied in 
electricity market to minimize the cost of purchasing 
power [7-8]. Flexible AC Transmission System 
(FACTS) devices like TCSC and SSSC are used to 
maximize the social welfare in double sided auction 
market [9].  

Wind energy sources have become one of the rapid 
increasing energy sources in the world. Wind power 
heavily relies on the environmental conditions, 
therefore produce unpredictable output power. The 
reference [10-12] narrates wind and hydro power 
generation plays an important role in deregulated 
electricity market. Three bidding strategies are used to 
formulate the day-ahead bidding model. In the paper 
[13] author consider the wind energy for congestion 
management.  

The main contribution of this paper is to integrate 
wind farm considering double auction bidding in 
power market to minimize the congestion as well as 
minimize the LMP of the system. With considering the 
cost function, GENCOs and DISCOs are participating 
in the pool market and they are maximizing their 
generation as well as minimizing the overall 
generation cost of the system. Wind Farm (WF) 
position in the bus is identified based on the BSF 
value. In this paper, modified 39-bus New England 
test system is used as a test system for solving the 
proposed method. 

 
 

2. Problem Formulation 
 
The objective function of this problem is to 

minimize the total fuel cost of thermal generating unit, 
minimize congestion cost and investment cost of WF 
connected to the system. Consider N numbers of WF 
are installed in existing power system network. As a 
result, the proposed objective function consists of 
three terms. Mathematically, the objective function of 
the presented approach is as follows: 

 

1 1 1

( ) ( ) ( )
NG NG N

i Gi j G WF
i j k

OF C P C P C k
= = =

= + Δ +   , (1) 

 
where NG is equal to the number of generators,  
NL is equal to the number of loads, Ci(PGi) is equal to 
the generating cost of thermal unit, Cj(ΔPG) is equal to 
the congestion cost, CWF is equal to the installation 
cost of the wind farm. 

 
 

2.1. Constraint 
 

Following two types of constraints are used in 
Optimal Power Flow. 

2.1.1. Equality Constraint 
 
2.1.1.1. Real Power Balance Equations 
 

1

0
NG

Gi WF loss D
i

P P P P
=

+ − − = , (2) 
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Gi
i

P
=
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1

2
TL

loss J i j i j i j
J

P G V V V V Cos δ δ
=

 = + − −   , (4) 

 
where PG is equal to the active power generation of 
thermal generating unit, PWF is equal to the total wind 
power generation of wind farm, Ploss is equal to the 
transmission loss, PD is equal to the total load, TL is 
equal to the number of transmission lines, GJ is equal 
to the conductance of the line between buses i and j,  
|Vi| is equal to the voltage magnitude, δi is equal to the 
voltage angle 
 
 
2.1.1.2. Power Flow Equations 
 

( )
1

0
BN

i i k ik ik i k
k

P VV Y Cos θ δ δ
=

− − + = , (5) 

 

( )
1

0
BN

i i k ik ik i k
k

Q VV Y Sin θ δ δ
=

+ − + = , (6) 

 
where Pi and Qi are the injected active and reactive 
power into the system, BN is equal to the number of 
buses, Yik is equal to the bus admittance matrix 
connected between ith row and kth column, θik is equal 
to the bus admittance matrix connected between ith 
row and kth column. 
 
 
2.1.2. Inequality Constraint 
 
2.1.2.1. Bus Voltage Limits 
 

min max 1,2,3,......i i iV V V i N≤ ≤ = , (7) 
 

where Vi
min is equal to the lower limit of bus voltage, 

Vi
max is equal to the upper limit of bus voltage, N is 

equals the number of buses. 
 
2.1.2.2. Power Limit of Generators 
 

min max 1,2,3,......Gi Gi GiQ Q Q i N≤ ≤ = , (8) 
 

min max 1,2,3,......Gi Gi Gi GiP P P P i N≤ + Δ ≤ = , (9) 
 

where PGi
min, PGi

max is equal to the thermal unit 
minimum and maximum active power limit, QGi

min, 
QGi

max is equal to the thermal unit minimum and 
maximum reactive power limit. 
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2.1.2.3. Security Limit of Transmission 
Lines 

 
0 0
, , 0 ,max ,i j i j i jMVA flow MVA flow MVA flow i j≤ ≠ , (10) 

 

, , ,max ,k k
i j i j k i jMVA flow MVA flow MVA flow i j≤ ≠ , (11) 

 
where MVA flowij max0 and MVA flowij maxk are 
represent the maximum power that can flow through 
the line connecting the buses i & j, during the pre-
congestion and post congestion state. 
 
 
2.1.2.4. Discrete Tap Setting of Transformer 
 

min max 1,2,3,......i i iT T T i N≤ ≤ =  (12) 

 
 
2.1.2.5. Ramp Limit of Generators 
 

min min max max

1,2,3......
Gi Gi Gi Gi Gi Gi GiP P P P P P P

i N

− = Δ ≤ Δ ≤ Δ = −
=

, (13) 

 
where PGi

min, PGi
max is equal to the thermal unit 

minimum and maximum active power limit. 
 
 
2.2. Bus Sensitivity Factor (BSF) 
 

Bus sensitivity factor for a congested line is 
calculated by using following formula [13]. 
 

ijl
k

k

P
BSF

P

Δ
=

Δ
, (14) 

 

where i jPΔ is equals to the change in real power 

flow of line k, 
l

kB SF is equals to the change in 

active power flow in the congested line l due to active 
power injection at bus k. 

The details derivation of BSF is given  
in [14]. 
 
 
3. Result and Discussion 
 

The proposed concept has been illustrated on 
modified 39 bus New England Test System which is 
having 10 generators and 29 load buses. The data for 
39 bus New England system has taken from ref [15]. 
In the proposed method violation on line 15-16 has 
been created due to the 14-34 line outages in the 
system. In this presented approach 50MW of WF 
power is connected based on the BSF value. It has 
been found from the reference paper [16] that the 
investment cost of wind power generator (for 1 MW 
capacity) is 3.75 $/hr (approx.). So for 50MW wind 
power cost 187.50 $/hr has been added to the bidding 

optimal cost of wind power condition. Two most 
sensitive bus i.e. one positive and one negative bus 
have been selected for analyzing the proposed method. 
Out of this two, one sensitive bus is selected for double 
auction bidding and another one is connected with 
wind farm. Congestion problem solves by using 
Sequential Quadratic programming (SQP) approach, 
which is also used for minimizing the fuel cost of the 
thermal generating unit.  

Based on the bus sensitivity factor, here two cases 
are analyzed. Firstly, WF connected at bus number 14 
and double auction bidding (DAB) at bus number 34 
and secondly WF connected at bus number 34 and 
DAB at bus number 14. 

In the present study, violation occurs in L 15-16 
due to the line outage L14-34. So the line L15-16 is 
called congested line. Bus Sensitivity Factor (BSF) is 
calculated for congested line L 14-34 and some of the 
selected BSF value is shown in Table 1. 

 
 

Table 1. Some selected BSF for congested line (15-16). 
 

Bus No. BSF Bus No. BSF 

1 0 22 0.1543 
2 -0.0334 24 0.1537 
6 0.1547 26 0.0307 
8 -0.0181 28 0.0325 
9 0.0332 30 0.1539 
12 -0.0379 33 0.2575 
13 -0.0655 34 0.4196 
14 -0.2536 35 0.2326 
16 -0.0047 37 0.0796 
20 0.1943 39 0.1538 

 
 

Firstly, WF connected at bus number 14 and DAB 
has been done at bus number 34 with a load of 60MW 
and corresponding optimal power cost and losses are 
presented in Table 3.  

Secondly, wind farm connected at bus number 34 
and DAB has been done at bus number 14 with a load 
of 500MW and corresponding optimal cost and losses 
are presented in Table 5. 

Table 2 shows the power flow through congested 
line before and after single auction bidding (SAB) and 
DAB with and without considering WF. From the 
result, it is seen that that after bidding active power 
flow through congested line (L 15-16) has reduced 
from the maximum level to reliable margin. 

 
 

Table 2. Congested line power flow before  
and after bidding when WF is connected at bus No. 14. 

 

Power 
Flow 

Before SAB 
(MVA) 

After SAB 
(MVA) 

After SAB 
with WF 
(MVA) 

L (15-16) 576.92 496.43 496.20 

Power 
Flow 

Before DAB 
(MVA) 

After DAB 
(MVA) 

After DAB 
with WF 
(MVA) 

L (15-16) 576.92 496.43 496.93 
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Table 3 shows the optimal fuel cost of thermal 
generating unit with and without considering WF (bus 
No. 14) for SAB and DAB. From Table 3, it is seen 
that optimal generation cost with line outage using 
SAB is 42169.21 $/hr and losses is 54.715 MW, where 
as optimal generation cost with line outage by using 
DAB is 41399.62 $/hr and losses is 54.583 MW. From 
Table 3, it is also seen that optimal generation cost 
with line outage and with WF by using SAB is 

41571.81 $/hr and losses is 52.586 MW, where as 
optimal generation cost with line outage and with WF 
by using DAB is 40798.26 $/hr and losses is 
52.524 MW.  

Fig. 1 shows the locational marginal price with and 
without considering WF at bus No. 14 and DAB at bus 
No. 34. It has been seen from Fig. 1 that LMP 
decreases with integration of WF compare to without 
WF in both SAB and DAB case. 

 
 

Table 3. Optimal cost for SAB and DAB with and without presence of WF (bus No. 14) for 14-34 line outages. 
 

Control 
Variable 

Result 
reported [17] 

SAB 
without line 

outage 

SAB 
with line 
outage 

SAB with WF 
and line outage

DAB 
with line 
outage 

DAB 
with WF  

and line outage 

PG1 (MW) 604.47 677.00 593.76 609.80 572.80 590.55 

PG2 (MW) 646.00 689.42 737.20 715.24 733.09 711.74 

PG3 (MW) 715.41 673.21 610.16 619.84 591.88 603.05 

PG4 (MW) 652.00 646.73 652.00 648.04 651.41 641.23 

PG5 (MW) 508.00 508.00 508.00 508.00 508.00 508.00 

PG6 (MW) 687.00 657.45 670.48 658.63 662.30 651.55 

PG7 (MW) 580.00 580.00 580.00 580.00 580.00 580.00 

PG8 (MW) 564.00 564.00 564.00 564.00 564.00 564.00 

PG9 (MW) 667.79 637.50 671.89 655.13 667.08 651.17 

PG10 (MW) 674.44 669.10 721.46 698.14 718.26 695.48 

Gen Cost ($/h) 41941.34 41932.73 42169.21 41571.81 41399.62 40798.26 

Losses (MW) 44.88 48.180 54.715 52.586 54.583 52.524 

 
 

 
 

Fig. 1. Locational Marginal Price (LMP) with WF (bus No. 14). 
 

 
Table 4 shows the power flow through congested 

line 15-16 before and after SAB and DAB with and 
without considering WF at bus No. 34. From this 
Table 4, it is observed that congested line power flow 
reaches very reliable margin with DAB case compare 
to SAB case.  

Table 5 shows the optimal fuel cost of thermal 
generating unit with and without considering WF (bus 
No. 34) for SAB and DAB case. From Table 5, it is 
seen that optimal generation cost with line outage 
using SAB is 42169.21 $/hr and losses is 54.715 MW, 
where as optimal generation cost with line outage by 
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using DAB is 35396.39 $/hr and losses is 40.515 MW. 
From Table 5, it is also seen that optimal generation 
cost with line outage and with WF by using SAB is 
41713.89 $/hr and losses is 54.647 MW, where as 
optimal generation cost with line outage and with WF 
by using DAB is 34975.52 $/hr and losses is 
40.085 MW. From the Table 3 and Table 5, it is 
concluded that, with increasing DAB power, optimal 
generation cost and losses are reducing. Fig. 2 shows 
the locational marginal price with and without 
considering WF at bus No. 34 and DAB at bus No. 14. 
It has been seen from Fig. 2 that LMP decreases with 
integration of WF in DAB case compare to SAB case 

Table 4. Congested line power flow before 
and after bidding when WF is connected at bus No. 34. 

 

Power 
Flow 

Before SAB 
(MVA) 

After SAB 
(MVA) 

After 
SAB with 

WF 
(MVA) 

L (15-16) 576.92 496.43 496.38 

Power 
Flow 

Before DAB 
(MVA) 

After DAB 
(MVA) 

After 
DAB with 

WF 
(MVA) 

L (15-16) 576.92 356.77 365.43 
. 

 
 

Table 5. Optimal cost for SAB and DAB with and without presence of WF (bus No. 34) for 14-34 line outages. 
 

Control Variable 
SAB with line 

outage 
SAB with WF 

and line outage 
DAB with line 

outage 
DAB with WF 
and line outage 

PG1(MW) 593.76 576.37 600.28 593.31 

PG2(MW) 737.20 733.65 614.23 607.43 

PG3(MW) 610.16 594.91 596.70 589.53 

PG4(MW) 652.00 651.91 578.05 571.65 

PG5(MW) 508.00 508.00 508.00 508.00 

PG6(MW) 670.48 663.60 586.13 579.53 

PG7(MW) 580.00 580.00 579.97 576.23 

PG8(MW) 564.00 564.00 564.00 564.00 

PG9(MW) 671.89 667.78 571.64 565.55 

PG10(MW) 721.46 718.66 595.74 589.10 

Gen Cost($/h) 42169.21 41713.89 35396.39 34975.52 

Losses(MW) 54.715 54.647 40.515 40.085 
 
 

 
 

Fig. 2. Locational Marginal Price (LMP) with WF (bus No. 34). 
 
4. Conclusion 

 
The effectiveness of WF integrated competitive 

power market to alleviate transmission congestion has 
been investigated in this paper. To mitigate 
transmission congestion, optimal generation cost and 
losses are found minimum with DAB with WF 
integrated system compared to that of SAB with WF 

integrated system for mitigation transmission 
congestion. It is also investigates that LMP is 
minimum with presence of wind farm in the case DAB 
compared to SAB case. Sequential Quadratic 
programming (SQP) is used for implementing the 
proposed method and modified 39 bus New  
England test system is used for analysis of the 
proposed approach.  
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Abstract: Service Oriented Computing is a design paradigm that utilizes autonomous heterogeneous service 
applications as the fundamental elements to develop new composite functionalities at reduced cost and time. Web 
service is the standard way to implement the service oriented computing concepts in which business functions and 
resources are published, described, discovered, orchestrated and invoked using open standards and protocols. The 
web services emerged as an intelligent middleware web based technology for sharing business processes and 
resources amongst the disparate enterprises over the internet. Performance evaluation of service is an important 
criterion to be assessed by end users and service providers before adopting web services to deal with the 
challenging global markets. In this perspective, we propose to implement a composite ATM services using. Net 
technology to evaluate trustworthiness of web services in dealing with massive users. The uniqueness of our 
proposed system is the hierarchically designed parent and child services where the parent service authenticates a 
user to access resources and redirects the user’s query for executing child service for adequate solutions. The 
industry standard testing software tool, Mercury LoadRunner was deployed to test our proposed e-ATM system 
and record the performance metrics to analyse the quality aspects of the service. The outcome of the experiment 
will help in adoption and usage of the web services in diverse business enterprises. We present here the 
architecture, framework of testing, transaction status and reliability estimation of web services under massive 
stress of service users. 
 
Keywords: SOC, Web Services, SOA, SOAP, QoS, Reliability, ATM, e-ATM. 
 
 
 
1. Introduction 

 
The rapid development of Internet brought more 

people to familiar with computer and mobiles and 
people embraced it for better communication, services 
and resource sharing. With the advent of Web Services 
(WS), the Internet has been changed from information 
repository to service repository. WS is a software 

component designed to support interoperability within 
machines over a network and public interfaces are 
described in a process able format termed as Web 
Service Description Language (WSDL) [1]. The WS 
technology implements Service Oriented Computing 
(SOC) design paradigm to develop and integrate 
heterogeneous services by using open standards and 
protocols. SOC is a resource and business 
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functionalities in open environments [2]. The SOC 
system concentrated on composing autonomous 
services by using mutually agreed standards and 
protocols. Service Oriented Architecture (SOA) is an 
architectural design paradigm to organize and utilize 
distributed applications deployed in disparate 
environments that can be controlled by different 
owners [3]. The WS supports communications with 
other services and clients using technologies such as 
Extensible Markup Language (XML), Simple Object 
Access Protocol (SOAP), WSDL, Universal 
Description Discovery Integration (UDDI) and 
internet protocols, such as, hyper text transfer protocol 
(HTTP) and hyper text transfer protocol secure 
(HTTPS) [4]. Once the WS is deployed, various 
heterogeneous organizations that are running on 
diverse networks can be interconnected for business 
processes. WS transactions are used for efficient and 
reliable communication of web applications across the 
internet where multiple users can access resources 
simultaneously [5]. It is an important issue to assess 
the trustworthiness of composite WS built on different 
networks and languages [6]. The ever growing 
reliance on the data and services provided by various 
WS vendors consent these services be superior in 
performance and reliable, as these services offered 
over the internet have rapidly permeates our lives due 
to the convenience and low cost factors [7]. In 
widespread application of internet technology, WS 
applications such as online shopping, banking, travel 
booking, stock trading have been adopted and 
developed tremendously [8]. WS is becoming more 
familiar to the people due to the recent development 
and applications over the internet, as many top 
companies such as Microsoft, IBM, Oracle and SUN 
have launched supports for technologies related to WS 
[9]. An important quality of software is the capability 
to which it can perform to its intended operation. The 
reliability is an important factor that represents the 
quality service delivery of WS system. Thus the 
reliability of WS system plays an important role in an 
organization as unreliable service system may lead to 
economic loss as well as reputation of stakeholders. 
The software failure is attributed to the quality of 
software, hardware and human intervention; hence it 
is essential to analyse the quality of software, 
hardware and principle of application before 
implementing in to an existing system. The software 
reliability is a probabilistic assessment which can be 
defined as the probability function that the software 
works failure free within a specified environment and 
a given amount of time [10]. Many software tools have 
been developed to estimate the reliability of software 
that helps to tracks the quality of software product 
right from the development processes, concept to 
commissioning. In this study we present a heuristic 
approach to investigate the quality of service 
properties in a composite e-ATM service delivery 
system. The Mercury LoadRunner performance 
testing tool is deployed to test the proposed model. 
The statistical analysis of the recorded data for 
reliability aspects of the WS is presented here. 

2. Related Work 
 
In the year 2006, Abdelkarim, et al. had addressed 

the requirements of reliability and fault tolerance of 
service delivery system and proposed some recovery 
policies to handle and recover from faults during the 
composition of WS [11]. 

In the year 2014, Shangguang Wang et al. had 
proposed a framework for solving multi user WS 
selection problem by predicting missing QoS    values 
based on the historical QoS values of multi users. The 
authors stated that this prediction algorithm can 
predict the multi-QoS values more precisely at same 
time for different users [12].  

In the year 2007, Pat, et al. had identified some 
parameters that can impact the WS dependability. 
They had elaborated the methods of dependability 
enhancement by redundancy in space and time [13].  

In the year 2007, Michael P., et al. had proposed a 
business aware WSs transaction model and support 
mechanism. The proposed model allows business 
functions such as payment, delivery conditions, and 
dispute resolution policies and blends these functions 
with QoS criteria [14].  

In the year 2010, Huiyuan Zheng, et al. had 
proposed an approach to calculate the QoS for 
composite services with complex structures. Using the 
proposed approach, users can explicitly specify their 
requirement on the mean path, the maximum and 
minimum value of Quality of Service (QoS) [15].  

In the year 2014, Bora, et al. had presented an 
empirical study on hierarchical SOAP based WS 
implementing WS Security policy. The authors had 
observed that the WS response time with security 
incorporation is more than the time without security 
policy [16].  

In the year 2014, Medhi, et al. had performed 
empirical and statistical analysis of hierarchical WS 
performance by implementing a financial model [17].  

In the year 2014, Maurizio Gabbrielli, et al. had 
proposed a methodology which maps Coloured Petri 
nets-modelled SOAs in to Jolie SOA by exploiting 
some workflow patterns [18].  

In the year 2015, Bezboruah, et al. had performed 
an evaluation of performance of hierarchical WSs 
using a cluster and non cluster web server [19].  

In the year 2015, Bora A., et al. had carried out a 
study on the quality evaluation of interoperability for 
multi service multifunctional SOC system [20]. 

In the year 2016, Medhi, et al. had implemented a 
service model e-ATM system using WCF technology 
incorporating a message level security. The authors 
had observed that the security policy incorporation in 
service system influences the performances of WS 
system [21].  

In the year 2017, Medhi, et al. had performed 
investigations on reliability of WCF system 
implemented in a prototype financial service model. 
The authors experimentally proved in the proposed 
model that the reliability of WS remains strong up to 
600 virtual users (VU) and degrades with the higher 
levels of service consumers [22]. 
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This work is an extended version of our study of a 
series of test conducted randomly by using different 
levels of VU such as 30, 50, 100, 300, 500, 800, 1000, 
1400, 1500, 1900, 2000, 2200 and 2500 [23]. For 
statistical analysis and evaluation of the service quality 
of WSs, we have recorded the fault count (FC) for 30 
times at 1500 VU. We have improved the average 
connection refusal to 1.07 % and also extended the test 
up to 2500 VU. 

In this study we have performed the investigations 
on user perspective evaluation of some QoS 
characteristics of SOC system based on WS. The 
novelty of this work is that we have done a  
series of test randomly at different levels of VU by 
using an industry standard software testing tool, 
recorded some quality attributes, failure count and 
prepared a framework for reliability analysis for 
predicting the nature of WSs under massive stress of 
concurrent users.  

 
 

3. Proposed Work and Methodology 
 

The objective of the proposed work is to 
implement a prototype electronic automated teller 
machine (e-ATM) service delivery system using .NET 
technology to study some QoS attributes of WSs. The 
prototype service model has three components as 
presented in Fig. 1: 

1) A Service Consumer;  
2) Parent ATM service where the consumers 

identities are authenticated and,  
3) Child ATM service to execute Business 

Processes. The authenticated users are authorised to 
access the resources that is users queries are served by 
the Child ATM service application. 

To evaluate the availability and scalability of the 
service model, the software testing tool, Mercury 
LoadRunner was deployed and recorded some quality 
of service characteristics of the system. The prototype 
e-service system was designed to provide all the 
facilities of commercial bank ATM facilitates to a 
consumer. A service consumer was developed to 
invoke the services using the same design and 
development environment of the service applications. 
A database of size 15,000 is prepared for testing the 
proposed service. The service application has been 
tested at different levels of VU to evaluate the quality 
of the WSs. The statistical analysis is done on the 
recorded QoS attributes to estimate the availability, 
scalability and reliability of the services. 
 
 
4. Software and Hardware Specification 
 

The software used to develop the service 
applications at server system are:  

a) IIS 7.5;  
b) MS SQL Server;  
c) Microsoft Visual Studio, 2012;  
d) Internet Explorer;  

e) Windows Server 2008 and the software 
supporting tools such as Microsoft SDK version 7.1. 

The hardware components in the server includes 
Intel(R) Xenon(R) CPU E5620 processor with 
2.4 GHz speed, 8 GB RAM and 600 GB hard drive. 
The software testing tool Mercury LoadRunner, 
Windows XP(OS), Internet Explorer, EasyFit5.6 were 
used by the load generator machine to generate the 
load on the services. We have created the script by 
capturing the VU’s queries using the tool and replayed 
to test the service under higher level of loads. The load 
was given on the WS from a remote windows XP 
machine. The hardware components in the windows 
XP machine consists of: 

1) Intel (R) Pentium (R) Dual CPUE2200; 
2) Processor Speed- 2.2 GHz; 
3) RAM- 1GB; 
4) Hard Disk- 150 GB. 

 
 

 
 

Fig. 1. Proposed E-ATM service architecture. 
 
 

5. Automated Testing Tool 
 

We have tested our proposed e-ATM service by 
using Mercury LoadRunner under stress of simulated 
VUs. Mercury LoadRunner is an industry standard 
performance and load testing tool for testing system 
behaviour and performance under stress of simulated 
users. The Mercury LoadRunner can simulate 
thousands of users using application software and 
users are allowed to access resources, record and latter 
analyse the performance of the system components 
[24].  
 
 
5.1. Configuration of the Testing Tool  
 

Before starting the performance test, we had 
configured the following parameter to emulate real 
like user activity and behaviour during testing. 

1) Run Logic: The number of iterations.  
2) Pacing: This is the controlling time between 

successive iterations of VU activities. 
3) Think Time: The time that a user waits for 

performing successive operations [25]. 
4) Bandwidth (BW): The capacity of network that 

supports the transactions of VU. 
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5.2. Testing Parameter 
 

We have recorded the Response Time (s), Hits/s, 
Throughput (byte/s), and CPU utilization which 
measures the quality of the system under workloads of 
concurrent VUs. During the load test, a user was 
scheduled to start in every 15 seconds and run for 
300 s after completion of the ram up time. A think time 
of 10 s was set for every VU to pause to interact with 
the system. 

The simulated users were used to load the system 
to observe the behaviour of the service applications at 
different loads and to measure the stress limit of the 
system. In this load test, the successful and failure 
transactions were recorded to analysis and predict 
reliability aspects of the system at higher loads. 
 
 

6. Results and Analysis 
 

We have conducted a series of test randomly at 
different stress level of VU, such as, 30, 50, 100, 300, 
500, 800, 1000, 1400, 1500, 2000, 2200 and 2500 with 
maximum utilization of BW over the network. A test 
case for select operation has been prepared for 
accessing the service. The statistical analysis is carried 
out over the recorded performance attributes of the 
service. The different transaction status against 
massive stress level is presented in Table 1. For 
statistical analysis the test was conducted for 30 times 
repeatedly at 1500 VU by using the database of 15000 
VUs. It has been observed that the system is 
responding well up to 1400 VU and consistently 
serving well with little refusal at larger number of 
workloads of VU. The average number of refusal at 
1500 VU is calculated to be 1.07 %. As seen in the 
frequency Table 2 and Histogram in Fig. 2, the 
Histogram is right skewed, which is the feature of a 
specific distribution of data, so that we can assume that 
the data distribution is a Weibull distribution. The 
computed Bin and Frequency of QoS metrics 
Response Time(s), Throughput (byte/s) and Hits/s are 
presented in Table 3 and plotted in the Histogram as in 
Fig. 3, Fig. 4 and Fig. 5 respectively. Here, it is 
observed that the histograms for Hits/s and 
Throughput are left skewed and histograms for 
Response Time is right skewed. It predicts that the 
distributions of data are normal. From Fig. 6, Fig. 7 
and Fig. 8 it is seen that the Throughput, Response 
time and Hits/s are rising with the higher number of 
VU. In Fig. 9 and Fig. 10 it is observed that the 
Response Time and Throughput are gradually rising 
with the higher number of Hits/s. In Fig. 10, the 
throughput is gradually rising against the Response 
Time. From these patterns of graphs we can infer that 
there is a close influences among the Reponses Time, 
Throughput and Hits/s. The parameter values are 
scaled up along with the progression of VU. A series 
of responses is recorded and shown in Table 4. Here, 
the Hits/s is increasing and the Response Time is very 
consistent and well acceptable up to 2500 VU. The 
throughput is increasing as expected against the larger 

values of VU. The CPU Time and Disk Time 
utilization are less than 1 % up to 2500 VU. From 
these out comes we can conclude that our proposed 
WCF based e-ATM system is quite scalable and robust 
against massive number of real like VU. 

 
 

Table 1. The e-ATM service transactions at different VU. 
 

Operation VU Pass Fail Total 

SQL 
Select 

Operation 

30 308 0 308 
50 638 0 638 

100 1897 0 1897 
300 13200 0 13200 
500 34500 0 34500 
800 85200 0 85200 
1000 131518 0 131518 
1400 254213 0 254213 
1500 267183 7884 275067 
1900 462236 1682 463918 
2000 511478 1843 513321 
2200 614424 2221 616645 
2500 774218 8148 782366 

 
 

Table 2. Bin and Frequency of Failure Count. 
 

Failure Ranges  Frequency 
0-3 1 

3-3757 22 
3757-7511 2 
7511-11265 3 

11265-15019 1 
>15019 1 

 
 

Table 3. Bin and Frequency of QoS Metrics. 
 

Response Time Throughput Hits/s 
Bin Fre Bin Fre Bin Fre 

0.039 3 48750.07 1 29.923 1 
0.145 11 55263.86 3 33.869 2 
0.251 9 61777.65 9 37.815 8 
0.356 5 68291.43 2 41.761 3 
0.462 1 74805.22 5 45.708 6 

>0.462 1 >74805.22 10 >45.708 10 
 
 

Table 4. QoS Parameter for the e-ATM Service. 
 

VU Hits/s ResT ThrPut 
CPU-
Time 

Disk-
Time 

30 1.537 0.043 2519.825 0.139 0.011 
50 2.279 0.042 3727.144 0.105 0.010 

100 4.054 0.048 6630.339 0.369 0.010 
300 10.595 0.040 17385.96 0.144 0.008 
500 16.71 0.038 27361.17 0.302 0.011 
800 26.745 0.042 43778.66 0.180 0.009 
1000 31.771 0.117 51981.78 0.125 0.014 
1400 46.287 0.051 75746.08 0.099 0.007 
1500 49.607 0.112 81153.09 0.138 0.189 
1900 61.712 0.079 100943.6 0.591 0.293 
2000 61.841 0.059 101171.3 0.300 0.010 
2200 68.282 1.213 111938.9 0.309 0.013 
2500 77.884 2.692 127329.84 0.348 0.009 



Sensors & Transducers, Vol. 209, Issue 2, February 2017, pp. 56-64 

 60

 
Fig. 2. Histogram for Failure Count. 

 
Fig. 3. Histogram for Number of Hits/s. 

 
 

 
Fig. 4. Histogram for Throughput (byte/s). 

 
 

 
Fig. 5. Histogram for ResponseTime (s). 

 

 
Fig. 6. Throughput (byte/s) VS Virtual Users. 

 
 

 
Fig. 7. Response time (s) VS Virtual Users. 

 

 
Fig. 8. Number Hits/s VS Virtual Users. 

 
Fig. 9. Response Time (s) VS Hits/s. 
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Fig. 10. Throughput (byte/s) VS Hits/s. 
 
 
`

 
 

Fig. 11. Throughput (byte/s) VS Response Time (s).  
 
 

To further study the distribution of data, we have 
used the EasyFit, a statistical software tool to estimate 
the values of shape (α) and scale parameter (β) which 
are found as α = 0.62606 and β = 2157.7 [26]. The 
Weibull cumulative distribution function (CDF) can 
be calculated by using the Equation (1) for the FC 
values [27]. 

 
CDF= 1- exp {-(FC/ β)α} (1) 

 
 

7. Goodness of Fit (GoF) Evaluation 
Using Kolmogorov-Smirnov Test 
 
The Kolmogorov Smirnov (KS) GoF test is used to 

test whether a data sample comes from a population 
with a specific distribution. In the distance test, the 
assumed distribution is correct, if the maximum 
departure between the observed CDF (Fo) and the 
expected CDF (Fn) distributions are minimum. We 
have calculated the intermediate values for KS GoF 
test for Weibull distribution and is given in Table 5. It 
is seen that the KS GoF test statistic value Dmax 
(0.1783) is smaller than the KS table critical value 
(0.24) for α=0.05 and a sample of size n=30. Based on 
these outcome, we do not reject the hypothesis that the 
obtained CDF of the FC is distributed Weibull 
(α=0.6261, β=2157.7). Hence the population from 

where these data were obtained is distributed 
Weibully. 

 
 

Table 5. Intermediate Values for K-S GoF Test. 
 

Sl Fo Fn Fn-1 D+ D- 
1 0.0161 0.0333 0.0000

0 
0.0172 -0.0161 

2 0.0504 0.0667 0.0333 0.0163 -0.0170 
3 0.1414 0.1000 0.0667 -0.0414 -0.0748 
4 0.2014 0.1333 0.1000 -0.0681 -0.1014 
5 0.2893 0.1667 0.1333 -0.1227 -0.1560 
6 0.3982 0.2000 0.1667 -0.1982 -0.2315 
7 0.4029 0.2333 0.2000 -0.1695 -0.2029 
8 0.4039 0.2667 0.2333 -0.1372 -0.1706 
9 0.4039 0.3000 0.2667 -0.1039 -0.1372 
10 0.4130 0.3333 0.3000 -0.0796 -0.1130 
11 0.4354 0.3667 0.3333 -0.0687 -0.1020 
12 0.4408 0.4000 0.3667 -0.0408 -0.0741 
13 0.4490 0.4333 0.4000 -0.0156 -0.0490 
14 0.4599 0.4667 0.4333 0.0068 -0.0265 
15 0.4787 0.5000 0.4667 0.0213 -0.0120 
16 0.4814 0.5333 0.5000 0.0519 0.0186 
17 0.4869 0.5667 0.5333 0.0797 0.0464 
18 0.5054 0.6000 0.5667 0.0946 0.0612 
19 0.5112 0.6333 0.6000 0.1221 0.0888 
20 0.5182 0.6667 0.6333 0.1484 0.1151 
21 0.5217 0.7000 0.6667 0.1783 0.1449 
22 0.6340 0.7333 0.7000 0.0994 0.0660 
23 0.6526 0.7667 0.7333 0.1141 0.0808 
24 0.6889 0.8000 0.7667 0.1111 0.0777 
25 0.8000 0.8333 0.8000 0.0333 0.0000 
26 0.8866 0.8667 0.8333 -0.0200 -0.0533 
27 0.8947 0.9000 0.8667 0.0053 -0.0280 
28 0.8980 0.9333 0.9000 0.0354 0.0020 
29 0.9035 0.9667 0.9333 0.0632 0.0298 
30 0.9792 1.0000 0.9667 0.0208 -0.0126 
   Dmax 0.1783 0.1449 

 
 

7.1. Confidence Interval of CDF 
 

The mean value for CDF is estimated at 95% 
confidence interval for 1500 VU. The populations 
mean values µ can be calculated by using the equation 
as in (2) [28]. 

 
µ = x ± tcSD/√N (2) 

 
We consider the mean value of CDF as x , the critical 
value from tc(0.05,29), the standard deviation as SD, 
sample size as N and the margin of error as tcSD/√N. 
The estimated population mean µ is calculated and 
presented in Table 6. At 95 % confidence interval, the 
mean value of CDF lies between 0.51±0.09, i.e. 0.60 
and 0.42. 

 
 

Table 6. Estimated values for µ. 
 

N tc(0.05,29) Parameter x  SD tcSD/√N 

30 2.045 CDF 0.51 0.25 0.09 
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7.2. Reliability Estimation 
 

Reliability of a system is evaluated over phases of 
time and environment that the system executes without 
failure in the specified period. We have calculated the 
reliability of our proposed system by using average FC 
and HTTP transactions from 30 sample data i.e.  
FC = 2507.57, HTTP transaction = 225239.5. The 
probability of failure (Pf) is calculated as FC/Total 
HTTP transaction, i.e. 2507.57/225239.5, Pf = 0.01. 
The probability of success is the reliability and can be 
calculated as reliability (R) = 1-Pf = 98.89 % [29]. 
Thus the reliability can be defined as the probability of 
no failure within a specified period of time and stated 
environment. Reliability can also be estimated by 
using Equation (3) as in [30]. 

 
R=e-λt  (3) 

 
Here the λ is the transactional failure rate. It is a 
probability density function for operational time λ (t). 
The execution time unit is considered as 1, so we set 
t=1, the reliability becomes R=e-λ. In practice 
reliability can be estimated by using the Equation (4). 
 

R=1-λ (4) 
 
Thus we obtained the following reliabilities at 
incremented values of VU: R(1500) = 98.89 %, 
R(1900) = 99.64 %, R(2000) = 99.64 %,  
R(2200) =99.64 %, and R(2500)=91.52 %. It is 
noticed that the reliability is consistent against the 
escalated number of VUs which indicates that the 
system is fairly scalable at the higher number of VUs. 
We performed the test at different values of VU 
randomly and observed that the reliability at 30, 50, 
100, 300, 500, 800, 1000 and 1400 VU is 100 %. For 
the different level of service loads, the system will be 
serving as expected to the user’s request. However, in 
higher load levels such as 1500, 1900, 2000, 2200 and 
2500; the reliabilities estimated are 98.89 %, 99.64 %, 
99.64 %, 99.64 % and 91.52 % respectively, i.e. more 
than 90 % request is served successfully. Thus, we can 
conclude that the reliability is quite stable and more 
than 90 % queries are served well in the VU range 
from 1500 to 2500 that is the users will get most 
expected responses with little refusals from the WCF 
service as the web server refuses at massive concurrent 
request. 

The overall reliability evaluation framework with 
reliability assessment is presented in Table 7. In the 
FC histogram, it is observed that the highest density of 
FC is 22 and is occurred in the range from 3-3757 
transactions. The histogram for FC follows right 
skewed. So, we can conclude that our FC distribution 
is a Weibull distribution. 

Using CDF values we have computed the KS 
statistic by using EasyFit statistical software. It is a 
tool for statistical data analysis and simulation that 
allows for fitting probability distributions to make 
better decisions. From the analysis, it is revealed that 
the statistics value obtained (0.178) is smaller than the 

critical value (0.2417) at α =0.05 which indicates that 
the assumed samples were from a population of 
Weibull distribution. Based on the analysis results we 
can conclude that the observed data adequately fits in 
the Weibull distribution. We have evaluated the 
reliability of our proposed system by increasing VU. 
In lower number of VU, the reliability estimated to be 
100 % and the reliability decreases at escalated 
number of VU. 

 
 

Table 7. The reliability evaluation framework. 
 

Parameter Remarks 
Transactions at VU 30, 
50, 100, 300, 500, 800, 
1000, 1400 

100 % success 

Transactions at VU 1500, 
1900, 2000, 2200, 2500 

Failures observed and 
increases gradually 

FC Histogram at 1500 VU 
Right skewed with 
highest failure density 22 
in the range from 3-3757 

GoF test using K-S at 
95 % confidence level for 
1500 VU 

Failure data distribution 
qualified in the Weibull 
distribution 

CDF 
Mean CDF is 0.51 and 
lies in between 0.60 and 
0.42 

Reliability up to 1400 VU 
R=100 %. Consumer will 
get expected services 

Reliability for 1500 VU 

R=98.89 %, acceptable 
reliability with 
probability of failure 
occurrences 

Reliability more than 
1500 VU 

Service quality degrades 
gradually 

  
 
8. Conclusion and Future Work 
 

In this paper we have conducted a series of test at 
different levels of simulated users that accessed 
concurrently in the proposed e-ATM model and 
carried out a statistical analysis of some QoS attributes 
of WS. We have recorded some performance metrics 
which measures the quality of the system and plotted 
the quality metrics in histograms to see the behavior of 
the service under stress of higher loads. From the 
Table 4, it is observed that the average Hits/s is 
gradually increased from 1.537 at 30 VU to 60.138 at 
2500 VU. The Response Time (s) was very consistent 
though the VU was increased gradually from 30 to 
2500. The response time is recorded to be less than  
1 second up to 2000 VU with a maximum of  
2.69 second at 2500 VU. The Throughput is gradually 
increased with the progression of VU as expected, the 
minimum value of 2519 byte/s is observed at 30 VU. 
The maximum value of throughput is recorded to be 
127329.84 at 2500 VU. The CPU Time and Disk Time 
utilization are showing the consistency over the 
growing limit of VU and the utilization is less than 1 % 
which indicates that our proposed WCF based  
e-ATM system is capable to handle large number of 
consumers on the available BW. 
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Using FC record and analysis approach, we have 
computed the reliability of our system at different 
levels of VU and are observed to be quite strong up to 
1400 VU and slightly degraded with the progress of 
VU. More than 90 % services were successful up to 
2500 VU. This occurrence of service failures may be 
attributed to database server or system resources. The 
experimental study revealed the strong evidence of 
availability, scalability and reliability of the proposed 
service to communicate with massive number of VU.  

As part of the future work we propose to 
investigate some QoS aspects of WCF and webAPI 
Restful service which may highlight the reliability of 
service system based on different techniques. 
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Abstract: The ( ),t n  - threshold secret sharing scheme proposed by Shamir (1979) encodes the secret key into n  

shares and those shares are distributed among the participants. Each share incorporates an x-value uniquely 
designated for every single participant. If the shares are distributed on insecure (or public) channels, malicious 
users may acquire a few (or all) shares. If the number of shares obtained by the malicious users is t  or more  
( n≤ ), then malicious users can reconstruct the secret. Chattopadhyay, et al. (2016) proposed a scheme for the 
distribution of shares with RSA to encrypt the x-values at insecure channel along with verification, such that the 
secrecy of shares and secret both are maintained. A verifiable ( ), ,t k n −  threshold multi-secret sharing scheme is 

proposed in this paper which extends the work proposed by Chattopadhyay, et al. (2016). The proposed scheme 
is ideal as the sizes of the shares are of same as that of the secrets. 
 
Keywords: Secret sharing, Multi-secret sharing, Verifiable, Hash function, RSA. 
 
 
 
1. Introduction 

 

A secret sharing schemes (SSS) are defined to 
share a secret among a group of participants and 
protect the secret from disloyal access by unauthorized 
groups. In a ( ),t n  - threshold secret sharing scheme, a 

secret S  is encoded into n  shadows or shares and 
distributed among n  participants or players (a Dealer 
is responsible for construction and distribution of the 
shares). If any t  or more ( )n≤  shares are submitted 

by participants, then the full secret S can be 
reconstructed (reconstruction can be also done by a 
special entity called Combiner). Otherwise, no less 
than t  shares can reconstruct the secret or expose any 

information about the secret. So, any group with t<  
members constitutes a disloyal group.  

Secret sharing was first introduced independently 
by two authors - Shamir and Blakley in the year of 
1979. Shamir’s scheme [3] was based on Lagrange’s 
interpolation and Blakley’s scheme [7] was based on 
hyperplane geometry. Mignotte proposed secret 
sharing scheme [17] based on Chinese Reminder 
Theorem (CRT) and it was improved by Asmuth-
Blooms [4]. 

The scheme proposed by Shamir [3] is extended by 
many researchers in different scenarios. Thien and Lin 
proposed secret image sharing (SIS) scheme in [5] 
based on Shamir’s scheme. If the shares generated by 
Shamir’s scheme, are distributed on insecure channels, 

http://www.sensorsportal.com/HTML/DIGEST/P_2905.htm
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the confidentiality of shares becomes volatile and the 
shares can be misused by malicious users. Hence, 
Zhao, et al. has proposed a method in [21] to ensure 
the confidentiality of the shares on insecure channels. 
The secure key distribution method used in [21] is 
extended for secure distribution of shares of medical 
images by Ulutas, et al. in [18] and the authors also 
used the Shamir’s framework with better authenticity 
and confidentiality properties. 

During the reconstruction of secret phase, when 
the shareholders present their shares, dishonest 
shareholder(s) called cheater(s) can present faked 
share(s) and thus deceive the other honest shareholders 
as they obtain a faked secret as result. So, cheater 
detection and identification are essential properties of 
an efficient secret sharing scheme. Harn and Lin [11] 
defined a method for cheater detection and 
identification for Shamir’s secret sharing scheme. 
Authors in [11] assume a situation where more than t  
shares are presented for reconstruction of the secret 
and the redundant shares are used to identify the 
cheaters. A variety of secret sharing schemes were 
proposed that can verify whether the shares received 
by shareholders are consistent under the condition the 
secrecy of shares and secret both are maintained. Harn, 
et al. [12] proposed a verifiable secret sharing scheme 
based on the CRT and extension of Asmuth-Bloom’s 
scheme [4]. Another efficient scheme [22] based on 
Asmuth-Blooms scheme is proposed by Liu, et al. Liu 
& Chang had proposed an integrable mechanism for 
verification in [23] with generalized Chinese 
Reminder Theorem, Shamir’s Secret sharing and 
Asmuth-Bloom’s secret sharing and it improvise the 
verification method proposed by Harn, et al. in [12] by 
using one way hash function. 

In multi-secret sharing (MSS) schemes, several 
secrets can be shared during a single secret sharing 
process. In 2004, Yang, Chang and Hwang (YCH 
scheme in [6]) proposed an efficient MSS, which is 
based on the two-variable one-way function. But the 
scheme doesn't have the property of verification. 
Based on YCH scheme, a number of MSS schemes are 
proposed to realize the property of verification and 
also do not need a security channel for delivering 
shares to the participants. Shao and Cao (SC scheme 
in [10]) proposed an efficient verifiable multi-secret 
sharing (in 2005) based on YCH scheme, but in the 
scheme as the shadows are chosen by the dealer, even 
if the dealer is honest, the system also needs a secure 
channel between the dealer and the participants so that 
the dealer can distribute the shadows to the 
participants safely. In 2007, Zhao, et al. presented a 
new practical verifiable MSS scheme (ZZZ scheme in 
[8]) based on YCH scheme and the intractability of the 
discrete logarithm [19] which ensures the verifiability 
of shares and secrets both and do not require a secret 
channel for distribution of shares. In the same year, 
Dehkordi and Mashhadi presented another MSS 
scheme [15] based on based on- YCH scheme, the 
intractability of Discrete Logarithm and RSA 
cryptosystem. The scheme needs no secure channel 
and at the same time verifiable property is more 

efficient than defined in [10]. The same authors, in 
2008 presented another MSS scheme [16] based on 
YCH and homogeneous linear recursion, which is 
performance wise better than SC and ZZZ schemes. 
Shao (2014) presented another MSS scheme [9] based 
on Shamir’s scheme and a hash function. The scheme, 
in [9] is computationally efficient and holds all the 
properties of MSS. 

In our proposed multi secret scheme we ensure that 
it holds cheating prevention – shares are secure even 
distributed on public channels and also the shares and 
the secrets both are verifiable. Moreover, the proposed 
scheme is ideal as the shares are of the same size as 
that of the secret. The rest of the of the paper is 
arranged as follows – in Section 2 the important 
entities of threshold secret sharing are briefed; we 
have discussed about the related schemes and 
algorithms in Section 3; our proposed scheme is 
presented in Section 4; in Section 5 we have discussed 
about the performance of our scheme and Section 6 
concludes the paper. 

 
 

2. Preliminaries 
 
The important entities used in a threshold secret 

sharing scheme are briefed as follow: 
Secret: A secret S is the confidential information 

need to be secured from unauthorized users or 
unauthorized groups. 

Shares: The secret S  is encoded into n  shares or 
shadows, say 1 2, ,..., ns s s , such that none of them 

individually reveals any information about the secret. 
Dealer: Dealer or distributor (D) is the data owner 

or trusted-third party, mainly responsible to encode the 
secret into n  shares and to distribute them to the 
participants.  

Participants: Participants or players are 
represented as 1 2, ,...., nP P P  and they are the users 

seeking for the secrets. 
Combiner: A combiner (C), one of the participants 

or trusted-third party, mainly responsible to decode the 
secret if threshold number (t) or more shares are 
obtained from the participants. 

In a ( ),t n -threshold secret sharing scheme, the D 

generates n  shares and distributes it among n  
participants. If any t or more participants submit their 
shares to the C, then the secret can be retrieved in full. 
If any less than t shares are submitted then no part of 
the secret will be revealed. 

 
 

3. Related Study 
 
3.1. Review of Shamir’s Secret Sharing 

Scheme (1979) 
 

Shamir proposed a ( ),t n − threshold secret sharing 

scheme [3] based on Lagrange’s interpolation. For 
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given t  points ( ),i ix y , where 1,2,...,i t=  in the 2D-

plane, the Lagrange’s interpolation polynomial ( )tf x  

can be constructed using: 
 

( )
1 1,

.
tt

jt
i

i j j i i j

x x
f x y

x x= = ≠

−
=

− ∏  

 

Consider the secret is S  and the dealer has to 
generate n  shares as - 1 2, ,..., ns s s . It allows t  or more 

( )n≤  shares to reconstruct the secret. The solution 

requires a random ( )1t − th degree polynomial: 
 

( ) ( )2 1
1 2 1... modt

tF x S a x a x a x p−
−= + + + + , 

 

in which p is the large prime number and the 

coefficient of polynomial 1 2 1, ,..., ta a a −  are randomly 

selected within the range ( )0, 1p −  . Dealer 

computes the shares as follows: 
 

( )( ) ( )( ) ( )( )1 21, 1 , 2, 2 ,..., , .ns F s F s n F n= = =  

 

If t  or more ( )n≤  shares are obtained then the 

polynomial ( )F x  can be regenerated by Lagrange 

interpolation as: 
 

( )
1 1,

tt

i
i j j i

x j
F x S

i j= = ≠

−=
− ∏  

 

The secret will retrieved as ( )0 .S F=  
 
 

3.2. Threats in Distribution of Shares in 
Shamir’s Secret Sharing 

 

Each share generated by Shamir’s scheme, is 

distributed as pair of two integers ( )( ),i ix F x , where

0ix ≠ . But in this scheme the x-values are easy to 

predict. So x-values can be considered as random 
numbers. But still, if the shares are distributed on 
insecure channels, any knowledge of t or more ( n≤ ) 
shares were gathered by malicious users are enough to 
reconstruct the polynomial - ( )F x . The value of the 

polynomial at position 0ix = is the secret 

( )0iS F x= = . 

For example, we consider ( )3,10 − threshold 

secret sharing ( 10n = , 3t = ) and a 2nd order 

polynomial as: 
 

( )2( ) 9 13 5 mod37F x x x= + +  

 

All the coefficients are assumed within [0-36], 
secret 9S =  and 37p = . The polynomial can be 

reconstructed (as shown in Fig. 1) if 3  or more shares 

are known. The secret will be recovered where the 

polynomial intersects Y-axis that is at point ( )( )0, 0F

. In our example secret is ( )0 9S F= = .   
 
 

 
 

Fig. 1. Example of ( )3,10 -threshold SSS. 

 
 

3.3. Review of the YCH Scheme (2004) 
 

C.-C. Yang, T.-Y. Chang and M.-S. Hwang 
proposed a ( ),t n -threshold multi-secret sharing 

scheme [6] which is based on Shamir’s secret sharing. 
It assumes a two-variable, one-way function ( ),f r s  
and k secrets - 1 2, ,..., .nS S S  
 

Initialization Phase: 
The dealer (D) randomly chooses n secret shadows 

- 1 2, ,..., ns s s  and delivers them to the participants 

1 2, ,..., nP P P  secretly. Then, D chooses a value r  

randomly and computes ( ), if r s  for 1,2,..., .i n=  
 

Construction Phase: 
( )if k t≤  

1. Choose a polynomial of degree ( )1t −  
 

( ) 2 1 1
1 2 1 2

1

...

... mod ,

k k k
k

t
t k

g x S S x S x a x a x

a x q

− +

−
−

= + + + + +

+ +
 

where q  is the large prime and 

1 2 1 20 , ,..., , , ,...,k t kS S S a a a q−< < . 

2. D computes ( )( ), modi iy g f r s q=  for 

1,2,..., .i n=  

3. D publishes ( )1 2, , ,..., .nr y y y  
 

( )if k t>  

1. Choose a polynomial of degree ( )1k −  
 

( ) 1
1 2 ... mod ;k

kg x S S x S x q−= + + + , 
 

where q is a large prime and 1 20 , ,..., .kS S S<   

2. D computes ( )( ), modi iy g f r s q=  for 

1,2,..., .i n=  D also computes ( ) modg i q  for 

1,2,..., .i k t= −  
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3. D publishes 
 

( ) ( ) ( )( )1 2, , ,..., , 1 , 2 ,..., .nr y y y g g g k t−  

 

Recovery Phase: 
Let, any t  participants submit their shares 

( ), modif r s q  for 1,2,..., .i t=  Then the polynomial 

( )g x  can be uniquely determined as follows: 
 

 

( ) ( )
( ) ( )1 1,

,
mod

, ,

tt
j

i
i j j i i j

x f r s
g x y q

f r s f r s= = ≠

−
=

−
 ∏  

1 1
1 2 1 2

1

... ...

mod ;

k k k
k

t
t k

S S x S x a x a x

a x q

− +

−
−

= + + + + + +

+
 

 

( )if k t>  

( ) ( )
( ) ( )1 1,

,
mod

, ,

tt
j

i
i j j i i j

x f r s
g x y q

f r s f r s= = ≠

−
=

−
 ∏  

( )
1 1,

mod
k tk t

i j j i

x j
g i q

i j

−−

= = ≠

−+
− ∏  

1
1 2 ... mod ;k

kS S x S x q−= + + +  
 

But, as in this scheme shadows are chosen by the 
dealer, even if the dealer is honest, the system also 
needs a secure channel between the dealer and the 
participants so that the dealer can distribute the 
shadows to the participants safely. Hence, it increases 
the cost of distribution. In 2009, Zhao, et al.  
proposed a scheme [21] which do not require secret 
channel (for Shamir’s secret sharing). In the next 
subsection, we review only the initialization and 
sharing phase of it. 
 
 

3.4. Scheme Proposed by Zhao, et al. (2009) 
 

The intercommunication between dealer and 
participants to distribute the shares on an insecure 
channel was made secure (confidentiality of the shares 
is not lost) by the cheating proof secret image sharing 
scheme [21] proposed by Zhao, et al. It ensures the 
confidentiality of x-values are protected as the x-
values are calculated independently by both dealer and 
participant before distribution begins. Even if 
intruders able to gather the information about any t  or 
more ( n≤ ) shares (only the values of ( )F x ), they 

must also have to accrue the x-values to apply 
Lagrange’s interpolation to recover the secret. Thus, 
even an insecure channel is sufficient to keep the 
confidentiality of the secret. The process of 
initialization and sharing phase of the scheme are  
as follow: 

1. The dealer chooses two large integer numbers p 
and q. Computes N pq=  such that 3mod 4p ≡  and 

3mod 4q ≡ . 

2. Dealer selects an integer 
1

2 ,g N N
 

∈  
 

 such that 

g is relatively prime to p, q and publishes { },g N . 

3. Each participant chooses his/her secret shadow 

as [ ]2,is N∈  and computes modis
iR g N= . 

4. Each participant sends his/her iR  to the dealer. 

Dealer ensures each iR  is unique, otherwise demands 

a new secret shadow from that participant. 
5. Then, the dealer randomly chooses [ ]0 2,s N∈  

such that it is relatively prime to ( )1p −  and ( )1q − . 

Dealer also computes 0
0 modsR g N=  and publishes

0R . 

6. Dealer computes 0 mods
i ix R N=  for each 

participant. 
The dealer assigns a ix  - value for each 

participant. The participant can calculate his own ix  

independently from secret shadow from publicly 
known value 0R  as 

 

0 modis
ix R N=  

 

Zhao, et al. (2007) also used the similar algorithm 
for secure distribution in their proposed multi-secret 
sharing scheme [8].  

In our scheme, RSA (by Rivest, et al. 1978) 
algorithm [20] is used such that dealer encrypt each  
x-value by the public key of the participant and the  
x-value can be decoded by the corresponding 
participant (private key holder) only. The plain-text 
message (here the x-value) need to be preprocessed so 
that security can be ensured by random oracle  
model [13]. 

Random oracle model [13] was first established in 
1993 by M. Bellare and P. Rogaway. In this paradigm, 
the authors stated that a practical protocol is produced 
by first devising and providing a protocol for the 
random oracle model; and then replacing the random 
oracle by appropriate hash function. The authors 
argued that this paradigm yields protocols those are 
much more efficient than standard ones and the 
paradigm applicable for encryption, signatures and 
zero-knowledge proof. 

Bellare, & Rogaway (1995) proposed Optimal 
Asymmetric Encryption Protocol (OAEP) [14] for 
RSA, which is proven in the random oracle model. The 
OAEP algorithm uses a pair of random oracle G and 
H to preprocess the pain text before asymmetric 
encryption applied. The pair of oracle combined with 
trapdoor one way permutation function is semantically 
secure under plain-text attack (IND-CPA). If the 
scheme further can be combined with trapdoor 
function like RSA is also proven secure against chosen 
cipher attack (NM-CPA). The instantiation of G-
Oracle for IND-CCA attack and instantiation of H-
Oracle and use trapdoor permutation (trapdoor 
function) for NM-CPA attack are discussed by 

( )tkif ≤
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Boldyreva and Fischlin (2006) in [1]. The authors also 
provided a detail security analysis of OAEP with 
random oracle model. 

 
OAEP Algorithm for Preprocessing the Pain-text  

Consider the following: 
- f is a k -bits to k -bits trapdoor function (in our 

scheme RSA).  
- 0k  is chosen such that adversary running time is 

significantly smaller than 0ks . 
- Length of the message x  is 0k k−  (if the message is 

smaller then has to be padded with zeros). 

- G  is a “generator” such that 0:{0,1} {0,1}k nG →  

and H is the hash function 0:{0,1} {0,1}knH → . 
 
Encoding: 

1. Chose a random 0{0,1}kr = . 

2. Generate the encoded stream 

( )( ) ( )( )( )||x G r r H x G rΕ = ⊕ ⊕ ⊕ , where || is 

concatenation operator. We can also represent the 
equation as ||X YΕ =  where  and

( )( )Y r H x G r= ⊕ ⊕ . 

 
Decoding: 

1. Extract X  and Y parts from encoded message 
Ε  and recover r  as ( )r Y H X= ⊕ . 

2. Recover the padded message ( )x X G r= ⊕ . 

In proposed model, we use RSA as  
trapdoor function. 

 
 

4. Proposed Scheme  
 
We first present the secure and verifiable version 

of Shamir’s ( ),t n - threshold secret sharing as 

proposed in [2]. 
The objectives are defined as follows: 
1. In the proposed version the x-values should not 

be predictable by the malicious users. 
2. The shares can be distributed on insecure or 

public channels, but it can only be used by authorized 
users. 

3. The shares are submitted by the participants 
must be verifiable, such that any fake share(s) 
submitted can be easily identified by the combiner. 

4. The scheme should also identify if the dealer 
himself is dishonest and supplied fake shares to one or 
more participants.  

The different phases of the model are as follows: 
 
Initialization Phase 

1. Each participant , 1, 2,...,iP i n=  considers two 

large primes ip , iq  and computes the following: 

 

i i iN p q=  and ( )( )1 1 .i i ip qϕ = − −  

2. The participant , 1, 2,...,iP i n=  chooses an 

integer ,1i ie e ϕ≤ ≤ , such that ( )gcd , 1i ie ϕ = . 

3. Each participant also computes the secret 
exponent ,1i i id d ϕ≤ ≤ , such that 1modi ie d ϕ≡ . 

The public keys are ( ),i iKpu e N=  and private 

keys are ( ), ,i i i iKpr d p q= . Participant keeps ,, ,i i id p q  

and iϕ  secret. 

4. Participants share the public keys - 

1 2, ,..., nKpu Kpu Kpu  with the dealer and combiner. 

Let, H is a suitable collision resistance one-way 
hash function, which takes an input as a binary string 
of variable length and outputs a hash-code which is a 
binary string with fixed length.  
 
Construction of Shares 

1. Dealer (D) uses a suitable random number 
generation function to generate n  distinct random 
integers - 1 2, ,..., nr r r .  

2. D considers a polynomial function of Shamir’s 
( ),t n -threshold secret sharing is in following form  

 

( ) ( )2 1
1 2 1.... modt

tF x S a x a x a x p−
−= + + + +  

 
Then, the intermediate shares are computed as 

( ) ( )( ) ( )( )1 1 1 2 2 2, ( ) , , ,..., ,n n ns r F r s r F r s r F r= = =  

 
3. D encrypts the random numbers ir  with the 

public keys iKpu  as follows: 

 

modie
i iEr r N= for 1,2,...,i n=  

 
4. D applies hash function H to generate hash code 

ih  for each ( )( ),i iEr F r  as  

 

( )( ),i i ih H Er F r=  for 1,2,...,i n=  

 
5. D distributes the shares as follows: 

 

( )( ),i i ish Er F r=  for 1,2,...,i n=  

 
6. D also applies the hash-function H on the secret 

S as - ( ).sh H S=  Dealer publishes sh . 

7. D also publishes 1 2, ,..., nh h h . 
 
 

Recovery of Secret 
1. The participant - iP  extracts iEr  out of his/her 

ish  and decrypts it as 
 

mod .id
i ir Er N=  

 

2. iP
 
submits ( )( ),i i ish r F r=  to the combiner. 
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3. If combiner (C) obtains t or more ( n≤ ) shares 

in form of ( )( ),i ir F r , he/she can applies Shamir’s 

secret sharing to interpolate the value of secret

( )0S F= . 

 
Verifications 

1. After receiving the share from D, each 
participant - iP  can verify if the obtained share has 

been modified by any intruder at the public channel. 
Participant iP  applies the hash-function to his/her 

share ish  to obtain the hash-code *
ih and confirms

?
*
i ih h= . If *

i ih h≠ , then ish  has been modified. 

2. The combiner or participants can regenerate the 

hash-code for the obtained secret *S  as - ( )* *
sh H S=  

and verify with sh  as 
?

*
s sh h=  to confirm that it is the 

actual secret. If it does not match, then either one or 
more participants has supplied faked shares or the 
dealer is the dishonest (has supplied false share(s)). To 
verify the shares, combiner (C) can regenerate 

( )( ),i i ish Er F r=  from ( )( ),i ir F r  using the 

corresponding public key ( iKpu ). C applies hash 

function H to obtain the hash-code *
ih . If *

i ih h≠  then 

the iS  share is faked and iP  is the identified cheater. 

If none of the shares is faked, then the dealer is 
identified as dishonest. 

 
Proposed Model for Multi-Secret Sharing 

Our ( ), ,t k n − threshold multi-secret sharing 

scheme assumes the following: 
- The k  secrets are - 1 2, ,..., .kS S S  

- The n  participants are - 1 2, ,..., .nP P P  

- H is a suitable, collision resistant, one-way  
hash function. 

 
Initialization Phase 

1. Each participant iP , ( 1,2,...,i n= ) considers two 

large prime ,i ip q  and computes the following: 

 

i i iN p q=  and ( )( )1 1 .i i ip qϕ = − −  

 
2. Each iP  chooses an integer ,1i ie e ϕ≤ ≤ , such 

that ( )gcd , 1i ie ϕ = . 

3. Each iP  also computes the secret exponent

,1i i id d ϕ≤ ≤ , such that 1modi ie d ϕ≡ . 

The public keys are ( ),i iKpu e N=  and private keys 

are ( ), ,i i i iKpr d p q=  for 1,2,..., .i n= iP  keeps 

,, ,i i id p q  and iϕ  secret. 

4. Participants , 1, 2,...,iP i n=  share the public 

keys - 1 2, ,..., nKpu Kpu Kpu  with the dealer (D) and 

combiner (C). D ensures the public keys are unique 
otherwise demand a new public key. 
 
Construction Phase 

1. Dealer D chooses a suitable random number 
generator and generates random numbers 1 2, ,..., nr r r .  

2. D applies the hash-function H on the secrets as 
 

( )
is ih H S=  for 1,2,...,i k=  

 
Concatenate all 

ish to compute sh  as 

 

( )
1 2

|| || ... || ;
ks s s sh h h h=  

 
3. Consider the polynomial as follow 

 

( )if k t≤  

 
3.1. Construct a polynomial ( )F x  of degree ( )1t − : 

 

( ) 1 1
1 2 1 2

1

...

... mod ;

k k k
k

t
t k

F x S S x S x a x a x

a x p

− +

−
−

= + + + + +

+ +
 

 
where p  is the large prime number and 

1 2 1 20 , ,..., , , ,..., .k t kS S S a a a p−< <  

3.2. D computes ( ) modi iy F r p=  for 

1,2,..., .i n=  
 

( )if k t>  

 
3.3. Construct a polynomial ( )F x  of degree

( )1k − : 

 

( ) 1
1 2 ... mod ;k

kF x S S x S x p−= + + + , 

 
where p  is a large prime and 1 20 , ,..., .kS S S p< <  

3.4. D computes ( ) modi iy F r p=  for 1,2,...,i n=  

and also computes ( ) modF i p  for 1, 2,..., .i k t= −  

3.5. D publishes ( ) modF i p  for 1,2,..., .i k t= −  

4. Dealer encrypts the random numbers ir  with the 

public keys iKpu  as follows: 

 

modie
i iEr r N= for 1,2,...,i n=  

 
5. Use hash function H to generate hash code ih  for 

each ( ), .i iEr y  

 

( ),i i ih H Er y= for 1,2,...,i n=  

 
6. D publishes ( 1 2, , ,...,s nh h h h ). 
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7. D distributes the shares as follows: 
 

( ),i i ish Er y= for 1,2,...,i n=  
 

Recovery Phase 
1. Participant ( iP ) extracts iEr  from ish  and 

decrypts it as 
 

mod .id
i ir Er N=  

 
2. Submit ( ),i ir y  to the combiner (C). 

3. If combiner (C) obtains all t or more ( n≤ ) 
shares in form of ( ),i ir y , then the k  secrets can be 

revealed by the reconstructing the unique polynomial 

( )F x  as follows: 

( )if k t≤  

1 1,

( ) mod
tt

j
i

i j j i i j

x r
F x y p

r r= = ≠

−
=

− ∏  

1 1
1 2 1 2

1

... ....

mod

k k k
k

t
t k

S S x S x a x a x

a x p

− +

−
−

= + + + + + +

+
 

 

( )if k t>  

( )
1 1,

mod
tt

j
i

i j j i i j

x r
F x y p

r r= = ≠

−
=

− ∏  

( )
1 1,

mod
k tk t

i j j i

x j
F i p

i j

−−

= = ≠

−+
− ∏  

1
1 2 ... modk

kS S x S x p−= + + +  

 
Verifications 

1. After receiving the share ( *
ish ) from the dealer, 

each participant ( iP ) can verify ( ) ?
*
i iH sh h=  to satisfy 

that the share is not modified or corrupted on the 
channel. 

2. As t  or more ( n≤ ) shares ( *
ish ) are pooled  

by the combiner (C). C can reconstruct the k  secrets 
as * * *

1 2, ,..., kS S S  and also calculates 

( ) ( ) ( )* * * *
1 2|| || ... || .s kh H S H S H S=  Thus, C can verify 

that the obtained secrets are the actual secrets or not 

by examining
?

*
s sh h= . 

If the obtained secrets are not true secrets  
( *

s sh h≠ ), then either a few participants are cheaters 

or the dealer (D) is dishonest. The combiner can verify 

( ) ?
*
i iH sh h=  (as C possesses the public key iKpu  for 

iP , so C can recalculate *
ish from obtained 

( )( )** ,i i i
r F r ) to ensure that the shares submitted by 

the participants are not faked. If ( )*
i iH sh h≠ , then 

ish  is faked and iP  is the cheater. But in the case 

( )*
i iH sh h=  for all 1,2,...,i t= , then the dealer (D) 

must be the dishonest and provided fake shares to one 
or more participants. 
 
 
5. Performance 

 
The performance features for the scheme proposed 

in [2] are as follow: 
Robustness – A ( ),t n − threshold secret sharing 

scheme is called robust if any t  or more ( n≤ ) 
participants can reconstruct the full secret information. 
Shamir’s secret sharing already holds this property.  

Confidentiality - A ( ),t n − threshold secret sharing 

scheme holds confidentiality, if no information about 
the secret can be obtained if less than t  shares are 
pooled. 

Shamir’s secret sharing already holds the property, 
along with that, the proposed scheme also promises 
that any malicious user learned the encrypted shares 
on the public channel had no clue about the x-values. 
Hence, malicious users or intruders cannot obtain a 
useful share. 

Traceability - A ( ),t n − threshold secret sharing 

holds traceability, if it is able to detect any participant 

iP  who sends a fake share *
i iS S≠  to the combiner. 

The proposed method utilizes hash function to make 
the shares verifiable. 

Participant authentication and verification of 
shares – In the proposed scheme only a legal 
participant holds the legal private key to access his/her 
share (as the share is encrypted by corresponding 
public key by the dealer). 

No need to have a secure channel for distribution 
– as the x-values are encrypted with the pubic keys 
before distribution, only the legal participants (the one 
possess the private key) can receive the x-values.  

Verifiable secret – Hash-function ensures the 
correctness of the secret, obtained from the shares. 

Comparisons between different secret sharing 
schemes based on verifiability of shares and secrets 
are shown in Table 1. 

Our proposed verifiable ( ), ,t k n − threshold multi-

secret sharing scheme supports all the above 
mentioned attributes. As the MSS scheme is also based 
on Lagrange Interpolation, robustness and 
confidentiality are assured. If t  or more ( n≤ ) shares 
are obtained the all k  secrets can be revealed. 
Otherwise (with the number of shares t< ) none of the 
secrets can be achieved.  

The traceability property is assured by use of hash-
function. 

The proposed scheme is also t-consistent, i.e. if the 
share *

is  received by participant iP  passes the validity 

checking, it is guaranteed to be the valid ith share (
*
i is s= ) for the k  given secrets. The t-consistent 

property also assured by use of hash-function. 
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Table 1. Comparison between secret sharing schemes. 
 

Scheme by 
Secure 

distribution
Verification 

of shares 
Verification 

of secret 

Zhao, et al.  
in [21] (2009) 

Yes No No 

Harn, et al. 
in [11] (2009) 

No Yes No 

Ulutas, et al. 
in [18] (2011) 

Yes Yes No 

Harn, et al. 
in [12] (2014) 

No Yes Yes 

Liu, et al. 
in [22] (2015) 

No Yes Yes 

Liu, et al. 
in [23] (2016) 

No Yes Yes 

Our proposed 
scheme 

Yes Yes Yes 

 
 

6. Conclusions 
 
Shamir’s secret sharing scheme requires a secure 

channel to deliver the shares to the participants 
because it cannot resist attacks on the distribution 
channel. If the shares are communicated through 
insecure channel, then malicious users may learn the 
shares and with sufficient shares may reconstruct the 
secret. The same is true for any multi-secret sharing 
scheme which is based on Shamir’s secret sharing 
scheme. In our proposed multi-secret sharing scheme, 
we have employed a method where some parts of the 
shares are communicated in encrypted form over a 
public channel. The shares only can be decrypted by 
authorized participants. Our proposed scheme also 
possesses properties to verify, whether the shares 
received by shareholders are consistent under the 
condition the secrecy of shares and secret both  
are maintained. 
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1. Introduction 

 

The point matching is widely used in computer 
vision and pattern recognition because point 
representations are generally easy to extract. Point 
matching can be categorized as rigid matching and 
non-rigid matching based on the deformation of 
objects captured in the image. Compare with the rigid 
case, non-rigid matching is more complicated. 
Generally, there are two unknown operations: 
correspondence and transformation. Most non-rigid 
point matching approaches use an iterated estimation 
framework to find appropriate correspondence and 
transformation [1]. The Iterated Closest Point (ICP) 
algorithm is one of the most well known heuristic 
approaches. It utilizes the relationship by assigning the 
correspondence with binary values zero and one. 
However, this binary assumption is no longer valid in 
the case of non-rigid transformation, especially when 
the deformations are large [2]. The Thin Plate Spline 
Robust Point Matching (TPS-RPM) algorithm is an 
Expectation Maximization (EM) algorithm to jointly 
solve for the feature correspondence as well as the 
geometric transformation. The cost function that is 
being minimized is the sum of Euclidean distances 
between points. In the TPS-RPM, the binary 
correspondence value of the ICP is relaxed to the 

continuous value between zero and one. This soft-
assign method improves the matching performance 
because the correspondences are able to improve 
gradually and continuously without jumping around in 
the space of binary permutation matrices [3-4]. The 
algorithm is robust compared to the ICP in the non-
rigid case, but the joint estimation of correspondences 
and transformation increases complexity. In addition, 
the Euclidean distance makes sense only when there 
are at least rough initial alignments of the shapes. If 
the initialization is not aligned well, the matching 
result is poor. Recently, the Shape Context (SC) 
algorithm has been proposed. It is an object recognizer 
based on the shape. For each point, the distribution of 
the distance and orientation are estimated to the 
neighboring points through a histogram [5]. This 
distribution is used as the attribute relations for the 
points. The correspondences can be decided by 
comparing each point’s attributes in one set with the 
attributes of the other. Because only the attributes are 
compared, the searching for the correspondences can 
be conducted more easily compared to the ICP and the 
TPS-RPM. Generally, the SC performs better in 
handling complex patterns than the TPS-RPM. 
Another interesting approach of point matching is a 
kernel correlation-based point matching. The cost 
function is proportional to the correlation of two 

http://www.sensorsportal.com/HTML/DIGEST/P_2906.htm

http://www.sensorsportal.com


Sensors & Transducers, Vol. 209, Issue 2, February 2017, pp. 74-81 

 75

kernel density estimates. The work was extended by 
using the L2 distance between mixtures of Gaussian 
representing the point set data in. The Coherent Point 
Drift (CPD) algorithm is another probabilistic 
algorithm [6]. They proposed to use the displacement 
filed between the point sets following the motion 
coherence theory. They also successfully extend the 
general non-rigid registration framework, and show 
that TPS-RPM is its special case [7]. The Robust Point 
Matching by preserving Local Neighborhood 
Structures (RPM-LNS) introduces the notion of a 
neighborhood structure for the general point matching 
problem. The RPM-LNS uses a relaxation labeling 
method with binary value coefficient. This approach is 
based on the assumption that although the absolute 
distance between two points may change significantly 
under non-rigid deformation, the neighborhood 
structure of a point is generally well preserved. The 
cost function is formulated as an optimization problem 
to preserve local neighborhood relations. This 
research shows the convergence property of relaxation 
Rabling under two-way Sinkhon normalization. This 
method can be used in non-rigid image registration 
and point matching. In this paper, we used Shinkon 
normalization to prove it. 

 
 

2. Problem Definition 
 

Let 1 2{ , ,..., }MS s s s=  be a set of points in a 

model shape and 1 2{ , ,..., }NT t t t=  be a set of points 

in the target shape. In a point matching problem, one-
to-one matching is desired, but in general, one-to-one 
matching is not possible because of outliers. To handle 
this problem, two point sets are augmented to 

1 2{ , ,..., , }MS s s s nil′ =  and 1 2{ , ,..., , }NT t t t nil′ =  

by introducing a dummy point nil. Then a match 

between shapes S  and T  is :f S T′ ′⇔  and 

common points can be matched one-to-one and 
outliers can be matched to a dummy point nil. Under a 
rigid transformation (transformation and rotation), the 
distance between any pair of points is preserved. 

Therefore, the optimal match f̂  is 

 
ˆ min ( , , ),

f
f arg C S T f=  

 
where  

 

2

1 1

2

1 1

( , , ) ( ( ) ( ) )

( ( ) ( ) ) .

M M

m i m i
m i

N N

n j n j
n j

C T D f s s f s f s

t t f t f t

= =

= =

= − − −

+ − − −




 

If a non-rigid transformation is present, the 
distance between a pair of points will not be preserved, 
especially for points which are far apart. On the other 
hand, due to physical constraints, and in order to 

preserve the rough structure, the local neighborhood 
of a point may not change freely. We therefore define 
the local neighborhood of a point. For a given point, 

ms S ′∈ , a neighbor point is ms
i , 1, 2, ...,i I= . 

Similarly, for a given point, nt T ′∈ , a neighbor point 

is nt
j , 1,2,...,j J= . Since the only distance of 

neighboring point pairs are preserved, (2) becomes 
 

2

1 1

2

1 1

( , , ) ( ( ) ( ) )

( ( ) ( ) )

m m

n n

M I
s s

m i m i
m i

N J
t t

n j n j
n j

C T D f s f s f

t f t f

= =

= =

= − − −

+ − − −





 

 

 

We quantize the distance to two levels as 
 

1 if
|| || ,

0 if

m

m

m

s
m is

m i s
m i

s
s

s

 ∈− = 
∉

  

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( )

( )

1 if ( )
|| ( ) ( ) || ,

0 if ( )

m

m

m

f s
m is

m i f s
m i

f s
f s f

f s

 ∈− = 
∉

  

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1 if
|| || ,

0 if

n

n

n

t
n jt

n j t
n j

t
t

t

 ∈− = 
∉

  

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( )

( )

1 if ( )
|| ( ) ( ) || .

0 if ( )

n

n

n

f t
n jt

n j f t
n j

f t
f t f

f t

 ∈− = 
∉

  

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Equation ( ) then is simplified to 
 

1 1

1 1

( , , ) ( , )

( , ),

m

n

M I
s

m i
m i

N J
t

n j
n j

C T D f d s

d t

= =

= =

=

+








 

 

where 
 

( )

( )

1 if or ( )
( , )

0 if and ( )

m m

m

m m

s f s
m i m is

m i s f s
m i m i

s f s
d s

s f s

 ∉ ∉∈
∈ ∈

 
 

   
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and  
 

( )

( )

1 if or ( )
( , ) .

0 if and ( )

m m

n

m m

t f t
m j m jt

n j t f t
m j m j

t f t
d t

t f t

 ∉ ∉∈
∈ ∈

     


     
 

Simple deduction makes to convert the above 
minimization problem to a maximization problem. 

 
ˆ max ( , , ),

f
f arg K S T f=  
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1 1

1 1

( , , ) ( , )

( , )

m

n

M I
s

m i
m i

N J
t

n j
n j

K T D f s

t

δ

δ

= =

= =

=

+







 ,
 

 

where ( , ) 1 ( , ).i j d i jδ = −   

In this paper, the point matching problem is 
restated as the graph isomorphism problem [12]. The 
optimal solution of ( ) is the one that maximizes the 
number of matched edges of two graphs. Each point is 
a node of a graph, and a point and its adjacent point 
constitute the edges of the graph. Then the problem is 
to maximize the number of matched edges between 
two graphs. For this purpose, we determine  
the fuzzy correspondence matrix P  with dimension
( 1) ( 1)M N+ × + . Each entry of P  has continuous 

value between [0,1] that indicates the weight of the 

correspondence between ms  and nt . The optimal 

match P̂  is found by maximizing the energy function 
as follows. 

 

ˆ max ( ),
P

P arg E P=  

 

where 
 

1 1 1 1

( ) .
M I N J

mn ij
m i n j

E P P P
= = = =

=  

 

subject to  
 

1 1

1 1

1, , 1, , [0,1].
M N

mn mn mn
m n

P n P m P
+ +

= =

= ∀ = ∀ ∈     

 
 

3. Relaxation Labeling  
 

Start with a set of nodes i  and a set of labels λ . 
Derive a set of compatibility coefficients r  for  
each problem of interest and then apply the basic 
recipe of relaxation labeling for updating the node-
label assignments: 

 

1 1

( ) ( , ) ( )i ij j
j

q r p
μ

λ λ μ μ
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p q
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λ α λλ
μ α μ

+

=

+=
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Now, we prove that the relaxation labeling process 
always converges with two way constraints ( ). The 
common framework of prediction algorithm is  
as follows. 

 

1
( , ) ( ) ( , )F p E p d pσ σ

α
= + , 

where ( , )d p σ  is a distance measure between p  and 

an "old" value σ .  
Examine the following objective function  

using the generalized KL divergence as the  
distance measure: 
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 

 

 

Instead of solving for the Lagrange parameter 
vectors μ  andν , we use Sinkorn’s theorem instead 

to ensure that the row and column constrains satisfied. 
From our assumption of exact convergence of 
Sinkhorn, it follows that the Lagrange parameter 
vectors μ  and ν  can be dropped from the  

energy function.  
We first formalize a few definitions.  
 

Algorithm 1: (Shinkhorn Scaling Algorithm) 
Given a nonnegative, m n×  matrix A , and 

specified vectors of the row sums ( mr ∈ ) and 

column sums ( mc∈ ), we iterate the  
following until convergence, with initial values 

(0)
ij ija a= , and 1k = : 

1) Multiple every element ( 1)k
ija −  by the ratio of the 

desired row sum ir  to the actual row sum  
 

( 1)

1

n
k

ij
j

a −

=
 , ( ) ( 1) ( 1)

1

/ ( )
n

k k k
ij i ij ij

j

a r a a− −

=

=   

 

2) Multiple every element ( )k
ija  of the matrix from 

(1) by the ratio of the desired column sum jc  to the 

actual column sum ( )

1

m
k

ij
i

a
=
 , 

*( ) ( ) ( )

1

/ ( )
m

k k k
ij j ij ij

i

a c a a
=

=  . 

It can be shown that with any given matrix A , 
Sinkorn scaling process will converge to a unique 
matrix B  that satisties the row and column sum 
constraints. The following theorem is a unified 
statement of the convergence of the Sinkorn scaling 
process, from various previous results in the literature. 

Theorem 1: Consider m nA ×∈ , a nonnegative 

matrix, and desired row sums mr ∈  and column 

sums nc∈ . Then there exists a unique matrix 
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m nB ×∈  which satisties these prescribed row and 

column sums, where 1 2B D AD=  for 1
m mD ×∈  and 

2
n nD ×∈ , 1D  and 2D  both diagonal, positive 

definite matrices.  
If we assume that Sinkhorn procedure always 

returns a doubly stochastic matrix. 
Then we have used the generalized KL divergence 

which is guaranteed to be greater than or equal to zero 
without requiring the usual constraints  
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where ( 1) ( )

p q p q p qi j i j i j

def
t tM M M+Δ = Δ − Δ

 
and  

( 1) ( )
q q qp j p j p ji i i

a a ab b b

def
t tM M M+Δ = Δ − Δ

     
. The first term 

is nonnegative due to the positive definiteness in the 
subspace spanned by the row and column constraints. 
The second term is non-negative by virtue of being a 
KL distance measure. We have shown the 
convergence to a fixed point of the relaxation labeling 
under Sinkhorn scaling. 

This is a consequence of the following extension 
to the well-known Birkoff-von Neumann theorem: the 
set of doubly stochastic matrices is the convex hull of 
the set of permutation matrices and outliers. So it can 
be ensured that we will always achieve one-to-one 
correspondence. 

 

Complexity and Convergence of Sinkhorn Scaling 
The Sinkhorn iterations are a natural way of 

scaling a matrix to achieve prescribed row and column 
sums. While Sinkorn proved that the iterative 
procedure converges for appropriate matrices, it could 
take a very long time to reach a desired accuracy 

( ijb ε< ). In our algorithm, however, we set 

0.95ijb <  as an outlier by matching them a dummy 

point and set as 0. This way improves the rate of 
convergence of Sinkorn process significantly. 

 
 

4. Transformation Function  
 

Given a finite set of correspondences between, one 
can proceed to estimate a plane transformation.

2 2:f ℜ → ℜ  or 3 3:f ℜ → ℜ  that may be used to 

map arbitrary points from one image to the other. In 
this study, we mostly use the thin plate spline (TPS) 
model, which is commonly used for representing 
flexible coordinate transformations. Bookstein found 
it to be highly effective for modeling changes in 
biological forms. Powell applied the TPS model to 
recover transformations between curves. The thin 
plate spline is the 2D generalization of the cubic spline. 
In its regularized form, which is discussed below, the 
TPS model includes the affine model as a special case. 

Let iv  denote the target function values at 

corresponding locations ( , )i i ip x y=  in the plane, 

with 1, 2, ...,i n= . In particular, we will set iv  equal 

to ix′  and iy′  in turn to obtain one continuous 

transformation for each coordinate. We assume that 
the locations ( , )i ix y  are all different and are not 

collinear. In 2-D interpolation problem, the TPS 
interpolant ( , )f x y  minimizes the bending energy 

 

2

2 2 22 2 2

2 2
2(f

f f f
I dxdy

x yx y

      ∂ ∂ ∂
 = + +     ∂ ∂∂ ∂       

 


 

 

and has the form  
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1
1

( , ) ( ( , ) ( , ) )
n

x y i i i
i

f x y a a x a y wU x y x y
=

= + + + −  

 
If the problem is 3-D interpolation, the bending 

energy is 
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and the interpolant form is  
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The kernel function ( )U r is defined by 

2 2( ) logU r r r=  and (0) 0U =  as usual. In order for 

( , )f x y  to have square integrable second derivatives, 

we require the boundary condition as  
 

1

0
n

i
i

w
=

= and 
1 1

0
n n

i i i i
i i

w x w y
= =

= =  . 

 
A special characteristic of the thin-plate spline is 

that the resulting transformation is always 
decomposed into a global transformation and a local 
non-affine warping component. The first three terms 
in 2-D and four terms in 3-D case describes global 
affine transform and rest terms describe non-linear 
(nonglobal) transformation. 

Together with the interpolation conditions, 
( , )i i if x y v= , this yields a linear system for the  

TPS coefficients: 
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Here, || ||ij i jr P P= −  is the distance between points 

iP  and jP . W and A  is column vectors formed from 

1 2( , ,..., )nW w w w= and 1( , , )x yA a a a= , respectively. 

1 2( , ,..., )nV v v v=  is any n-vector. We will denote the 

( 3) ( 3)n n+ × +  matrix  

0

K P

PΤ

 
 
 

 by L . Since L  is 

nonsingular, we can find the solution by inverting L  

[Powell 1995]. Define the vector ( | 0 0 0)Y V Τ=   , 

then 1
1( | )x yW a a a L YΤ −=  . If we denote the 

upper left n n×  block of 1L−
 by 1

pL− , then it can be 

shown that 1T T
f pI v L v w Kw−∝ = . 

When there is noise in the specified value iv , one 

may wish to relax the exact interpolation requirement 
by means of regularization. This is accomplished by 
minimizing 
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n

i i i f
i

H f v f x y Iλ
=

= − +  

 

The regularization parameter λ , a positive scalar, 
controls the amount of smoothing; the limiting case of 

0λ =  reduces to exact interpolation. As demonstrated 
in [ ], we can solve for the TPS coefficients in the 
regularized case by replacing the matrix K by K Iλ+ . 

In the application we take the points ( , )i ix y  to be 

landmarks and V to be 2n×  matrix, 
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n
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x x x
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Y  to be ( 3) 2n + ×  matrix, 
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Y

y y y
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
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where each ( , )i ix y′ ′  

is the control points homologous to ( , )i ix y  in another 

copy of 2ℜ . The application of 1L−  to the first column 

of V Τ  specifies the coefficient of 1, x , y , and the 

U ’s for ( , )xf x y , the x  - coordinate of the image of 

( , )x y . The application of 1L−  to the second column 

of V Τ  does the same for the y - coordinate ( , )xf x y . 

The resulting function ( , ) [ ( , ), ( , )]x yf x y f x y f x y=  is 

nor vector-valued and it maps each point ( , )i ix y  to its 

homolog ( , )i ix y′ ′  and is least bent of all such functions. 

These vector valued functions ( , )f x y  are the thin-

plate spline mappings. 
 
 

5. 3-D Point Context  
 

We treat an object as a point set and we assume 
that the shape of an object is essentially captured by a 
finite subset of its points. For each point on the first 
shape, we want to find the best matching point. We 
propose a 3-D novel descriptor, the 3-D point context, 
which could play such a role in shape matching. 
Consider the set of vectors originating from a point to 
all other sample points on a shape. These vectors 
express the configuration of the entire shape relative 
to the reference point.  
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The full set of vectors as a shape descriptor is much 
too detailed since shapes and their sampled 
representation may vary of one instance to another in 
a category. We identify the distribution over relative 
points as a more robust and compact, yet highly 
discriminative descriptor. For a point ip  on the shape, 

we compute a coarse histogram ih  of the relative 

coordinates of the remaining 1n −  points, 
( ) #{ :  ( ) bin( )}.i i ih k q p q p k= ≠ − ∈   

The histogram is defined to be the shape context of 

ip . We use bins that are uniform in log-polar space, 

making the descriptor more sensitive to positions of 
nearby sample points than to those of points farther 
away.  

The log-polar geometry was first motivated by its 
resemblance with the structure of the retina of some 
biological vision systems and by its data compression 
qualities. The log-polar transformation is a conformal 
mapping from the points on the Cartesian plane ( , )x y  

to points in the log-polar plane ( , )ξ η . 

The mapping is described by 
 

2 2log x yξ = +  

tan( / )a y xη =  
 

Consider a point ip  on the first shape and a point 

jq  on the second shape. Let ( , )ij i jC C p q=  denote 

the cost of matching these two points. As shape 
contexts are distributions represented as histograms, it 
is natural to use the chi-square test statistics: 
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[ ( ) ( )]1
( , ) ,

2 ( ) ( )

K
i j

ij i j
k i j

h k h k
C C p q

h k h k=

−
≡ =

+  

 

where ( )ih k  and ( )jh k  denote the K-bin normalized 

histogram at ip  and jq , respectively. 
 
 

6. The Background of Nystrom 
Approximation  
 

The computation cost of TPS becomes prohibitive 
when the number of samples is large. Let n  be the 
number of samples of a deformation map.  
TPS require the solution of a n n×  dense  

system with 3( )O n  complexity for determining 

interpolation coefficients. 
One drawback of the TPS model is that its solution 

requires the inversion of a large dense matrix of size 
n n× , where n  is the number of points in the data set. 
In this section, the approximation method that 
addresses this computational problem is discussed. 

Since inverting L  is an 3( 3)O n +  operation, 

solving for the TPS coefficients can be very expensive 
when n  is very large. We will now discuss the 

Nystrom approximation method that reduces this 
computational burdon. The Nystrom method is a 
technique for finding numerical approximations to 
eigenfunction problems of the form: 

 

( , ) ( ) ( )
b

a
K x y y dy xφ λφ=  

 

We can approximate this integral equation by 
evaluating it as a set of evenly spaced points 

 1 2, ,  ...,  nξ ξ ξ  on the interval [ , ]a b  and employing a 

simple quadrature rule, 
 

1

( ) ˆ ˆ( , ) ( ) ( )
n

j j
j

b a
K x x

n
ξ φ ξ λφ

=

− = , 

 

where ˆ( )xφ  is the approximation to the true ( )xφ .  

To solve the above, we set ix ζ=  yielding the system 

of equations 
 

1

( ) ˆ ˆ( , ) ( ) ( )    {1, 2,..., }
n

i j j i
j

b a
K i n

n
ξ ξ φ ξ λφ ξ

=
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Without loss of generality, we let [ , ]a b  be [0,1]  

and the structure the system as the matrix  
eigenvalue problem: 

 

ˆ ˆK nΦ = ΦΛ , 
 

where ( , )ij i jK k y y=  is the Gram matrix and 

1 2[   ... ]nφ φ φΦ =  are n  approximate eigenvectors 

with corresponding eigenvalues 1 2,  ,  ...,  nλ λ λ . 

Substituting back into equation yields Nystrom 

extension for each îφ  
 

1

1ˆ ˆ( ) ( , ) ( )
n

i j i j
ji

x K x
n

φ ζ φ ζ
λ =

=   

 
 

7. Approximating the Eigenvectors of 
Affinity Matrices  
 

The preceding analysis suggests that it should be 
possible to find approximate eigenvectors of a large 
Gram matrix by solving a much smaller eigenproblem 
using only a subset of the entries and employing the 
Nystrom extension to fill in the rest.  

Consider a Gram matrix p pK ×∈   partitioned as 

follows 
  

CT

A B
K

B

 
=  
 

 with n nA ×∈  , n mB ×∈  , and 

m mC ×∈ , where p n m= +  and we will take n  to 

be much smaller than m . Since K  is positive definite, 
we can write it as the inner product of a matrix Z  with 
itself: TK Z Z= . If K  is of rank n  and the rows of 
the submatrix [ , ]A B  are linearly independent, Z  can 

be written using only A  and B  as follows. Let Z  be 
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partitioned [  ]Z X Y=  with p nX ×∈   and p mY ×∈  . 

Rewriting K  we have: 
 

   

   

T T
T

T T

X X X Y
K Z Z

Y X Y Y

 
= =  

  
 

 

Then TA X X=  and TB X Y= . Using the 
diagonalization TA U U= Λ , where TU U I=   
we obtain 

 
1/2 TX U= Λ   

1 1/2 1 1/2ˆ ( ) ( )T T TY X B U B U B− − −= = Λ = Λ  

 

Combining the two into ˆ ˆ[  ] P PZ X Y ×= ∈  gives us 
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Again TA U U= Λ  be its eigendecomposition 
where U  has orthonormal columns and Λ  is 

diagonal. Letting U  denote the approximate 
eigenvectors of K , the Nystrom extension gives 
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And the associated approximation of K , which we 

denote K̂ , then takes the form 
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 

=  
 

 

 

 

Note that in general the columns of U  are  
not orthogonal.  

This is addressed as follows. If A  is positive 
definite, then we can solve the orthogonalized 
approximate eigenvectors. Let 1/ 2A  denote the 
symmetric positive definite square root of A , define 

1/2 1/2TS A A BB A− −= +  and diagonalize it as 
T

S S SS U U= Λ . If the matrix V  is defined as 

1/2 1/2
S ST

A
V A U

B
− − 

= Λ 
 

 

 

Then one can show that Ŵ  is diagonalized by V  

and SΛ , i.e. ˆ T
SK V V= Λ  and TV V I= . 

 

1/2 1/2 1/2 1/2ˆ { } { [   ]}S S S ST

T

A
K A U U A A B

B

V V

− − − − 
= Λ Λ Λ 

 
= Λ

 

1/2 1/2 1/2 1/2{ [   ]}{ }

T

T
S S S ST

I V V

A
U A A B A U

B
− − − −

=

 
= Λ Λ 

 

 

 

By multiplying from the left by  
 

1/2 1/2

1/2 1/2

[   ]T
S S S T

T

A
U U A A B A

B

A A BB A S

− −

− −

 
Λ =  

 
= + =

 

 

From the standard formula for the partitioned 
inverse of L , we have 

 
1

1

1 1 1 1 1 1

1 1 1

   

 0

( +   

                        

T

T

T

K P
L

P

K K PQ P K K PQ

Q P K Q

−

−

− − − − − −

− − −

 
=  
 
 −

=  
−  

 

 

with 1TQ P K P−= − . 
 

Thus  
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 

=  
−  
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=    −    
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=  
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Using the Nystrom approximation to K , we have 

ˆ T
SK V V= Λ  and 1 1ˆ T

SK V V− −= Λ   
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1 1 1

1 1 1

ˆˆ ˆ ˆ( )

ˆ( )

T

T T T
S S

W I K PQ P K V

I V V PQ P V V V

− − −

− − −

= +

= + Λ Λ
 

1 1 1 1ˆ ˆ ˆˆT T T
SA Q P K V Q P V V V− − − −= − = − Λ  

 

with 1 1ˆ ˆT T T
SQ P K P P V V P− −= − = − Λ  with is 3 3× . 

Therefore, by computing matrix vector products in the 
appropriate order, we can obtain estimates to the TPS 
coefficients without having to invert or store a large 
( 3) ( 3)n n+ × +  matrix. For the regularized case, one 

can proceed in the same manner, using 
 

1 1 1ˆ( ) ( ) ( )T T
S SK I V V I V I Vλ λ λ− − −+ = Λ + = Λ +  

 

Finally, the approximate bending energy is  
given by 

 

ˆ ( ) ( )T T T T T T
f S SI w Kw w V V w V w V w= = Λ = Λ  

 

Note that this bending energy is the average of the 
energies associated to the x  and y  components. 

 
 

7. Conclusions 
 

This research shows the convergence property of 
relaxation Rabling under two-way Sinkhon 
normalization. This method can be used in non-rigid 
image registration and point matching. In this paper, 
we used Shinkon normalization to prove it. 
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Abstract: We evaluate a system that monitors bedridden patients covered by different types of quilts by utilizing 
a proximity depth sensor with an infrared projector (Kinect). This system is capable of detecting people as they 
wake up. We believe that this system could be useful for monitoring patients in hospitals or private homes who 
must occasionally be left unsupervised. The system, which utilizes an optimal linear discriminant function, is 
demonstrated with subjects covered by quilts of different thicknesses. The detection rate of a basic system using 
height and space data for four cases - lying on the back, lying on the side, sitting up, and no longer in bed—was 
99.2 % when a thin quilt was used and 80.4 % when a thick quilt was used. The detection rate was also low  
(80.8 %) when two variables were used for the cases using either thin or thick quilts. The rate improved to  
96.3 % using the data of the initial condition of the subject. Good performance was obtained regardless of the 
thickness of the quilt. 
 
Keywords: Kinect, Depth sensor, Awakening behavior detection, Optimal linear discrimination. 
 
 
 
1. Introduction 
 

Many clinics and healthcare providers 
worldwide are urgently seeking accurate, low-cost, 
and easy-to-use technological solutions for predicting 
risks owing to a patient’s frailty and falling, which are 
the most common causes of unintentional injury and 
death. The demand for methods of monitoring patients 
in hospitals and private homes is increasing. In 
hospitals, if a patient awakens, it is important that the 
responsible healthcare professionals are cautioned 
because the patient might fall out of bed and suffer 
severe injuries. Older people being cared for by family 
members at home can be similarly injured. 
Furthermore, the wandering of older people suffering 

from dementia is a serious social problem. However, 
providing complete 24-h supervision is difficult. 

We herein describe a system that monitors 
bedridden patients who are in a coma or sleeping due 
to anesthesia and detects awakening behaviors. 
Numerous types of monitoring systems for patients or 
older people are available or have been proposed [1-
8]. These include passive camera-based image-
processing systems, mat sensors, and ultrasonic 
sensors. However, the recognition rates of passive 
camera-based systems and ultrasonic systems are low, 
and mat sensors are subject to mechanical failure. 
Some investigations have been reported on the 
measurement of human activities or the monitoring of 
patients or older adults using a depth sensor [9-18]. 

http://www.sensorsportal.com/HTML/DIGEST/P_RP_0219.htm

http://www.sensorsportal.com
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However, such systems monitor active people who can 
move about within the room and detect the action of 
falling down on the floor or falling out of a bed. For 
monitoring comatose patients or patients who are 
sleeping due to anesthesia, detection of the patient 
waking up is important to prevent them from falling 
out of the bed. Such patients may be groggy, and this 
comes with a high risk. Therefore, immediate support 
of caregivers is required when the patients wake up. 

Some systems detecting awakening behavior have 
been reported. H. Satoh et al. proposed a system using 
an RGB camera and neural network [19, 20]. Takeda 
proposed a system for medical use using a Kinect 
depth sensor and neural networks [21]. They placed 
the RGB camera or Kinect sensor besides the bed. 
They classified the behavior into two classes: (a) 
safety action (lying, being sitting up, or sitting) and (b) 
dangerous action (almost falling). However, it is 
sometimes too late if the caregivers are called when 
the dangerous action occurs. Ni et.al proposed a get-
up event detection for hospital fall prevention using 
the Kinect RGB-D sensor and multi-kernel learning 
framework [22]. In their study, the sensor was located 
beside the bed. We have also reported a system that 
uses a depth sensor and optimal linear discriminant 
analysis (OLDA) with future amounts of the height, 
space, and volume above the bed to detect the 
awakening behavior of subject [23]. The depth sensor 
was mounted on the ceiling. They are classified in four 
cases: (a) lying on the back (b) lying on the side (c) 
sitting up, and (d) no longer in bed; the caregiver is 
called in the case of occurrence of b, c, and d. A high 
detection rate was obtained. However, patients are 
generally covered by many types of quilts, and the 
shape of the subject on the bed is blurry. The previous 
studies did not focus on the influence of the quilt.  

Herein, we discuss the performance of that depth 
sensor for monitoring situations wherein the subjects 
are covered by quilts of different thicknesses. The 
discrimination was performed by considering the quilt 
thickness and the subject size. 

 
 

2. Experimental Setup 
 
Fig. 1 shows the experimental setup. We mounted 

a depth sensor, Kinect (Microsoft Corp), on the ceiling 
at a height of 240 cm above the floor. The bed height 
was 30 cm. A subject covered with a quilt lay on the 
bed. Two quilts of thicknesses 5.5 and 38.5 mm were 
used for the experiments. The data measured by the 
depth sensor were fed into a computer and analyzed. 

Fig. 2 shows the measurement process used for 
data analysis. Initially, depth data were acquired in the 
area of the bed without a subject or a quilt on the bed. 
The area of the bed was 215 cm × 290 cm. Next, depth 
data were acquired in the same area with a subject and 
a quilt on the bed and was subtracted from the depth 
data of empty bed. Therefore, the subtracted data were 
based on the height from the bed. Next, the volume, 
maximum height, and area with height above a 
threshold value were calculated. Data were acquired 

for four cases a subject: (1) lying on the back, (2) lying 
on the side, (3) sitting up, and (4) no longer in bed. 
Finally, we calculated the volume, maximum height, 
and space above a threshold value and then analyzed 
the data using optimal linear discriminant analysis 
(OLDA). 
 
 

 
 

Fig. 1. Experimental setup showing the monitoring sensor 
on the ceiling and a subject on the bed covered with a quilt. 
 
 

 
 

Fig. 2. Measurement flowchart for data analysis. 
 
 

The bed area volume V, maximum height ܪ௠௔௫, 
and the space ܵ௔௥௘௔ for which the height from the bed 
is higher than a threshold value ݄௧௛௥௘௦ are calculated 
by the following equations. x and y represent position 
coordinates of a pixel in the depth image. 

 
 ݄଴ ൌ ଴݂ሺݔ,  ሻ (1)ݕ

 
 ݄ ൌ ݂ሺݔ,  ሻ (2)ݕ
   
 ܸ ൌ නሺh െ h଴ሻdSௌ  (3) 

   

Acquire depth data for only the bed 

Acquire depth data for a subject on 
the bed 

Calculate the depth data on the basis 
of bed height 

Calculate volume, height, and space 

Analyze data using OLDA 
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௠௔௫ܪ  ൌ ௦ሺ݄ݔܽܯ െ ݄଴ሻ (4) 
   
 ܵ௔௥௘௔ ൌ ׬ dSሺ௛ି௛బሻவ௛೟೓ೝ೐ೞ , (5) 

 

where ݄଴ and h are the heights of the bed without and 
with a subject, respectively. ଴݂  and ݂  represent the 
functions giving ݄଴  and ݄, respectively, for position  
(x, y). 

Ten sets of data for experiments with six subjects 
(60 sets of data) were collected, and then such data sets 
were collected for all four cases for each of the six 
subjects (24 experiments and 240 sets of data) with a 
thin or thick quilt. The subjects’ heights were 165–178 
cm and their weights were 52–83 kg. 

3. Data Analysis 
 
3.1. Thin Quilt 

 
Fig. 3 shows examples of the height data for the four 
cases with a thin quilt covering the subject. Table 1 
shows the calculated volumes, maximum heights, and 
spaces. The volume characteristics are similar in the 
four cases. However, the space and maximum height 
characteristics show differences. The space values 
were smaller for the case wherein the subject was no 
longer in bed than for other cases. The maximum 
height values were larger for the case wherein the 
subject was sitting up than for other cases. 

 
 

 
 

(a) Lying on the back                               (b) Lying on the side 
 

 
 

(c) Sitting up                                      (d) Nolonger in bed 
 

Fig. 3. Examples of height data for the four cases with a thin quilt covering the subject. One pixle equals 4.5 mm  
and the color bar unit is meters. 

 
 

Table 1. Calculated volumes, maximum heights, and spaces for the four cases with a thin quilt covering the subject. 
 

 Mean  Standard 
deviation 

Minimum 
value 

Maximum 
value 

Volume 
(×20.25·10ଷ݉݉ଷ) 

Lying on back 9511 1553 7355 13734 
Lying on side 10485 1329 7980 13319 
Sitting up 13080 1819 10979 17344 
On longer in bed 4880 1127 2722 6395 

Space 
(×20.25݉݉ଶ) 

Lying on back 40719 10957 25780 61276 
Lying on side 41783 8312 30183 57494 
Sitting up 38579 6296 24418 49843 
On longer in bed 5085 3679 1196 12529 

Maximum height 
(×10ଷ݉݉) 

 

Lying on back 0.152 0.0347 0.115 0.216 
Lying on side 0.2377 0.0241 0.157 0.281 
Sitting up 0.7304 0.0287 0.682 0.808 
On longer in bed 0.1021 0.021 0.071 0.157 
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Table 2 shows the Wilks coefficients for the case 
of a thin quilt covering the subject.  

 
 

Table 2. Wilks coefficient for each combination  
in the case of a thin quilt. 

 

 
Volume  Space  Maximum 

height 

Volume     

Space  0.07820   

Maximum height 0.00385 0.00176  

 
 

The lowest coefficient was obtained for the 
combination of maximum height and space. Therefore, 
optimal linear discriminant functions (OLDFs) were 
made with these data. 

3.2. Thick Quilt 
 
Fig. 4 shows examples of the height data for the 

four cases with a thick quilt covering the subject. 
Table 3 shows the calculated volumes, maximum 
heights, and spaces. Although the data show similar 
behavior as the thin quilt case, some differences were 
noted. In the thin quilt case, the maximum heights for 
the case with the subject no longer in bed were smaller 
than those for other cases, whereas in the thick quilt 
case, the maximum heights for the case with the 
subject no longer in bed sometimes became larger than 
those for the cases with the subject lying on the back 
and lying on the side. This is because the thick quilt 
left on the bed has a large volume itself. 

 

 
 

 
 

(a) Lying on back                                   (b) Lying on side 
 

 
 

(c) Sitting up                                        (d) No longer in bed 
 

Fig. 4. Examples of height data for the four cases with a thick quilt covering the subject.  
One pixel equals 4.5 mm and the color bar unit is meters. 

 
 

Table 3. Calculated volumes, maximum heights, and spaces for the four cases with a thick quilt covering the subject. 
 

 Mean Standard deviation Minimum value Maximum value 

Volume 
(×20.25·10ଷ݉݉ଷ) 

Lying on back 20682 3201 15862 27076 
Lying on side 23811 3639 20043 31391 
Sitting up 23168 4745 16318 30149 
No longer in bed 13401 1223 10650 14772 

Space 
(×20.25݉݉ଶ) 

Lying on back 17892 15502 0 41430 
Lying on side 42728 10448 27794 63198 
Sitting up 36267 12185 16579 56404 
No longer in bed 6273 4467 2750 14231 

Maximum height 
(×10ଷ݉݉) 

Lying on back 0.0173 0.0418 0.136 0.263 
Lying on side 0.3125 0.0725 0.245 0.521 
Sitting up 0.7233 0.0333 0.661 0.786 
No longer in bed 0.2137 0.0489 0.167 0.308 
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Table 4 shows the Wilks coefficients for the thick 
quilt case. The lowest coefficient was obtained for the 
combination of maximum height and space. Therefore, 
OLDFs were made with these data. 
 
 

Table 4. Wilks coefficient for each combination in the 
case of a thick quilt. 

 

 Volume Space 
Maximum 

height 
Volume     
Space  0.22658   

Maximum height 0.01975 0.01531  
 
 

4. Discrimination 
 

First, the depth data was captured by the depth 
sensor. Second, the maximum height and space 
(volume) were calculated. Third, the discriminant 
functions were calculated. Finally, the conditions of 
the subjects were determined. 

Table 5 shows the results of the OLDA judgment 
for experiments conducted using a thin quilt. For the 
cases with the subject lying on the back or lying on the 
side, good judgments were obtained; however, some 
judgments were incorrect.  

Fig. 5 shows the depth image where the subject 
was lying on the back but judged as lying on the side. 
Such results are due to the space being increased as the 
quilt was spread wide.  

 
 

Table 5. Confusion matrix for the thin quilt case (%). 
 

 
Lying 

on back 
Lying 
on side 

Sitting 
up 

No longer 
in bed 

Lying on 
back 

98.33 1.67 0.00 0.00 

Lying on 
side 

1.67 98.33 0.00 0.00 

Sitting up 0.00 0.00 100.00 0.00 
No longer 

in bed 
0.00 0.00 0.00 100.00 

 
 

 
 

Fig. 5. Depth image of a subject lying on the back  
and covered with a thin quilt, which was misjudged  

as a subject lying on the side. One pixle equals 4.5 mm  
and the color bar unit is meters. 

Fig. 6 shows the depth image where the subject 
was lying on the side but judged as lying on the back. 
Such results are due to the space being decreased as 
the quilt was narrowed. The judgement accuracy was 
100 % for the cases with the subject sitting up or no 
longer in bed. Therefore, the system performed well 
when detecting the situations wherein the subject is 
sitting up or no longer in bed. 
 

 
 

 
 

Fig. 6. Depth image of a subject lying on the side  
and covered with a thin quilt, which was misjudged  

as a subject lying on the back. One pixle equals 4.5 mm 
and the color bar unit is meters. 

 
 

Table 6 shows the results of OLDA judgment in 
the thick quilt case. Some cases of the subject lying on 
the back were misjudged as the subject no longer in 
bed. Comparing with the case of thin quilt, accuracy 
decreased for the cases of the subject lying on the side, 
and the incidences of misjudgments that indicated the 
subject was lying on the back increased.  

 
 
Table 6. Confusion matrix for the thick quilt case (%). 

 

 
Lying 

on back 
Lying 
on side 

Sitting 
up 

No longer 
in bed 

Lying on 
back 

43.33 18.33 0.00 38.33 

Lying on 
side 

21.67 78.33 0.00 0.00 

Sitting up 0.00 0.00 100.00 0.00 
No longer 

in bed 
0.00 0.00 0.00 100.00 

 
 
Fig. 7 shows the depth image where the subject 

was lying on the back but judged as no longer in bed. 
Such results occurred because the quilt narrowed and 
the space decreased. Fig. 8 shows the depth image 
where the subject was lying on the side but judged as 
lying on the back. Such results occurred because the 
quilt narrowed and the space decreased. The 
judgement accuracy was 100 % for cases with the 
subject sitting up or no longer in bed. Therefore, this 
system performs well when detecting the situations 
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wherein the subject is sitting up or no longer in bed. 
The error rate for the thick quilt case is higher than that 
for the thin quilt case. When a thick quilt is used, 
judgement becomes difficult, because the differences 
in the space and height become small between the 
three cases of the subject lying on back, lying on the 
side, and no longer in bed. 

 
 

 
 

Fig. 7. Depth image of a subject lying on the back  
and covered with a thick quilt, which was misjudged  

as a subject on longer in bed. One pixle equals 4.5 mm  
and the color bar unit is meters. 

 
 

 
 

Fig. 8. Depth image of a subject lying on the side  
and covered with a thick quilt, which was misjudged  

as a subject lying on the back. One pixle equals 4.5 mm 
and the color bar unit is meters. 

 
 

5. Judgment of Using a Combination of a 
Thin Quilt and a Thick Quilt 

 
5.1. Judgement Using Two Variables 
 

Different quilts are used depending on the season 
or climate. Therefore, we next considered whether the 
system could perform well independent of the quilt 
thickness with one discrimination function. Table 7 
shows the Wilks coefficients for the cases using a 
combination of a thin quilt and a thick quilt. The 
lowest coefficient was obtained for the combination of 
maximum height and space. 

Table 7. Wilks coefficient for each combination in the 
case of a combination of thin and thick quilts. 

 

 Volume Space 
Maximum 

height 
Voluem    
Space 0.34977   

Maximum 
height 

0.02913 0.02251  

 
 

Table 8 shows the judgement results for cases 
using a thin and thick quilt combination. The judgment 
accuracy decreased compared with the accuracy of 
using only a thin or a thick quilt. In particular, cases of 
the subject lying on the side were misjudged as the 
subject sitting up. Fig. 9 shows the depth image when 
the subject was lying on the side but was judged as 
sitting up. Such results occurred because the subject 
was overweight and the height increased when the 
subject was lying on the side. 
 
 

Table 8. Confusion matrix for a combination of thin 
and thick quilts (%). 

 

 
Lying 

on back 
Lying 
on side 

Sitting 
up 

No longer 
in bed 

Lying on 
back 

48.33 26.67 0.00 25.00 

Lying on 
side 

21.67 78.33 0.00 0.00 

Sitting up 0.00 0.00 100.00 0.00 
No longer 

in bed 
0.00 0.00 0.00 100.00 

 
 

 
 

Fig. 9. Depth image of a subject lying on the side  
and covered with a thick quilt, which was misjudged  

as a subject sitting up. One pixle equals 4.5 mm  
and the color bar unit is meters. 

 
 

5.2. Judgement Using Three Variables 
 

As shown above, the judgment is affected by 
subject size and quilt thickness. Therefore, we 
introduced the data of the initial condition (the 
subjects lying on back first)—volume, maximum 
height, and space. These were measured only once, 
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when the subject or the quilt was changed. The data 
for the three variables were analyzed using OLDFs. 
The smallest coefficient was obtained for space, 
maximum height, and initial volume. 

Table 9 shows the judgment results using three 
variables. The judgment accuracy significantly 
improved. This system performed well when used to 
detect situations wherein the subjects were sitting up 
or no longer in bed. Although, the data for four 
variables were also analyzed, better results were not 
obtained. 

 
 

Table 9. Confusion matrix using three variables (%). 
 

 
Lying 

on back 
Lying 
on side 

Sitting 
up 

No longer 
in bed 

Lying on 
back 

94.17 5.83 0.00 0.00 

Lying on 
side 

9.17 90.83 0.00 0.00 

Sitting up 0.00 0.00 100.00 0.00 
No longer 

in bed 
0.00 0.00 0.00 100.00 

 
 

The reported detection rate of the dangerous action 
(almost falling) using neural networks is 84 % [21]. 
The detection rate of the dangerous action (lying on 
side, sitting up, and no longer in bed) in this system is 
97 %. Although the situations of the dangerous action 
differ, a better detection rate is obtained in this system. 
The reported detection rate for the get-up event using 
the multi-kernel learning framework is 98.76 %, and 
the frame rate is 10 fps [22]. A same level of the 
detective rate is obtained by OLDA. The frame rate of 
this system is 30 fps, which is limited by the frame rate 
of the Kinect sensor. Our system enables high-speed 
operation 

 
 

6. Conclusions 
 

In this paper, we proposed a system for 
monitoring patients in a coma. The system uses a 
depth sensor with an infrared projector and the 
discrimination results are based on simple OLDA. The 
system is capable of detecting the behaviors of a 
person awakening and a person no longer in bed. The 
obtained data were analyzed by OLDFs. The detection 
rate when the subject was covered by a thin quilt and 
was lying on the back, lying on the side, sitting up, or 
no longer in bed was 99.2 %; thus, the system has high 
reliability and practicality. The detection rate was  
80.4 % when using a thick quilt and 80.8 % when 
using a combination of a thin and a thick quilt. 
However, the rate improved to 96.3 % using the data 
of the initial condition of the subject. 

We believe that the system will be useful for 
monitoring patients in a coma or patients who are 
sleeping due to anesthesia who must occasionally be 
left unsupervised. This technique has higher accuracy 
than passive camera-based image-processing systems 
and is more durable than mat sensors. Although, its 

accuracy depends on the subjects’ physique and quilt 
thickness, accurate results are obtained by measuring 
these values. For further verification, investigation 
using more samples is required. 
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Abstract: Heart beat measurement techniques come across various challenges. Electrocardiogram (ECG) 
obtained sometimes does not reveal complete information about electrochemical activity of human heart, because 
of which functioning of heart cannot be studied properly. In this paper Ensemble Kalman Filter (EnKF) is used to 
generate ECG signal efficiently with better accuracy such that the drawbacks of current techniques are eliminated. 
Here EnKF is applied to second order mathematical model of human heart, input applied to this mathematical 
model is a pacemaker signal. The initial values of heart muscle movements and electrochemical activity as a 
discrete data set are used and prediction steps are commenced. EnKF uses ensemble integration technique to 
model error statistics which helps obtaining more precise output. The results are obtained with negligible sum 
squared error, therefore the ECG obtained using EnKF can diagnose the disease related to heart with better 
accuracy. 
 
Keywords: Heart model, Ensemble Kalman filter, Electrocardiogram, Non-linear systems, State estimation 
techniques. 
 
 
 

1. Introduction 
 

The existing heart beat prediction techniques has 
various drawbacks since the additive noise present in 
the measured input signal given to the 
electrocardiogram (ECG) machine is not properly 
modeled and is not completely eliminated. Presence of 
noise results into noticeable variations in readings 
from the desired output and large value of sum squared 
error, which has to be reduced. ECG is a time varying 
signals which represents the electrical activity of 
cardiac tissues. A single cycle of ECG reflects systole 
and diastole of heart. ECG is recorded by placing 
electrode on the skin. ECG is used to indicate the 
cardiac health such that heart problems can be 
detected. 

The drawbacks of current heart model estimation 
systems are such that the recorded signal sometimes 

may not reflect the symptoms of heart diseases, that is 
sometimes ECG does not reflects any abnormality at 
all. In some instances, the ECG may be entirely normal 
despite the presence of an underlying cardiac 
conditions, this is because the systems estimation 
about the heart movements is not proper. Improper 
estimation is one of the cause of improper diagnosis of 
diseases related to heart. 

Heart beat estimation models are proposed prior 
with different estimation techniques. Extended 
Kalman Filter (EKF) is one of the estimation 
techniques. The existing models for heart beat with 
different algorithms are given in [4, 6] and [9, 10]. 
EKF is used to reduce the noise in the ECG signal [3] 
but the EKF requires large dimensional space for 
matrix computation. The technique of estimation of 
EnKF circumvents the high computational cost of 
storing and propagating the background error 
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covariance for a large model dimension but EKF 
technique cannot circumvents the high computational 
cost since it does not propagates an ensemble of state 
from which the required covariance information is 
obtained at the time of update. 

In this paper the EnKF [7] is used for state 
estimation. The major difference in the output of 
Extended Kalman Filter and Ensemble Kalman Filter 
is that the approximation of states of model in EnKF 
[1, 2 and 7] is more proper as compared to EKF since 
the EKF uses a linearized equation for the error 
covariance propagation while the EnKF nonlinearly 
propagates a finite ensemble of model trajectories. The 
EKF cannot account for the wider range of model 
errors as well as it cannot account for the horizontal 
error correlations in large systems for computational 
reasons. All these drawbacks of EKF are eliminated by 
EnKF [2, 8]. 

In this paper second order heart beat model is used 
which is given in section II, to estimate the state of 
heart muscle movements and electrochemical activity 
of human heart. Which includes the pacemaker signal, 
which is acting as an input to the model. The model 
used here has been developed as a mathematical 
differential equation which expresses three main 
processes of heart muscle movements (a) stable 
equilibrium point, (b) threshold for triggering muscle 
movement and (c) coming back to initial position. 

The heart model shows the nonlinear behavior 
therefore the EnKF is applied in section III, as for 
nonlinear systems results obtained with EnKF are 
more accurate. The EnKF uses ensemble of output of 
forecasted steps for the estimation of current state, it 
keeps updating the ensemble values for upcoming 
states and it updates its covariance matrix also. The 
approximation converges faster with EnKF [1]. The 
improper noisy estimation is improved using EnKF. 

The output waveform is used to analyze the 
behavior of heart muscles and electrochemical activity 
of human heart. With EnKF the quality of estimation 
is enhanced. The MATLAB simulation is carried out 
in section IV. For this system, the results are obtained 
with small value of sum squared error. The output 
waveforms are given in section IV. Estimated values 
of length of muscle fiber and electrochemical activity 
are plotted against the true signal values. From the 
plots it can be observed that how the muscle fiber 
length varies with the change in the value of 
electrochemical activity with respect to time in 
presence of noise as well as in absence of noise along 
with the presence of sufficient deviation between the 
heart model considered for human body and heart 
model in EnKF. It is observed that the results obtained 
with the help of EnKF are more precise. 

 
 

2. Mathematical Model of Human Heart 
Beat 

 
Human heart pumps blood throughout the body. 

The electrical impulse is responsible for producing 

heartbeat. The sinus node produces this electrical 
impulse, therefore the sinus node acts as natural 
pacemaker of heart. The sinus node is located at the 
top of the right atrium. The electrical signal produced 
travels through the heart tissue due to which atria and 
ventricles get contracted and relaxed, then blood gets 
pumped towards the body, this act as orderly 
progression of depolarization. At the time of 
depolarization right atrium and right ventricle pumps 
oxygen-poor blood returning from body towards the 
lungs, so that blood will get re-oxygenated. The left 
atrium and left ventricle pumps this oxygenated blood 
throughout the body. The back flow of the blood is 
prevented by heart valves. The systemic circuit helps 
spreading blood in whole body. 

The orderly pattern of depolarization gives rise to 
the characteristic ECG tracing. ECG conveys a large 
amount of information about the structure of the heart 
and the function of its electrical conduction system. 
The ECG is used to measure the rate and rhythm of 
heart beats, the size and position of the heart chambers, 
the presence of any damage to the heart’s muscle cells 
or conduction system, the effects of cardiac drugs and 
the function of implanted pacemakers if any. The heart 
model [4, 6] and [9, 10] is developed as second order 
heart beat differential equation such that using it ECG 
can be traced 

 є ∗ ଵሶݔ = ଵଷݔ)− − ଵݔܶ +  , (1)	ଶ)ݔ
ሶଶݔ  = ଵݔ) − (ௗݔ + ௗݔ) − (௦ݔ ∗  (2) ,ݑ
 

where ݔଵ represents the length of muscle fiber of 
heart,	ݔଶ	representsthe electrochemical activity, ݔଶ is 
the one of those factors which are responsible for 
producing heart muscle movements. є represents the 
small positive constant, T represents the tension in 
muscle fiber, ݔௗ represents the length of muscle fiber 
in diastole, ݔ௦ represents the length of muscle fiber in 
systole and ݑ represents the pacemaker signal applied 
as the input signal. The model is developed such that 
it should satisfy the three main properties which are 
(a) the model exhibits the equilibrium state 
corresponding to diastole, (b) it also contains a 
threshold for triggering the electrochemical wave 
emanating from the pacemaker causing the heart to 
contract into systole and (c) it reflects the rapid return 
to the equilibrium state. 

The first property is proved by taking general 
equations 

ݐଵ݀ݔ݀  = ,ଵݔ)݂   (3)	ଶ)ݔ

ݐଶ݀ݔ݀  = ,ଵݔ)݃   (4)	ଶ)ݔ

 

This system is linearized around the initial 
values	ݔଵ଴,  ଶ଴ and it is observed that for stability andݔ	
to make the system free from undesired oscillations 
the Eigen values should be negative and real [6]. The 
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another important point taken into consideration is that 
the rate of change of muscle fiber contraction depends 
at any particular instant on tension of the fiber and the 
chemical control changes at the rate directly 
proportional to the muscle fiber tension, this is proved 
by modifying the system as given 
 є ∗ ݐଵ݀ݔ݀ 	= ଵݔ)ܶ−	 − (ଵ଴ݔ − ଶݔ) −  ଶ଴) (5)ݔ

ݐଶ݀ݔ݀	  	= ଵݔ) −  ଵ଴) (6)ݔ

 
The second property is proved by considering that 

the threshold is responsible for triggering the muscle 
movements. There are always two equilibrium states 
for the heart i.e. diastole and systole. An equation  
(5, 6) represents only one equilibrium state that is 
diastole. For systole the pacemaker input is considered 
as a threshold and given to the system of equation (5) 
and (6) therefore the system is modified [4, 6] as 
 є ∗ ݐଵ݀ݔ݀	 	= ଵݔ)ܶ−	 − (ଵ଴ݔ − ଶݔ) − −(ଶ଴ݔ ଵݔ) − −ଵ଴)ଷݔ ଵݔ)ଵ଴ݔ3 −   (7)	ଵ଴)ଶݔ

ݐଶ݀ݔ݀  	= 	 ଵݔ −   (8)	ଵ଴ݔ

 
and above two equations for convenience are written 
as 
 є ∗ 	ௗ௫భௗ௧ = ଵଷݔ)	−	 − ଵݔܶ +  ଶ), (9)ݔ

 
where equation (9) is valid only for T > 0, 
ݐଶ݀ݔ݀	  = ଵݔ −   (10)	ଵ଴ݔ

 
The above model does not reflects the third 

essential property observed from the phase portraits 
[6], to satisfy the third property the equation is finally 
modeled as 
 є ∗ ݐଵ݀ݔ݀ = ଵଷݔ)−	 − ଵݔܶ +   (11)	ଶ)ݔ

 ௗ௫మௗ௧ = ଵݔ) − (ௗݔ + ௗݔ) − (௦ݔ ∗  (12) ,	ݑ

 
where ݑ	[6] is the control variable associated  
with the pacemaker which is defined as	ݑ	1= for  ݔଶ଴ ≤ ଶݔ ≤  ଵ for whichݔ ଶଵ and for those values ofݔ
ଵଷݔ)  − ଵݔܶ + (ଶݔ > 0	 (13) 
 
and all values of ݔଵ and ݑ	0 = otherwise, where	ݔଶଵ is 
the first value of ݔଶ obtained after ݔଶ଴, which is the 
final second order equation to which the EnKF is 
applied. Here the pacemaker signal is acting as input 

signal	ݑ, which is generated either by natural 
pacemaker or by artificial cardiac pacemaker attached 
with unhealthy heart. 
 
 
3. Ensemble Kalman Filter Applied to 

Heart Model 
 

The Ensemble Kalman Filter [2] is an estimator to 
predict the statistics of noise in system and for 
predicting the system’s state by using ensemble 
integration. EnKF is used for those systems which 
shows nonlinear behavior. EnKF is used for the system 
which has large data samples obtained after 
discretization of partial differential equation, therefore 
EnKF uses sample covariance instead of covariance 
matrix. EnKF always assumes the probability 
distributions involved are Gaussian. Ensemble is a 
sample which is independent identically distributed 
random variables and its probability distribution is 
represented by the mean and covariance, therefore it is 
assumed that the ensemble is normally distributed. 
The ensemble covariance is computed from all 
ensemble members together, which introduces 
dependence and the EnKF formula [8] is a nonlinear 
function of the ensemble, which destroys the 
normality of the ensemble distribution. 

For finding the error statistics and state estimate for 
current time ݐ௡ where	݊	represents the time instant, 
EnKF uses the ensemble of previous states and 
corresponding outputs. If it is assumed that there are ݍ 
forecasted state estimates at ݊ sec, this initial or 
forecasted states are used to estimate the output at ݊௧௛ 
state and then ensemble matrix gets updated which is 
then used to calculate the output and next state. The 
ensemble [7] is written as 
௡௙ݔ  ≜ ൫ݔ௡௙భ൯, ൫ݔ௡௙మ൯, … . , ቀݔ௡௙೜ቁ, (14) 

 

where ݂ indicates the ensemble member number,	ݔ௡௙೔ 
is obtained after applying ݔ௡ିଵ௙೔ 	to the system model 

where	ݔ௡ିଵ௙೔ 	is calculated as 
݈ܽ݅ݐ݅݊݅)  ݁ݑݎݐ ݁ݐܽݐݏ (݁ݑ݈ܽݒ +	 ଴݂	, (15) 
 
where initial value matrix has initial values of ݔଵ	and ݔଶ. Where	 ଴݂ represents deviation from true state 
values. 

In this paper the ensemble size that is forecasted 
estimates states is chosen as q = 40. Initially these  
40 values are applied to system model which considers 
those values as initial state and then for each such 
value current states are calculated, which acts as 
modified ensemble whose mean is calculated. The 
ensemble mean [1, 2] and [5] is calculated using all 
these values 

௡௙ݔ̅  ≜ ௡௙೔௤ݔ෍ݍ1
௜ୀଵ , (16) 
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which is denoted as 
௡௙ݔ̅  ∈ 	ܴ௠×௤	 (17) 
 
therefore 40 different values of output will get 
generated after processing it as per EnKF algorithm, 
average of this output values gives the current 
estimate. 

The estimated state value for current state using 
Ensemble Kalman Filter algorithm is given by 

ഥ௡௔ݔ	  = ௡௔೔௤ݔ෍ݍ1
௜ୀଵ 	 (18) 

௡௔೔ݔ	  = 	 ௡௙೔ݔ ෡௡ܭ	+ ቂ݉ݕ௡ − ℎቀݔ௡௙೔ቁቃ (19) 

 
and i varies from 1 to ݍ, where ܭ෡௡	is filter gain 
calculated as ratio of error covariance matrices, 
෡௡ܭ	  	= ෠ܲ௫௬೙௙ ( ෠ܲ௬௬೙௙ )ିଵ (20) 

 
Further the elements of sample covariance matrix 

are found out, Ensemble Kalman Filter’s state error 
covariance matrix is given by 

௡௙ܧ  ∈ 	ܴ௠×௤ (21) 
 
with ensemble error matrix as 
௡௙ܧ	  	≜ 	 ቂݔ௡௙భ − ……,௡௙ݔ̅ . . , ௡௙೜ݔ −   (22)	௡௙ቃݔ̅

 
and the output error matrix is given by 
௬೙௔ܧ  	≜ 	 ቂݕ௡௙భ − ,ത௡௙ݕ …… . . , ௡௙೜ݕ −  ത௡௙ቃ, (23)ݕ

 
where output matrix is calculated for one of the values 
out of two states i.e. ݔଵ or ݔଶ, which is getting 
estimated in correspondence with measured signal. 
For ݊ ௧௛ state ensemble of estimated states at (݊ − 1)௧௛ 
state is used for calculations. The approximated values 
[2] are 
 	 ෠ܲ௡௙ ≜ ݍ1 − ௡௙ܧ1 ∗   (24)	௡௙൧்ܧൣ

 	 ෠ܲ௫௬೙௙ ≜ 	 ݍ1 − ௡௙ܧ1 ∗ ௬೙௙ܧൣ ൧்	 (25) 

 	෡ܲ௬௬೙௙ ≜ ݍ1 − ௬೙௙ܧ1 ∗ ௬೙௙ܧ] ]்	 (26) 

 
from equations (25) and (26) EnKF gain is obtained. 
The approximated error covariance matrix is 	 ෠ܲ௡௔ ≜ ݍ1 − ௡௔ܧ1 ∗  (27) ்(௡௔ܧ)

 
Perturbed measured value is obtained as given 

below, when true state values are applied to heart 

model then the output gets generated which has 
processed values of ݔଵ and ݔଶ. The processed values 
then gets added with the state noise ݓ	௡	[7]. ݓ௡ is 
sampled from a normal distribution with zero average 
and covariance ܳ௡. The sample error covariance 
matrix calculated from ݓ௡ converges to ܳ௡	as	ݍ → ∞. 
 
1௡ݕ  = ݐݑ݌ݐݑ݋)ݕ ݐܽ (݁ݐܽݐݏ	ℎݐ݊  ௡ (28)ݓ	+
 

Therefore	1ݕ௡ contains the processed values of ݔଵ 
and	ݔଶ. At the time of measurement if any one value 
out of this two state values is measured then in that 
value measurement noise ݒ௡  [7] gets added. 

௡݉ݕ  = 1௡ݕ ௡ݒ	+  , (29) 
 
where ݒ௡ is a zero mean random variable which has 
normal distribution and covariance	ܴ௡. The sample 
error covariance matrix obtained from ݒ௡ converges to ܴ௡ as ݍ → ∞. 

Substituting all computed values in equation (19) 
the estimated value at ݊௧௛ state is found out. The 
current state value is given as 
௡௔೔ݔ  = ௡௙೔ݔ + ෡௡ܭ ቂ1ݕ௡ ௡ݒ	+ − ℎቀݔ௡௙೔ቁቃ (30) 

 
for all i varies from 1 to q and finally current output 
[1, 2] and [5] is estimated as 
௡௔ݔ̅  = ௡௔೔௤ݔ෍ݍ1

௜ୀଵ 	 (31) 

 
The computation burden in case of EKF due to 

approximation of the nonlinearity ݂ ,ݔ)  [7] (ݔ)and ℎ (ݑ
in evaluation of the filter gain ܭ෡௡ is reduced in EnKF, 
therefore no need to calculate the Jacobian of ݂(ݔ,  (ݑ
and ℎ(ݔ) thus EnKF has less numbers of 
computations. 
 
 
4. Matlab Simulation and Discussion 

 
Performance of the proposed EnKF after applying 

it to the heart model is observed using MATLAB 
simulation. The parameters estimated through this 
simulation are length of muscle fiber of heart (ݔଵ) and 
electrochemical activity (ݔଶ). The model of heart 
given in equations (1, 2) is chosen for analysis. 
Estimator is tracking the true value of parameters 
efficiently, is observed from the results of different 
case studies. The value of sum squared error obtained 
between true value and estimated value of the 
parameters is very small, sum squared error for 
different case studies is given in Table 2. 

Table 1 shows the values [10] used for MATLAB 
simulation of heart model. The pacemaker signal [10] 
is used as input signal u. Initial true state values given 
to model are considered as -0.3 for ݔଵ and 0.01 for		ݔଶ. 
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The set of differential equations (1, 2) is solved in 
MATLAB using values as per Table 1. The solution of 
this equation gives true state values, which further gets 
added with the state noise ݓ௡	and measurement noise ݒ௡ due external environmental factors affecting. Noise 
values are given as 

௡ݓ	  = ቂܿ1ܿ2ቃ ∗  (32) 	݁ݏ݅݋݊	݉݋݀݊ܽݎ

௡ݒ	  = ܿ3 ∗  (33) 	݁ݏ݅݋݊	݉݋݀݊ܽݎ
 

 
Table 1. Set Parameters for Heart Model. 

 
Parameters Values 

T 1 mg 
 1.024 micrometer (ௗݔ)
 1.3804 micrometer- (௦ݔ)
є 0.2 ݔଵ (initial) -0.3 ݔଶ (initial) 0.01 

Ensemble size 
EnKF members ≥ twice 

the number of states 
 
 

The constants c1,	c2	and c3	show the amplitude of 
respective noise levels. (ܿ1	 ∗  gets (݁ݏ݅݋݊	݉݋݀݊ܽݎ	
added in ݔଵ and (ܿ2	 ∗  ଶ. The solution of equations (1, 2) which is addedݔ gets added in (݁ݏ݅݋݊	݉݋݀݊ܽݎ	
with state noise is known as true value, this true value 
gets added with measurement noise, this sum is known 
as measured value which act as input to EnKF. This 
measured value is estimated by EnKF. 

EnKF always have number of members greater 
than or equal to twice the number of states. Initial 
EnKF members are formed as true initial value added 
with deviation, given by 
(ݎܾ݁݉݁݉)ܨܭ݊ܧ  = ቂ−0.30.01ቃ + ଴݂	, (34) 

 
where ଴݂	 is the deviation, here deviation value used 
for simulation are 
 	 ଴݂ = ቂ −0.4−0.01ቃ	 (35) 

 
This forecasted ensemble member is considered as 

initial estimation of parameters. Here second order 
differential equation is used therefore it has two states 
to be found, so the ensemble of size greater than or 
equal to twice the number of states is used for 
estimation. If EnKF is considered with more than two 
members then those members are declared as given in 
equation (14). 

Following case studies are done after simulation of 
heart model with EnKF in absence of noise as well as 
in presence of noise. The graphs are plotted between 
true value against estimated value. 

• Case study 1: The state noise and measurement 
noise values are assumed negligible. The ensemble 
size is considered 40. Time steps are considered as 

0.01 sec and graph is plotted for 1 sec. The result is 
shown in Fig. 1. 

 
 

 
 

Fig. 1. Simulation result for case study 1. 
 
 

• Case study 2: The state noise and measurement 
noise values are assumed negligible. The ensemble 
size is considered with 80 members. Time steps are 
considered as 0.01 sec and graph is plotted for 1 sec. 
The result is shown in Fig. 2. 
 
 

 
 

Fig. 2. Simulation result for case study 2. 
 

 

• Case study 3: The state noise and measurement 
noise values are assumed negligible. The ensemble 
size is considered with 40 members. Time steps are 
considered as 0.0001 sec and graph is plotted for 1 sec. 
The result is shown in Fig. 3. 

• Case study 4: The small amount of state noise 
and measurement noise values are added. The 
ensemble size is considered with 40 members. Time 
steps are considered as 0.01 sec and graph is plotted 
for 1 sec. The result is shown in Fig. 4. 

• Case study 5: The large amount of state noise 
and Same measurement noise values as used in case 
study 4 are added. The ensemble size is considered 
with 40 members. Time steps are considered as  
0.01 sec and graph is plotted for 1 sec. The result is 
shown in Fig. 5. 
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Fig. 3. Simulation result for case study 3. 
 

 

 
 

Fig. 4. Simulation result for case study 4. 
 

 

 
 

Fig. 5. Simulation result for case study 5. 
 

 

• Case study 6: The small amount of state noise 
and large amount of measurement noise values are 
added. The ensemble size is considered with  
40 members. Time steps are considered as 0.01 sec and 
graph is plotted for 1 sec. The result is shown in  
Fig. 6. 

• Case study 7: Negligible amount of state noise 
and measurement noise values are added. The 
ensemble size is considered with 40 members. Time 

steps are considered as 0.01 sec and graph is plotted 
for 4 sec. The result is shown in Fig. 7. 

• Case study 8: The small amount of state noise 
and measurement noise values are added. The 
ensemble size is considered with 40 members. Time 
steps are considered as 0.01 sec and graph is plotted 
for 4 sec. The result is shown in Fig. 8. 
 
 

 
 

Fig. 6. Simulation result for case study 6. 
 
 

 
 

Fig. 7. Simulation result for case study 7. 
 

 

 
 

Fig. 8. Simulation result for case study 8. 
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The values of constants c1, c2 and c3 in presence 
and absence of noise along with sum squared error 
obtained for all this case studies are given in Table 2. 
The sum squared error (SSE) is calculated as, 
 SSE = 	∑ 1௜ݕ) − ௜)ଶ௡௜ୀଵݔ̅  , (36) 

 
where i represents the time instant. 
 
 

Table 2. Values Used for Simulation. 
 

Case study 
number 

C1 C2 C3 
Sum squared 

error 
1 0 0 0 0.0307 
2 0 0 0 0.0491
3 0 0 0 0.7871
4 10ିଷ 10ିସ 0.1 1.1787 
5 10ିଵ 10ିଶ 0.1 2.0054 
6 10ିଷ 10ିସ 0.5 31.7522 
7 0 0 0 0.0017 
8 10ିଷ 10ିସ 0.1 0.0049 

 

 

5. Conclusion 
 

The observation of case studies 1, 2 and 3 reveals 
that in absence of noise EnKF is tracking the true 
values very efficiently with sum squared error 
approximately zero. In case study 2 the size of 
ensemble is increased but with increased size sum 
squared error is also got sufficient increment thus 
ensemble size should not be increased a lot. For case 
studies 4 and 5 measurements noise is kept constant 
and state noise is varied, with increased value of state 
noise small increment in sum squared error is 
observed. 

In case study 6 the measurement noise is further 
increased. From case studies 6, 4 it is noted that when 
state noise is constant and measurement noise is 
increased the increment in sum squared error is very 
large. Therefore it is concluded that sum squared error 
is influenced more by the value of measurement noise 
as compared to state noise. For multiple cycles case 

studies 7, 8 are done and corresponding sum squared 
error are noted. From case studies it is concluded that 
EnKF is estimating the parameters successfully in 
absence of noise as well as in presence of noise within 
the proper noise bounds. Therefore EnKF applied to 
heart model can be used to diagnose the disease related 
to heart with better accuracy. 
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