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Abstract: Massively distributed embedded systems are rapidly emerging as a key concept for many 
modern applications. However, providing efficient and scalable decision making capabilities to such 
systems is currently a significant challenge. This paper proposes a model and a specification language 
to allow automated synthesis of distributed controllers, which implement and interact through 
formalisms of different semantics. The paper refers to a case study to illustrate the main capabilities of 
the proposed concept. Copyright © 2009 IFSA. 
 
Keywords: Cyber-physical systems, Networks of sensing systems, Goal-oriented programming 
 
 
 
1. Introduction 
 
Massively distributed embedded systems are rapidly emerging as a key enabling concept for many 
modern applications in infrastructure management, environmental monitoring, energy conservation, 
healthcare, homeland security, manufacturing, and many other [1-6]. This is due not only to sensing 
and electronic devices becoming extremely cheap and small in size (thus, deployable in large numbers) 
but also to the potential of having significantly superior decision making quality if related problems 
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are tackled together instead of separately. Moreover, this helps improving the robustness of the 
systems as experience has shown that many disasters occur due to unaccounted correlations between 
the sub-systems. Providing reliable and efficient decision making capabilities to massively distributed 
embedded systems currently represents a main challenge [7]. 
 
The envisioned decision making paradigm is different from existing approaches, which either focus on 
centralized control or on local control [7], many times using ideas inspired from social or biological 
systems. Centralized control is well understood and reliable but does not scale well for large systems. 
In contrast, local control works well for large systems but with the exception of simple situations, its 
overall performance is hard to be captured. We argue for a distributed decision making mechanism in 
which parameterized control procedures implementing different strategies are dynamically introduced 
or removed depending on the specific optimization goals and operation conditions of the application. 
The controllers operate according to different models depending on the nature of their decision 
making. For example, reactive controllers use physical inputs for local control but operate under the 
constraints set by more abstract decision making procedures, which analyze broader situations based 
on aggregated (abstracted) data and procedures. The proposed decision making mechanism is flexible, 
scalable, and predictable. A key component of the approach is a suitable model and specification 
notation for massively parallel applications. 
 
This paper presents a novel control model and the related specification for developing massively 
distributed embedded applications. We believe that a main challenge in providing scalable descriptions 
for such applications is due to the wide variety of interactions that emerge among the composing sub-
systems, some of which are hard to anticipate a-priori, or might change their importance dynamically 
during execution. The proposed solution is to describe the nature of interactions that might occur 
among modules while leaving the task of optimally implementing these interactions to the compiler 
and execution environment.  
 
More specifically, the proposed model defines the operation goals of each sub-system (e.g., the criteria 
to be maximized or minimized during execution) and the physical capabilities of a module to achieve a 
certain goal (such as its maximum processing speed, highest bandwidth, etc). Different interaction 
types are introduced depending on the way the sub-systems influence each other’s goals and 
capabilities. The specification is compiled into a network of Decision Modules (DMs), which use 
reactive models to control decisions at the physical level, and more abstract formalisms, such as Task 
Graphs and Markov Decision Processes, to perform broader, more strategic decisions. The multi-
semantic DMs interact through (i) constraints by which the strategic modules restrict the reactive DMs 
to guarantee satisfaction of the global goals and (ii) feedback offered by the reactive DMs about the 
feasibility of the constraints. 
 
Section 2 summarizes the related work. Section 3 defines the distributed control model and Section 4 
introduces the main language constructs. Section 5 illustrates the design of an application. Finally, 
conclusions are offered. 
 
 
2. Related Work 
 
Developing concurrent processing systems is known to be a difficult and error-prone activity [8, 9, 10]. 
Existing programming models for concurrent processing differ depending on the granularity of the 
supported parallelism and communication [11]. Traditionally, concurrent threads synchronize and 
communicate through low level mechanisms, like semaphores, critical regions, send-receive 
primitives, etc. Interrupts are the main hardware support for communication [12]. More recent work 
suggests coordination models, in which interfaces define the proper cooperation and communication 
between threads [11-13]. Coordination models describe a common tuple space for placing and 
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retrieving data (e.g., Linda [14]), adaptive parallelism by need-based activation and deactivation of 
threads  (like Piranha [15]), manipulation of the tuple space including aggregation (i.e. Bonita [16]), 
constrained based communication (i.e., Law-Governed  Linda [17]), moving objects from on space to 
another (e.g., Objective  Linda [18]), and dynamic transformation of the tuple space objects (like in  
Gamma [19]). Compositional models, a special class of coordination models, include constructs for 
integrating components into bigger programs, such that the properties of the components are 
preserved. The integration constructs include logic clauses, like parallel AND operations in Strand 
[20], and higher-order functions [21, 22]. Interface-based design [23-26] is based on black-box models 
defining the system properties of the component interfaces, like arrival rate, latency, and capacity of 
the shared resources.  
 
The concept of Visual Programming (VP) was arguably proposed in the 80s [27], however, it is only 
recently that its advantages for embedded applications became apparent. VP languages have been 
proposed for applications like managing smart oilfields [4, 28], vehicle tracking [29, 30], contour 
finding [29], environmental monitoring [2], etc. Region Streams [29] is a functional macro-
programming language for sensor networks. Specification is based on successive filtering and 
functional processing of data pools. The data model is based on continuous data streams sampled from 
the environment and groups of nodes defined by their specific interests in space and over time. 
Language constructs enable aggregation of the data streams from a region and application of a function 
to the streams in a region. Abstract Task Graphs [2] is also a functional specification in which tasks 
sample from and place data into pools. There is no other interaction type between tasks. Channels are 
filters for associating only specific data from a pool to a task. Tasks are executed periodically or when 
input data is available.  Semantic Streams [5] implements a query-based programming paradigm that 
fits well applications in which sensor networks operate as large distributed databases. Queries 
formulated as logic programs are converted by the compiler into a service graph for the network. Data 
sensing is modeled as streams. Other constructs include filtering by specifying properties of the 
streams, defining regions and sub-regions of the physical space, and performance requirements (e.g., 
quality of service). Kairos [30] proposes a set of language-independent extensions for describing 
global behavior of sensor networks controlled centrally. The extensions assume shared memory to 
allow any node to iterate through its neighbors and address arbitrary nodes. 
 
Similar to [5, 29], the data model of the proposed specification language is based on data pools and 
continuous data streams to the modules. However, it differs in that it focuses on optimal decision 
making in massively distributed environment and not on algorithmic descriptions. Therefore, we argue 
that the language is orthogonal to the existing notations as it concentrates on the interactions between 
groups of nodes, or nodes and environment, and less on the behavior of the individual nodes. 
 
 
3. Goal-Oriented Model 
 
Cyber-physical Systems (CPS) are defined by a large set of interacting sub-systems. Each sub-system 
has well defined functionality and performance requirements, however, the interactions are dynamic, 
and their nature and intensity changes during execution. Fig. 1 illustrates a simplified CPS for 
intelligent traffic management. The goal of the system is to optimize the traffic flow of a region by 
adjusting the traffic-light characteristics to the specifics of the traffic flow. The example comprises of 
four sub-systems, the sub-system represented by the moving cars, the two data collection sub-systems 
(based on video cameras and sound-based tracking), and the sub-system formed by the traffic-light of 
the region. Each sub-system has a well defined functionality. 
• The image-based tracking system collects video images of traffic to get information like car 

position and speed, distance between cars, average number of cars passing through a region, size of 
car clusters, and so on. Video images have a certain precision in time and coverage: they are 
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acquired at certain time intervals, and they might offer only a partial field-of-view covering. The 
sub-system can also detect events, like accidents or certain “special” cars, like police cars. 

 
 

 
 

Fig. 1. Interactions in Cyber-Physical Systems. 
 
 
• The sound-based tracking system follows the moving of specific cars, such as police cars, fire 

trucks, and ambulances. Having a tracking alternative can be very useful if the field of view to a 
vehicle is lost, or if the video-based tracking is too slow to meet the necessary timing constraints of 
the application. The system computes the position of a tracked car with a given precision and at 
certain intervals of time. The system also computes traffic statistics, like average speed, and detects 
traffic events, such as stopped cars. 

• The moving cars form a group of mobile embedded nodes. The mobile nodes can interact with each 
other both directly through a wireless, ad-hoc network, and indirectly by sharing the same physical 
space at a certain time. The node dynamics is described by attributes like speed and distance to 
neighboring cars.  

• The traffic-lights subsystem includes all traffic-lights of a region. The traffic-lights controllers are 
connected in a network to better coordinate their parameters offset, cycle and split times. 

 
 
3.1. Sub-system Modeling: Functionality and Performance 
 
Each CPS sub-system is defined as shown in Fig. 2.  
 
The figure illustrates the main characteristics of the proposed distributed control concept and the 
related specification language. The wide geographical areas from which data is sampled define pools 
of heterogeneous data (e.g., images, temperature, humidity, number of moving vehicles, etc.). The 
association of data acquisition to the physical area is defined graphically, as shown in the left figure by 
the larger and smaller rectangles. For each defined area, the user specifies the goals that must be 
achieved by the distributed application, such as maximizing the traffic flow through the area, or 
keeping the pollution level below a preset limit.  
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Fig. 2. Sub-system description for distributed decision making and control. 
 
The execution platform is a massively distributed network of embedded controllers. Each controller 
node comprises hardware for sensing and actuation as well as processing, storage, and communication. 
In addition, hardware is reconfigurable, so that the available pool of resources at a node can be 
configured to meet different performance trade-offs, like variable processing speed, energy 
consumption, resolution, storage space, and so on. Hence, the model assumes that the functionality 
(algorithm) of each node is well defined and fixed but the node’s performance is parametric and 
dynamically changing at execution. 
 
The following three aspects are the core of the proposed model: 
• Separation of algorithmic aspects from goals: Algorithms describe the ontology of the application, 

and, over time, remain the same for all nodes in the network. In contrast, goals define optimization 
criteria, performance, safety, etc., depend on the specific execution platform and conditions, and 
change dynamically in time. While building algorithms is arguably more efficiently done by 
humans, finding the parameters for optimal execution is cumbersome but can be automated. 

• Description of interdependent, heterogeneous sub-systems: Global goals in large applications are 
likely to transcend different sub-system types. Also, the significance of the various related 
components can change over time. This invalidates static interaction schemes between sub-systems. 

• Avoiding explicit descriptions of synchronizations and data transfers: Explicit specification of inter-
node communication reduces scalability and reusability. It is hard and unreliable to attempt 
capturing all possible interactions between the components of massively large scale applications. 
Instead, the design environment ought to identify the best interaction schemes between components, 
so that the overall goals as well as the goals of the modules are met.   

 
The proposed goal-oriented model comprises of separate Decision Modules (DMs) that operate to 
optimize a well-defined set of goals while the overall goals of the application are also being optimized. 
Each module executes a set of parameterized behaviors (algorithms) for which the parameters are 
automatically computed based on the information provided through the goal-oriented descriptions. 
DMs interact with each other only in small numbers but can perform global decisions by using data 
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aggregated from large regions and by strategic decision methods (e.g., based on Markov Decision 
Processes). Fig. 3 illustrates a network, which comprises different decision making models (Finite 
State Machines, Markov Decision Processes, etc.). 
 
Similar to other specification languages for sensor networks, the proposed data model is based on data 
pools associated to regions and groups. Modules sample inputs from and generate outputs to a data 
pool for region. Regions represent continuous collections of tokens, such as a geographical area. 
Groups are discrete collections of tokens. Regions and groups can be associated to a specific physical 
area of the environment, or can be described by their defining properties. 
 
Efficient and robust decision making must be guaranteed for hard-to-predict conditions. The overall 
behavior should be capable of autonomously meeting performance requirements, e.g. real-time 
constraints, bandwidth limitations, energy constraints, speed requirements, precision, etc. The 
underlying decision making model (DMM) is based on a multi-semantic decision making networks 
that represents the overall application performance at different levels of abstraction and using different 
evaluation formalisms. The low levels employ reactive models, e.g., Finite State Machines, which are 
capable of tackling unexpected situations. The upper levels use less flexible models but with more 
predictable performance, such as Data Flow Graphs and Task Graphs. Thus, the semantic hierarchy 
offers a smooth transition from the fully reactive behavior at the embedded node level and the 
deterministic operation at the application level. The number of abstraction levels and the decision 
making models for each level depend on the application. 
 
The interaction between the different semantic models is achieved through top-down and bottom-up 
constraint transformation along the entire multi-semantic network: the top-down mechanism constrains 
the lower decision making levels by bounds introduced for their goals. As long as the low level 
operation stays within the bound it can be guaranteed that the overall performance is satisfied. The 
bottom-up mechanism signals when constraints (imposed by the upper levels) are cannot be satisfied 
by the lower levels. Fig. 3 shows a semantic hierarchy with three models, the bottom layers represent 
reactive behavior, and the top layers offer a performance predictive description of the system as Task 
Graphs (TGs) with data dependencies and Markov Decision Processes (MDPs). 
 
 

 
 

Fig. 3. Specification and distributed control concept. 
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The scheduling results of TGs are used to compute timing constraints for the reactive behavior of the 
bottom level DMs. As long as their reactive operation stays within these constraints, the overall timing 
requirement can be guaranteed. Bottom-up constraints express the amount of performance “violation” 
occurred at the physical level, and ought to be considered when re-computing the decision at the upper 
levels. The propagation of top-down and bottom-up constraints is performed continuously at runtime. 
 
The networked decision making in Fig. 3 operates as follows. The reactive DMs employ input 
sampling and event driven decision making mechanisms, such as Finite State Machines (FSMs). The 
reactive behavior switches from one task to another depending on the occurrence of events. For 
example, the system switches from S1 to S2, if event e1 occurs. Each embedded unit executes its own 
controller. Hardware reconfiguration offers the capability of selecting online task implementations 
with different parameters, like speed, energy, memory, communication bandwidth, etc. Several 
individual controllers might decide to collaborate by building collectively a shared description that 
defines how the individual controllers use jointly any shared resources to achieve common objectives, 
such as the access over time (schedule) of vehicles accessing intersections. For example, the shared 
description can be a Conditional Task Graph (CTG) [31], which includes decisions specific to different 
operation conditions, such as various traffic loads. Note that CTG decision making is at the level of 
small local areas rather than individual controllers. Next, the CTG descriptions of the correlated areas 
are used to build description covering broader areas, such as those at the Markov Decision Process 
level. This step distributes the overall goals into goals for the individual sub-systems using information 
from the Markov Decision Process level. 
 
The execution environment determines the structure of the distributed multi-semantic decision network 
as well as the node’s performance parameters. The network expands and shrinks depending on the 
nature of the application. Section 5 presents a case study for different decision making procedures. 
 
 
3.2. Emergent Interactions 
 
The sub-systems interact in complex ways. Interactions include not only exchanging data between the 
sub-systems, like in traditional concurrent tasks, but also modifying the goals, constraints, and other 
parameters of the participating sub-systems. For example, the travel speed of cars sets the timing 
constraint of the image-based tracking sub-system, so that certain field of view coverage is guaranteed. 
The traffic characteristics (e.g., average speed and average number of passing cars) determine the 
timing parameters of the traffic-lights, like cycle time, offset and split time. The timing deadlines for 
“special” cars, like police cars and fire trucks, act as hard timing constraints for both the image-based 
and sound-based tracking sub-systems. 
 
Many interactions emerge for specific conditions. For example a high traffic load triggers the need to 
optimize the timing parameters of the traffic-lights, however, if the traffic load is very low then the 
default, periodic timing is sufficient, and hence there is no need of establishing interactions between 
the traffic-light and image-based tracking sub-systems. Also, the sound-based tracking sub-system 
needs to interact with the other sub-systems only in special conditions, such as if there is no direct 
sight of view or if the timing requirements are tight. In general, two sub-systems interact with each 
other whenever the activities of one have a significant impact on the behavior of the other sub-system. 
The significance of the impact is dynamic as it changes in time and space. Moreover, the identity of 
the interacting sub-systems is hard to predict a-priori due to the large number of potential interactions 
and the likelihood of adding new sub-systems to an existing CPS application. Incremental changes to 
the CPS functionality should be performed without recompiling the entire application, and without 
stopping the execution of the existing sub-systems. Adopting a conservative approach in implementing 
emergent interactions can lead to excessive communication overhead due to excessive synchronization 
and data exchange between sub-systems. 
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We suggest the concept of interaction space as the main mechanism for defining and implementing 
emergent interactions between sub-systems. Interaction spaces are inspired from energy fields: 
interaction spaces define procedures for (i) adding and removing energy from a field, (ii) propagating 
energy, and (iii) measuring the energy without changing the status of the space. In addition, global 
energy sources define overall interaction needs for the sub-systems. The routines of each CPS sub-
system have defined a “footprint” in terms of their impact on the interaction space. The footprint can 
change dynamically. Emergent interactions between sub-systems are identified by following the 
footprint of the sub-systems, such as a sub-system that generates significant amounts of energy 
interacts with another sub-system that is sensitive to the energy. Once an interaction is identified, 
dedicated communication channels are set-up between the sub-systems to provide the needed 
synchronization and data exchange with a reduced communication overhead. Fig. 1 illustrates the 
concepts. The space has multiple orthogonal directions, which may or may not correspond to the 
Cartesian directions. The directionality of interactions results from the way energy is added (input) and 
removed (output) from the space. The influence of each action ripples through the space along each 
direction depending on a propagation resistance along that direction. The influences propagate more if 
the resistance is lower. The propagation resistance can change dynamically depending on the impact of 
the sub-system that adds or removes energy. Also, the influence can be eliminated in case a sub-system 
must have only a local influence. 
 
A possible representation of an interaction space can be based on electrical fields. For our example, the 
cars entering the region can be interpreted as being analogous to electrical charge, thus adding energy 
to the electrical field corresponding to the interaction space. The cars leaving the region represent 
removing of energy from the field. The two tracking sub-systems measure the energy of the interaction 
space. Each route of the region defines a direction of the space. The traffic characteristics along a 
route, e.g., the average speed of cars, define the propagation resistance along that direction. The 
propagation resistance changes dynamically for each car or group of cars depending on the moving 
characteristics of the cars. Each traffic-light behaves as a switch that controls the moving of the charge 
particles along the existing routes, hence control the propagation resistance along directions. This 
representation can be used to identify emergent interactions between separate sub-systems and also 
between the components of the same sub-system. For example, if the traffic flow increases 
significantly along a certain route then the related energy increase affects a certain area of the region. 
The traffic-lights in that area must be coordinated with each other as they control the propagation 
resistance. Another example refers to the emerging interactions between video-based and sound-based 
tracking system. The coverage dropping of the video-based sub-system is described as a steep increase 
in the propagation resistance along the route. The resistance increase can be compensated through a 
similar decrease if the sound-based tracking sub-system can provide the necessary tracking. Hence, an 
emerging interaction is established between the two sub-systems. Note that the interaction space 
representation defines only a qualitative view of a CPS application, hence it is not used for quantitative 
reasoning, such as for detailed decision making and control at the level of the individual sub-systems. 
 
 
4. Main Specification Constructs 
 
The main constructs of the proposed goal-oriented specification notation are illustrated in Fig. 4. 
 
The basic specification entity is a Decision Module (DM), which corresponds to local points, physical 
areas, zones, or larger regions. As explained in Section 3, each DM executes specific application-
specific algorithms for sensing, processing, and actuation. This part is internal to each DM and is 
specified using an existing programming language, like C++ or Java. The focus of the proposed 
specification notation is on describing the local and global goals and the nature of interactions between 
modules. The compiler automatically produces the actual interaction mechanism, such communication 
mechanism and parameters. For simplicity, the presentation is descriptive instead of a formal one. 
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Fig. 4. Specification for scalable decision making. 
 
 
Fig. 4 illustrates that a DM has four main parts: inputs, outputs, capabilities, and goals: 
• Inputs: DM inputs either sample the pool of data associated to a physical region or are interaction 

data coming from other DMs. The acquisition semantics of an input can be continuous time, 
discrete time, or event driven. Moreover, inputs can refer only to certain facets of physical signals, 
e.g., voltage, current, phase, and frequency of a signal. The user can also specify aggregation of 
signals over time and space (integrals for continuous inputs and sums for discrete signals) and rate 
of change (sensitivities) with respect to time, space, or other signals (derivates for continuous inputs 
and differences for discrete inputs). 

• Outputs: DM outputs relate to the outputs produced by the algorithm of a module.  Outputs include 
physical actuation and control signals. 

• Capabilities: Each module has a limited set of physical capabilities, such as the highest amount of 
service requests it can service, local memory, processing speed, energy resources, communication 
distance and bandwidth, and so on. These capabilities affect the ability of a node to maximize its 
local goals, and also percolate in influencing the quality of the optimal value that is reached for the 
overall application. For example, the low processing speed of a node or lack of memory might restrict 
the amount of alternatives that are locally analyzed, and affect the quality of the optimization 
process conducted by the node. The user can define attributes, like the upper and lower bounds and 
average value in time and space of a capability. 

• Goals: The part indicates the goals to be optimized by each DM. Goals can be expressed either as 
maximizing or minimizing a cost function, or as a constraint satisfaction requirement, in which the 
goal expression must either exceed or fall below a threshold value. The cost function is defined over 
outputs and capabilities. 

 
Components interact through interactions. The interactions are identified dynamically based on the 
interaction space concept discussed in Subsection 3.2. The following kinds of interactions can be 
established between DMs in the proposed notation: 
• Collaborative interactions: Collaborative interactions are set up between DMs, which have non-

conflicting (non-competing) goals. Modules interact with each other through inputs and outputs, 
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e.g., one module produces outputs to the pools that serve as inputs to another module. The goals and 
capabilities of the modules are not affected by this kind of interactions. 

• Competing interactions: Such interactions are between DMs with competing goals, like optimizing 
the goal of one DM affects adversely the optimization of the other DM. Similarly to collaborative 
interactions, modules interact through their inputs and outputs but cannot change their goals or 
capabilities. 

• Guiding interactions: Guided interactions are between DMs at consecutively higher levels in the 
semantic hierarchy. DMs at upper levels generate outputs that are used to set the goals of the 
modules at lower levels. This way the first modules are steering the goals and hence the behavior of 
the latter modules. 

• Enabling interactions: Enabling interactions are information transfers from lower (reactive) 
semantic levels to the upper levels. A lower DM transmits information about its capabilities to an 
upper DM, so that the second can use this knowledge during a decision making that might affect the 
goals set for the lower DM through guided interactions. Enabling interactions are the information 
links through which upper DMs acquire knowledge about the actions that are ongoing in the real 
world. 

 
In the proposed specification notation, the nature of interactions is dynamic and does not explicitly 
state the DMs participating to it. Instead, the user describes the conditions (thresholds) under which 
DMs start to interact with each other, like the change of an input, exceeding a threshold value, 
exceeding certain capabilities, etc. Interactions are described using Interaction Modules (IMs). IMs 
define any data transformation (such as data aggregation, filtering, etc.) that is needed if DMs of 
different formalisms are interacting. Similar to DMs, IMs have goals and capabilities. Moreover, the 
user must specify for each of the four interaction types, the formal mechanism (TGs, MDPs, etc.) used 
to resolve the interaction. 
 
 
5. A Case Study and Insight into Specification Compiling 
 
This section offers insight onto how the proposed model is used for efficient decision making and 
implementation. The discussion is based on a case study on coordinated traffic management in urban 
areas. The section discusses decision making strategies at different levels of abstraction, such as the 
traffic-light level, zone level, and area level. Different models and methods are used in each case. The 
section also highlights the interactions between these levels. 
 
The traffic-light management sub-system has the goal to maximize the total number of vehicles 
passing through the managed area while the delay of a car is kept below the preset limit T. This 
constraint guarantees that cars on the less traveled directions are not indefinitely delayed by the 
vehicles moving on busier directions.  Fig. 5a presents a simple street network. Arcs indicate the traffic 
flow. Traffic-lights (shown as small, black bubbles in the figure) are positioned at each intersection. 
The traffic-light parameters, e.g., cycle time, split time and offset, must be controlled by the sub-
system to maximize the traffic flow. 
 
The traffic management sub-system has a hierarchical structure so that decision making scales well 
over large geographical areas. The lower structures use semantic models that are based on physical 
parameters, such as the vehicle speed and inter-vehicle distance. The upper levels employ semantic 
models that provide an aggregated, more strategic view of the traffic flow. The hierarchy is as follows: 
• Each traffic-light is controlled by a local DM called Intersection Traffic Unit (ITU). ITUs have 

reactive behavior based on FSMs with parameters optimized for the maximum traffic flow. 
• Neighboring ITUs form Zone Traffic Coordination Units (ZTCUs) that coordinate the ITUs. Using 

information from the individual ITUs, ZTCUs compute the ITU parameters that offer the best 
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overall traffic flow for the set of coordinated ITUs. The ITU interactions are emergent: ITUs 
interact with each other only if cars are passing through the intersection. 

• The ZTCUs of an area are coordinated by the higher-level DM called Area Traffic Control Unit 
(ATCU). ATCUs formulate a global, aggregated view about the traffic flow, and calculate the 
ZTCU parameters that optimize the traffic flow of the entire area. 

 
Fig. 5 and Fig. 6 illustrate the first two lower levels of the multi-semantic, hierarchical decision 
making model: the FSM of the ITU and the Conditional Task Graph (CTG) of the ZTCU. The figures 
also show the interaction between the two levels. Each ITU implements a FSM with three states, Red, 
Yellow, and Green. DMs are executed by each embedded node. Assuming cyclic traffic signals, the 
arcs in Fig. 6b define the state transitions, which are taken after the FSM spends Ti,j time units in the 
current state (the time is called split time). The time intervals are specific to each ITU and transition, 
and are fixed by the ZTCU to optimize the traffic flow through the zone. The schedule of the traffic 
signal repeats after a period called cycle time. The neighboring ITUs interact with each other to decide 
the delay between the monitored intersections (the delay is called offset). The decision making 
methods of the ITUs and ZTCUs are discussed next. 
 
 

 
 

Fig. 5. ITU-level behavior: a) simple street network, b) time behavior 
of ITU and c) traffic parameter estimation. 

 
 

 
 

Fig. 6. FSM – CTG interaction: a) CTG for traffic in Figure 5(a) and b) ZTCU-level 
CTG scheduling table and interaction with ITU-level FSM. 
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Fig. 5 illustrates the physical-level behavior of the traffic-light sub-system. The figure indicates the 
sequence of states along the directions In1 and In3 in Fig. 5a. Fig. 5b shows the time behavior of the 
ITUs (for each traffic-signal). N1 vehicles are passing along direction In1 as long as the traffic-light is 
in state Green1, and N2 vehicles are passing along direction In3 as long as the traffic light is in state 
Green2. The discussion assumes that no cars are passing if the current state is either Redi or Yellowi. 
The buffer states Redc,i and Red*

c,i were introduced to guarantee that no vehicles are moving through 
the intersection during the switching to the states Greeni along any of the two directions. 
 
The moving of the vehicles is characterized by two main parameters, the average time Tex

i required to 
traverse the route portion I, and the number of vehicles Nout,j that move along direction j through an 
intersection. Using Fig. 5c, we estimate the number of vehicles that are moving along Direction In1 
and are going through the following intersection during the next state Green of the traffic-light. The 
same reasoning can be applied for all other directions. Value Nw is the number of vehicles waiting in 
the queue of the next traffic-light. Value Nm is the number of cars arriving at the intersection along the 
observed direction. Time Ttravel is the time that cars need to move between the two consecutive traffic-
lights. Time ∆ is the delay between the traffic-lights. 
 
There are two scenarios: (i) if the Nm cars reach the next intersection before the Nw cars pass through, 
and (ii) if the cars reach after the waiting queue was cleared. In the first case, some of the Nm cars 
experience delays, while in the second case the in-coming cars are not delayed. The two cases are 
analyzed next. The time needed for all Nw vehicles to pass through the intersection is equal to  
Tthrough = Nw/nL + ∆, where nL is the number of vehicles passing per unit of time after vehicles were 
stopped. The first case corresponds to the conditions Ttravel ≥ Tthrough and Tthrough ≤ TGreen. Otherwise, the 
second case is performed. The two cases are analyzed next. 
 
Case (i): The value Nleft = Nw - nL (Ttravel - ∆) is the number of cars that are still in the queue when the 
pool of Nm cars reaches the intersection. Two situations can be identified. First, if nIn > nL, where nIn is 
the number of cars arriving along the observed direction in a unit of time then all Nm cars are delayed. 
Hence, the number of cars passing through the intersection is Nout = min (Nw + Nm, nL TGreen). The 
number of cars remaining in the waiting queue, hence representing the value Nnext

w for the next traffic-
light period, is equal to Nnext

w = max (0, Nw + Nm - nL TGreen). Second, if nIn < nL then only some of the 
Nm cars are delayed in the waiting queue of the traffic-light, while the following cars pass through 
without delay before the traffic-light changes states. The time requited to clear the waiting queue is 
equal to Tclear = Nw/(nL - nIn). If Tclear ≥ TGreen then only a fraction of the waiting cars can pass through 
before the traffic-light changes states. Hence, Nout = min (Nw nL/(nL - nIn), nL x TGreen) and  
Nnext

w = Nw + Nm - Nout. If Tclear < TGreen then the number of passing-through cars is equal to  
Nout = Nw nL/(nL - nIn) + min (nH (TGreen - Tclear), Nm). Value nH is the number of cars passing through 
per unit of time, if the cars are not placed in the waiting queue at the intersection. The cars remaining 
in the waiting queue for the next period are Nnext

w = Nw + Nm - Nout. 
 
Case (ii): The time required to move the Nw vehicles through the intersection is equal to Tclear = Nw/ nL. 
If Tclear ≥ TGreen then only a fraction of the Nw vehicles are moving through, hence, Nout = nL TGreen. The 
number of cars that are placed in the waiting queue for the next traffic-light period is equal to  
Nnext

w = Nw - nL TGreen + Nm. If Tclear < TGreen then Nout = Nw + min (Nm, nH (TGreen - Tdelay + ∆)), and 
Nnext

w = Nw + Nm - Nout. 
 
The analysis shows that the ZTCU-level behavior experiences multiple modes of operation depending 
on the traffic conditions. To represent the conditional behavior, the ZTCU functionality is expressed as 
a Conditional Task Graph (CTG) [31], which describes the activities performed by the moving 
vehicles as they pass through the zones controlled by the ITUs. The activities are selected depending 
on conditions such as the traffic load. Hence, CTGs capture all situations in which a car can be 
involved. The analysis method assumes that one car enters the corresponding zone from each of its 
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directions. For example, in Fig. 5a, one car enters along directions In1, In2, and In3. The related 
activities include passing through the intersection, moving to the next intersection, and so on. We 
assumed single-lane roads. This implies that two cars coming through the intersections ITU1 and ITU2 
cannot move simultaneously. 
 
Fig. 6a presents the CTG for the zone in Fig. 5a. There is a parallel thread for each direction of the route. 
The graph presents the activities for moving a car through the zone. Tasks T1 and T2 describe the 
traveling of a vehicle entering the zone from the left, tasks T3 and T4 model the moving of a vehicle 
coming from the top-left road, tasks T6 and T7 represent a car moving from top right, and so on. Each 
of the activities is characterized by a typical execution time Tex

k that is estimated based on the data 
collected locally by the sensors at the traffic-lights, e.g., the video-based and sound-based tracking 
sub-systems. The execution times differ for different traffic scenarios, such as slow traffic (branch Li) 
and heavy traffic (branch Hi). The semantics of CTGs states that one and only one of the two branches 
Li and Hi originating at a conditional node is executed for each traversal of the graph. This semantics 
defines a conditional (multimode) behavior. Certain road sections (shown as dark areas in the figure) 
act as shared resources for two or more cars, while other sections are dedicated resources.  In the 
graph, the tasks sharing the same resources are grouped in the two clusters marked with dashed and 
dotted lines. In addition, the execution time ∆ of the dummy task T10 defines the offset time between the 
two traffic-lights. Note that the parallel threads through the CTG interact through the number Nw of 
cars waiting before a traffic-light. These cars were “placed” in the waiting queue by the previous 
thread. Hence, finding fast schedules requires not only minimizing the total execution time of the 
current flow but also controlling the queue lengths. 
 
ZTCU computes the optimal scheduling of the tasks Ti to maximize the number of cars that move 
through the zone over a period of time, and/or minimize the overall time taken to cars to move through 
the zone. Different traffic conditions determine the values of the task attributes, like the execution time 
Ti

ex. The schedule lengths are used to compute the optimal cycle and split times of each ITU, and also 
find the delay values between successive traffic-lights. This step is discussed later in the section. 
 
Each schedule corresponds to traffic conditions described by the conditional behavior of the CTG. For 
example, if the traffic is slow on Segment 1 then the branch labeled L is taken after task T1 is 
completed, hence task T2 is performed. If the traffic load is high then branch H is selected, and task T2

' 
is pursued. Tasks T2 and T2

' can never be performed simultaneously as they correspond to mutually 
excluding conditions (the traffic intensity cannot be simultaneously low and high). This generates 16 
different situations for the case in Fig. 5, such as schedule S(L,L,L) with the total time Ttot

(L,L,L) for the 
situation in which the traffic load is light for all three intersections. The concrete task scheduling for 
CTGs can be computed with scheduling algorithms similar to the one in [31]. 
 
Fig. 6b presents the interaction between the FSMs of the ITUs at each traffic-light and the CTG 
scheduling at the ZTCU. The structure of the scheduling table computed online by the ZTCU is shown 
in the figure. The table includes the schedules for the scenarios that can emerge in traffic. The table in 
the figure presents two situations: one in which traffic is light along all directions, and the second in 
which the traffic along Direction 2 is high, and it remain low along the others. The boxes in gray 
indicate idle times along a direction. The information in the CTG scheduling table is mapped down onto 
the FSMs of each individual traffic-light. For example, for Scenario 1 (in which the traffic intensity is 
low along all directions), the time required for performing task T3 plus the following idle time generate 
the timing constraint ∆Tx, which states that after that amount of time the FSM must be in state Green, 
thus allowing traffic to progress along Direction 2. Similarly, for Scenario 2, the time for task T1 plus 
the following idle time define the constraint ∆Ty, which states that the traffic signal must be in state 
Red after time ∆Ty, which allows traffic to progress along Direction 1. As long as each traffic signal 
meets its local timing constraints (∆Tx and ∆Ty), the behavior at the ZTCU-level meets the traffic 
schedules specified in the ZTCU table. 
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Fig. 7a introduces the more abstract decision making level, called Area Traffic Coordination Unit 
(ATCU). Its procedure is based on Markov Decision Processes (MDP). The figure also presents the 
connection of ATCU to the lower-level CTGs. For an estimated number of vehicles that pass through 
the area, each ZTCU calculates the optimal activity schedules for the predicted traffic scenario. If the 
timing delay TZTCU

i of the ZTCU schedule i exceeds the timing constraint for traversing the area then 
the traffic-light controllers are adjusted so that the new traffic scenarios produce schedules that meet 
the constraint. Figure 7(b) offers a pictorial description of Continuous-Time Markov Chains (CTMCs): 
 
 ),,),(,,( rKpiAASCTMC =  (1)
 
where S is the set of states, A is the action set, and A(i) are the actions associated to state i in S. p(i,j,a) 
is the transition rate if action a is chosen for transitioning from state i to state j. K is the number of 
reward criteria, and rk(i,a) is the reward rate if action a is selected for state i. xi is the steady-state 
probability of state i. 
 
 

 
 

Fig. 7. CTG - MDP interaction: a) interaction between ZTCU-level CTG  
and ATCU-level MDP and b) MDP definition. 

 
 
CTMC are employed at the ATCU-level to control the moving of vehicles over time so that the traffic 
load is maximized. The interaction between ZTCUs models the fact that the number Nout of outgoing 
vehicles for a ZTCU is equal to the number Nm of ingoing vehicles for the next ZTCU. Hence, for the 
situation in Figure 8 (a), Nout,1 = Nm,2 and Nout,2 = Nm,3. In addition, the behavior of each ZTCU is 
expressed as a separate CTMC, as presented in Fig. 8 b. 
 
 

 
 

Fig. 8. MDP-level decision making: a) sequence of three ZTCUs and b) interaction of the related MDPs. 
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The states of the CTMC correspond to the number <Nw1, Nw2, ... Nwk> of vehicles waiting in the k 
queues of the zone monitored by each ZTCU. The transition rate pi,j,Nm,k between any pair of states i 
and j depends on the number Nm,k of vehicles entering the zone. Hence, the values Nm,k act as actions 
for the CTMC. The transition rate is equal to the frequency of having Nm incoming vehicles. The 
reward criteria are the execution time required for the vehicles to reach the end of the zones (the 
execution time corresponds to the lengths of the schedules computed by the ZTCU) and the number 
Nout of vehicles that exit the zone. The following set of equations is formulated for each ZTCU I: 
 
 ∑

∀Nm
p(i, i, Nm) xi,Nm -∑∑

∈ ∀SIj Nm
p(i, j, Nm) xi, Nm = 0, ∈∀j SI, (2)

 
 ∑∑

∈SIi Nm
xi,Nm = 1, ∈∀i SI, ∀Nm (3)

 
 xi,Nm ∈∀≥ i,0 SI, ∀≥ ,0 Nm (4)
 
The set of equations must be solved so that the total number of vehicles output at the last ZTCU 
(ZTCU3 in Figure 8(a)) is maximized: 
 
 max ∑∑

∈Ii Nm
 Nout (i, Nm) xi,Nm (5)

 
The steady-state probabilities are computed by solving the set of equations. The probabilities are 
utilized to calculate the percentage of time that each alternative is used at the ZTCU-level. 
 
 
6. Conclusions 
 
Massively distributed embedded systems are rapidly emerging as a breakthrough concept for many 
modern applications. However, providing efficient and scalable decision making capabilities to such 
systems is currently a significant challenge. The paper proposes a model and specification language to 
allow automated synthesis of distributed controllers, which implement and interact through models of 
different semantics. Scalability of descriptions is realized through defining the nature of interactions 
that can occur among decision modules while leaving to task of optimally implementing these 
interactions by the execution environment. The notation defines the operation goals of each sub-system 
(e.g., the criteria to be maximized or minimized during operation) and the physical capabilities of a 
module to achieve a certain goal. Different interaction types are introduced depending on the way sub-
systems influence each other their goals and capabilities. 
 
The paper refers to a case study to illustrate the model and the related decision making steps. 
Compared to similar work, the proposed model and specification notation differs in that they focus on 
optimal goal satisfaction in massively distributed systems and not on algorithmic descriptions. 
Therefore, the language is orthogonal to existing notations as it concentrates on the interactions 
between groups of nodes, or nodes and environment and less on the behavior of the individual nodes. 
This simplifies specification and helps scalable decision making. 
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